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ABSTRACT 

 

Railway importance in the transportation industry is increasing continuously, due to the 

growing demand of both passenger travel and transportation of goods. However, more than 

35% of the 300,000 railway bridges across Europe are over 100 years old, and their reliability 

directly impacts the reliability of the railway network. This increased demand may lead to 

higher risk associated to their unexpected failures, resulting safety hazards to passengers and 

increased whole life cycle cost of the asset. Consequently, one of the most important aspects of 

evaluation of the reliability of the overall railway transport system is bridge Structural Health 

Monitoring (SHM), which can monitor the health state of the bridge by allowing an early 

detection of failures. Therefore, a fast, safe and cost-effective recovery of the optimal health 

state of the bridge, where the levels of element degradation or failure are maintained 

efficiently, can be achieved. In this paper, after an introduction to the desired features of SHM, 

a review of the most commonly adopted bridge fault detection methods is presented. Mainly, 

the analysis focuses on model-based Finite Element (FE) updating strategies, non-model-

based (data-driven) fault detection methods such as Artificial Neural Network (ANN), and 

Bayesian Belief Network (BBN)-based SHM methods. A comparative study, which aims to 

discuss and compare the performance of the reviewed types of SHM methods, is then presented 

by analysing a short-span steel structure of a railway bridge. Opportunities and future 

challenges of the fault detection methods of railway bridges are highlighted. 
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1. Introduction 

 

In the last decades, the railway infrastructure has expanded in many countries due to the 

increase in trains capacity in terms of rail passengers and goods (for example, in the UK the 

number of passengers has doubled in the last twenty years [ORR, 2015]). As railways are 

exposed to various external loads, such as traffic and environment, the transport safety risk and 

the whole life cost of railway assets increase due to this new demand of performance [Lee et 

al., 2005; Chattopadhyay et al., 2007; Sharma et al., 2014]. Bridges are a vital element of the 

transport infrastructure, for example, across Europe there are more than 300,000 railway 

bridges for 212,000 km of railway [Tantele et al., 2010; European Commission, 2012]. More 

than 35% of these bridges are over 100 years old and, thus, this ageing infrastructure poses a 

high risk to the overall availability of the railway network. This is due to the fact that in order 

to improve railway capacity, railway bridges, especially, old bridges, are being pushed to their 

physical limit, due to increased transfer speed, axle load, train frequency and length [Elfgren 

et al., 2008; Reyer et al., 2011; Le et al., 2013; Pipinato et al., 2016].  

In addition, bridges are comprised of relatively small elements, such as beams, deck slab and  

abutments, which are subject to deterioration process that could lead to a reduced level of 

service and, potentially, to a lower safety level of the whole bridge structure [Phares et al., 

2001; Gangone et al., 2011; Rafiq et al., 2015]. Therefore, one of the critical aspects of railway 

infrastructure availability analysis is bridge condition assessment, known as Structural Health 

Monitoring (SHM) [Doebling et al., 1998; Chase et al., 2001]. SHM methods are used to 

accurately assess the health state of bridges, which are largely evaluated by visual inspections 

at regular intervals, such as from one to six years. More detailed examination and analysis 

using localized non-destructive evaluation techniques, such as radio X-ray, radiographic, eddy 

current and ultrasonic method, are then performed, if necessary, at the degraded location, which 

has been identified during the visual inspection [Yeung et al., 2005; Ignat-Coman et al., 2008; 

CDT, 2012]. Indeed, localized non-destructive methods require that the fault location is known 

a priori; consequently, the part of the structure under inspection needs to be accessible and no 

train service is possible during the inspection [Doebling et al., 1998; Wang et al., 2009]. Also, 

during a visual inspection the structure is examined intermittently and some faults might not 

be detected (for example, truss bridges experience unavoidable micro-cracks, which occur 

during the welding of joints, and which may not be observed during visual inspection) [Chan 

et al., 2001; Chase, 2004]. Furthermore, the visual inspection can be time-consuming, costly 

and, therefore, infrequent, and since it is based on expert knowledge the outcomes can be 

significantly variable in terms of structural condition assessment, due to subjectivity of the 

assessor [Phares et al., 2004; Stajano et al., 2010].  

In order to overcome the limitations of visual inspections, the SHM methods, based on 

mathematical and statistical approaches, have become an increasingly important technology 

used during the identification and isolation of faults, through the analysis of static and dynamic 

responses of civil infrastructure (including bridges) to environmental conditions or vehicle 

loads [Ou, 2003; Lynch et al., 2006]. In addition, as railway bridges are expensive to maintain 

and critical asset of the railway network, their maintenance process has a large impact on their 

whole life cycle cost, and the SHM methods can be used to find an optimal maintenance 



schedule [Webb et al., 2015; Zhao et al., 2015]. For these reasons, several SHM studies on 

bridge elements have been developed in the last decades, which have been thoroughly reviewed 

by several authors [Doebling et al., 1996; Doebling et al., 1998; Carden et al., 2004; Wang et 

al., 2009; Fan et al., 2011]. In these publications, the SHM methods are categorized based on 

the nature of their input data, i.e. relying on the type of the measured structural vibration 

response changes, such as change in modal frequencies, measured mode shapes (and their 

derivatives) and flexibility coefficients. [Doebling et al., 1996] and [Doebling et al., 1998] 

present a classification of the SHM methods, which has been then adopted by other authors 

[Carden et al., 2004; Wang et al., 2009; Fan et al., 2011], by mainly categorizing the methods 

into four classes depending on the nature of the analysed structural vibration response changes: 

i) frequency change; ii) mode shape; iii) mode shape curvature/strain mode shape change; iv) 

dynamically measured flexibility. The SHM methods, which are based on the Finite Element 

(FE) model updating strategies and Artificial Neural Network (ANN), are only briefly 

described. Generally, the conclusion of the review papers mentioned above is that there are still 

some challenges to be addressed in detecting failure by using modal response of the bridge due 

to the fact that the measurements are influenced by noise, and furthermore, fault detection 

methods have mainly shown good performance only in controlled laboratory conditions. When 

monitoring the performance of a real bridge, it is difficult to distinguish between shifts of the 

modal parameters caused by the deterioration of the structure, those occurring due to the 

statistical variability of the measurements and those caused by changing environmental 

conditions. For example, [Kim et al., 2007] discussed that the natural frequencies of a healthy 

bridge (i.e. a bridge without any damage) decrease as the air temperature increases, and [Santos 

et al., 2016] presented a Neural Network in order to simulate and predict the structural 

behaviour of a bridge by using the air temperature as an input to the network. It is thus 

important to embed the changes of the environmental conditions (such as climate, traffic load 

and degradation mechanisms) in the SHM analysis of the bridge [He et al., 2008; Xie et al., 

2011], and the development of fault detection methods that are appropriate to in-field 

applications is desiderable [Doebling et al., 1996; Doebling et al., 1998; Carden et al., 2004; 

Wang et al., 2009; Fan et al., 2011].  

Another type of classification for the SHM methods is in terms of differences between model-

based and non-model-based reasoning [Doebling et al., 1998]. A model-based method detects 

faults by using a mathematical model of the bridge, which describes the physical laws of the 

structural behaviour using the systematic knowledge of the engineers, who are expert in bridge 

design. The differences between the actual structural behaviour, which can be determined by 

in-field measurements, and the expected structural behaviour, which is determined by the 

mathematical model, are used to assess the health state of the system. These methods can find 

the fault location, severity and possible fault evolution; however, a lot of measurements, and 

their detailed processing, are needed to build an accurate model, jeopardizing the potential of 

an online fault detection process of structures. On the other hand, non-model-based methods, 

generally more appropriate for the detection of the fault location but not for the estimation of 

fault magnitude, derive behavioural models for analysing the health condition using the 

measured data directly, and the faults are detected relying on the analysis of the monitored data. 

In the latter case, the models can be completely disconnected from the real physical structural 

behaviour of the infrastructure, i.e. the fault detection methods rely on the mathematical 



(statistical) analysis of the bridge behaviour rather than on the comparison between the 

simulated and actual bridge behaviour [Venkatasubramanian et al., 2003a; 

Venkatasubramanian et al., 2003b; Lampis et al., 2009; Kan et al., 2015; Sanayei et al., 2015]. 

In this paper, an introduction to the desiderata concept of the SHM is given, and then, a review 

of SHM methods for bridges is presented. However, instead of following one of the schemes 

proposed by [Doebling et al., 1996], the review is carried out by classifying the methods 

following their mathematical nature: i) model-based methods based on the FE updating 

strategy; ii) non-model-based methods, such as ANN methods, which are one of the most 

developed SHM methods fault detection methods and Bayesian Belief Network (BBN) 

methods. As a railway network is not as flexible as a road network, where the latter usually 

contains a number of alternative routes, a service interruption due to railway bridge closure can 

be very critical [Chen et al., 1999], and consequently a robust and reliable SHM for a railway 

bridge is of great importance in order to minimise such interruptions. It is also worth 

mentioning that even when the SHM techniques are more commonly implemented on highway 

bridges, rather than railway bridges, especially in cases of to high-speed railway bridges [Ding 

et al., 2015], this paper focusses on the review of condition monitoring and fault detection 

methods that are applied to railway bridges. However, in order to explain some of the methods 

that can be adopted on a bridge structure, examples of the SHM methods that were applied to 

highway bridges, especially in the area of FE modelling, are also presented, as there is a large 

number of such examples in literature. It is worth noting that the analysis of the case studies 

on highway bridges in this paper aims to describe the basics of the method and its performance 

with respect to the desiderata of an SHM method. Furthermore, an SHM method, which is 

developed and tested on a particular case study, can be then applied to different case studies by 

adapting the parameters of the SHM method to the behaviour and environmental conditions 

that are found in a particular case study. This adoption process can be easier for a non-model-

based method than a model-based method, as the non-model-based method can be used to 

assess the health state of any type of bridge, railway or highway, by monitoring the measured 

data directly, whereas, the model-based SHM method requires the development of a detailed 

mathematical model of a particular type of bridge. Therefore, although both types of bridges 

are considered in order to discuss some SHM methods, the emphasis is placed on railway 

bridge health monitoring and fault detection.  Finally, the future research challenges and 

industry needs are discussed. 

The paper is organized as follows: the desiderata of SHM are discussed in Section 2; Section 

3 introduces the literature review discussion; opportunities and future challenges are discussed 

in Section 4; conclusions and final remarks are provided in Section 5.   

 

2. Structural Health Monitoring desiderata  

  

According to the definition of SHM given by [Andersen et al., 2006], “Structural Health 

Monitoring (SHM) aims to give, at every moment during the life of a structure, a diagnosis of 

the “state” of the constituent materials, of the different parts, and of the full assembly of these 

parts constituting the structure as a whole”, different bridge elements, such as, beams, deck 

slab, abutments, etc., influence the health state of the whole bridge and thus the health state of 



each element should be assessed simultaneously. Following this definition, the desiderata of 

the SHM can be given as follows, by describing the main goal of achieving a real-time 

monitoring capability followed by a description of each step necessary to achieve this goal:  

 Real-time monitoring of the structure. In order to achieve a continuous SHM (that 

is, “at every moment during the life of a structure, a diagnosis of the “state” [Andersen 

et al., 2006]), a continuous flow of data, which measures changes in the behaviour of 

the monitored bridge, is needed [Yeung et al., 2005; Nair et al., 2010]. Indeed, 

continuous SHM methods are desirable in the railway bridge framework, because an 

early identification of possible bridge failure can be achieved using continuous health 

monitoring and condition assessment strategies [Sekuła et al., 2012]. Therefore, 

necessary maintenance and repair works can start as soon as early signs of failure are 

identified, and consequently a reduction of the direct life cost of the bridge can be 

achieved [Adey et al., 2004; Yi et al., 2013; Chang et al., 2014]. Furthermore, railway 

bridge maintenance cost increases as the bridges get older. For these reasons, railway 

bridge owners require methods to prioritise the repair schedule and implement a 

condition-based maintenance strategy, by knowing the health state of the bridge in real-

time [Nielsen et al., 2013].  

 Choice of the type of sensors. The monitoring system needs to supply reliable data 

about the structure, in order to efficiently and continuously monitor railway bridges and 

to predict their durability and remaining useful time [Krüger et al., 2006; Lédeczi et al., 

2009]. It has already been demonstrated in literature that a hybrid and integrated sensor 

system, consisting of GPS receivers, accelerometers, strain gauges and weather 

stations, could greatly increase the accuracy and reliability of the overall monitoring 

system [Roberts et al., 2001; Roberts et al., 2004; Barnes et al., 2005; Moschas et al., 

2011; Psimoulis et al., 2013; Han et al., 2015]. Indeed, traditionally a measurement 

system is based on only one type of sensors, such as strain gauges, accelerometers, 

tiltmeters, vision systems, optometers, fibre optic, piezoelectric sensors and GPS, 

which are used to measure bridge strain, displacement, acceleration, or rotation, instead 

of relying on a hybrid and integrated sensor system [Brown et al., 1999; Roberts et al., 

2001; Roberts et al., 2004]. Finally, the measuring system should provide remote 

condition monitoring by continuously transmitting real-time data using networking 

technologies, such as wireless and mobile networking [Akyidiz et al., 2002; Laory et 

al., 2012; Hodge et al., 2015]. 

 A cost-effective monitoring system. In order to have a balance between the cost of the 

measuring system and the quality of the information that can be retrieved about the 

structure, sensors need to be installed on the most informative position, i.e. the location 

that provides the least uncertainty in the bridge parameter evaluations [Liu et al., 2008]. 

The sensor position is usually determined using expert knowledge; however, for a 

structure that has not been monitored before, it may be difficult to determine the optimal 

sensor location, based on the experience of bridge operators [Li et al., 2004]. Some 

studies have been proposed in order to find the best configuration of the measurement 

system, i.e. the appropriate number of sensors to be employed, and the optimal sensor 

placements, i.e. the most informative locations [Meo & Zumpano, 2005; Azarbayejani 



et al., 2008; Liu et al., 2008; Laory et al., 2012]. Also, as the number of sensors 

increases, for example, on a large bridge, the process of finding the optimal 

measurement system configuration becomes more complex, and optimization 

techniques need to be applied [Azarbayejani et al., 2008].  

 Mathematical methods for exhaustive SHM process. Once sensor data is transmitted 

through the communications network, it has to be then analysed by a mathematical 

method in order to automatically, remotely and rapidly assess the level of deterioration 

of the bridge, and consequently its health state, without having to send expensive 

inspection crews to the site [Soyoz et al., 2009]. The main objective of the SHM method 

is to detect and diagnose a failure during its early stage, so that the maintenance crew 

can go to the site, knowing the required level of maintenance or repair to be carried out, 

so that the service can be restored rapidly [Katipamula et al., 2005]. The ability to 

predict future possible failure of the bridge elements is also required by the method, in 

order to prevent undesired and unscheduled railway closure, which consequently 

improves the availability of the whole railway system. Basically, the SHM method need 

to meet all the four requirements of the fault detection process: i) identification of the 

failure existence; ii) identification of the failure location; iii) identification of the failure 

magnitude and causes; iv) assessment of the residual useful life (RUL) of the structure 

[Wang et al., 2009]. This process should be based on the analysis of how the 

degradation mechanism of the bridge influences the bridge behaviour [Goodall et al., 

2006; Sathananthan et al., 2010; Galar et al., 2013]. Furthermore, a preventive 

maintenance strategy can be adopted by knowing the probability of failure of the bridge 

and its components, and through an optimization process maintenance actions can be 

investigated, by considering their maintenance cost and probability of failure [Tantele 

et al., 2009]. Finally, it should be noted that the modal parameters of real bridges are 

strongly influenced by environmental changes (such as increase of air temperature), and 

therefore an optimal SHM method is required to be adaptive to environmental changes 

in order to detect only actual changes to the bridge health state, without activating false 

alarms due to changes in environmental conditions [Cao et al., 2011; Zhou & Yi, 2014].  

 

Graphically, the desiderata SHM procedure can be depicted as proposed Fig. 1. Bridge 

performance is influenced by environmental conditions, such as climate change and traffic 

load, which mainly influence the vibration properties of the bridge. Therefore, the variability 

of environmental conditions under current and future scenarios, e.g. climate and traffic 

scenarios, has to be considered in the SHM analysis. Therefore, once the bridge is stimulated 

by an external disturbance (such as passing train, wind, etc.), the response (behaviour) of the 

bridge is recorded by sensors, which are installed in the optimal position (after using an 

optimization method for the location analysis using, for example, the FE model of the bridge). 

Sensor data is then pre-processed in order to remove noise and any influence of changing 

environmental condition (for example, the collected data can be filtered out by eliminating such 

influence on the measured bridge behaviour). Then, processed data is used as input data to the 

SHM method, such as an FE model updating (where the initial FE model is based on the 

blueprint of the bridge and on the historical visual inspection reports) or a data-driven fault 

detection method. If the bridge is in a good condition, faults do not occur and the next set of 



measurements can be analysed. At the same time, a prediction model, based on both 

environmental and bridge behaviour data to assess, predict and simulate the degradation 

mechanism and the bridge behaviour, can be used in order to predict future expected health 

state of the bridge. On the contrary, if a fault is detected during the fault detection process, 

which is the first step of fault analysis evaluation, fault diagnostic analysis has to be performed. 

During the fault diagnostic step, level two and level three of fault analysis evaluation are 

investigated, through the assessment of the fault location and fault severity, respectively. Once 

the characteristic of the failure are identified (i.e. the failure presence, location and severity), 

the RUL, during which the bridge can be safely used, has to be assessed. In the case when the 

fault on the bridge is particularly severe and, thus, the safety of the bridge is compromised, a 

safety alarm is raised, and maintenance crews are sent to the site in order to repair the bridge 

fault and restore the bridge safety as soon as possible. On the other hand, if the safety of the 

bridge is still within an acceptable level of risk, a condition-based maintenance strategy can be 

evaluated by optimizing the time-intervention of the maintenance, based on the health state of 

the element of the structure and on the cost of the maintenance activities.   

It is worth emphasizing the desirable characteristics of the SHM method. The SHM method 

should detect faults and diagnose failures quickly, it should be able to distinguish between 

different failures, being robust to measurement noise and data uncertainties. Finally, it should 

be able to identify whether the behaviour is normal or abnormal, and if it is abnormal, whether 

its cause is known or unknown [Venkatasubramanian et al., 2003; Zio, 2012]. The SHM 

method should be also able to handle both the epistemic uncertainty, which is due to incomplete 

knowledge of model parameters, and the aleatory uncertainty, which is a persistent randomness 

of system behaviour [Catbas et al., 2008]. These desirable characteristics can lead to assessing 

the fault existence, location and severity, and to determining the system residual useful life, 

which means that the fault analysis evaluation can performed at all four levels [Wang et al., 

2009]. 

 

 
Fig. 1. Flowchart of SHM analysis. 



3. Review of the current SHM methods 

 

In what follows, a brief review of the most commonly presented SHM methods is discussed. 

The methods are categorized based on their mathematical nature: model-based methods, such 

as FE model updating strategy model, which aim to detect the health state of the bridge by 

comparing the parameters of a mathematical model with those measured on the real structure, 

and non-model-based methods, which aim to assess the health state of the bridge by analysing 

the bridge behaviour without developing a model of the structure, but by only considering the 

analysis of the monitored data. This latter methods have been increasing developed in the last 

years due to their lower computational effort with respect to the FE model updating methods. 

ANN methods, which are one of the most developed non-model-based method, Probabilistic 

Neural Networks, machine learning and statistical methods, such as Support Vector Machine, 

Genetic Algorithm (GA), principal component analysis, and Bayesian regression, unsupervised 

fault detection techniques based on clustering algorithms and BBN methods are described in 

the non-model-based section. Limitations of each model with respect to the desiderata of the 

SHM are also discussed.  

 

 Model-based fault detection methods 

 

A model-based fault detection method aims to assess the health state of the bridge by 

comparing the parameters of a mathematical model representing the monitored bridge, which 

is usually developed using Finite Element (FE) modelling techniques, with the responses 

measured by sensors on a real structure. FE models are used to analyse and predict the bridge 

behaviour under different environmental conditions due to their computational and modelling 

capacity. However, during the development of the FE model, many model parameters (such as 

material properties, geometric properties and boundary conditions) are unknown and, thus, 

several assumptions and simplifications need to be made [Mottershead & Friswell, 1993]. 

Then, an updating technique of the FE bridge model is developed in order to merge the results 

of the FE analysis and the measurement of the real behaviour of the bridge. Indeed, the acquired 

experimental data (such as acceleration, natural frequencies, mode shape, displacements, etc.) 

provide comprehensive information regarding the global and local behaviour of the bridge and, 

thus, the initial FE model characteristics (both geometrical and physical), and its boundary 

conditions, can be updated. In this way, bridge responses provided by the FE model are being 

pushed to be as similar as possible to the real measured performance of a bridge, and the FE 

model accuracy is increased and model uncertainties reduced. FE updating strategies can be 

divided into local and global methods, based on the updating strategy of the system matrices 

(mass, stiffness and damping matrices). The former models are based on corrections, applied 

to local physical parameters of the FE model, whereas the latter models are based on the 

reconstruction of the updated global mass and stiffness matrices [Brownjohn et al., 2001; 

Schlune et al., 2009]. In what follows, a description of the theoretical background of the FE 

model updating is presented, followed by a review of some research papers, which are based 



on this technique. The literature review aims to explain the main ideas of the FE model updating 

technique, rather than being comprehensive of all the works presented in literature.  

 

3.1.1 Principles of the FE model updating 

 

The FE model updating problem, independently from the nature of the modelled structure, is 

an inverse problem, which aims to obtain the optimal model parameters, (
* ), that produce a 

behaviour of the modelled structure as close as possible to that one of the real structure. 

Therefore, the assessment of the optimal set of the FE model parameters, (
* ), is the objective 

of the updating process. Indeed, given the model output, ( *y ) and its input, (
*x ), these are 

correlated through a transfer operator, ( G ), which is described by a set of model parameters (

 ): 

  

),( ** xGy 
 

(1)  

  

The updating process searches for the optimal set of model parameters, (
* ), in order to 

minimize the difference between the FE model and the experimental data, ( d ): 

  

)),,((minarg ** dxGF    (2)  

  

where F  is a cost function that has to be minimized.  

The modal characteristics of the structure, i.e. natural frequencies, mode shape, etc., are usually 

used as experimental data ( d ) for the FE model updating process. On the other hand, the time 

domain response data, such as acceleration, are not usually used, since they require the precise 

knowledge of the input excitation of the bridge and in many practical applications the input 

excitation is not known precisely [Brownjohn et al., 2001].  

 

3.1.2 Selection and updating of FE parameters 

 

The optimization problem, where the objective is to minimize the discrepancy between 

computed and measured data, may be ill-conditioned, i.e. the existence, uniqueness and 

stability (with respect to small errors) of a solution of the inverse problem cannot be guaranteed. 

A smart selection of the optimal set of model parameters, (
* ), in order to avoid an ill-

conditioned problem can be done, for example, through a sensitivity analysis process, which, 

furthermore, is usually adopted to update the optimal set of model parameters (
* ) [Brownjohn 

et al., 2001; Simoen et al., 2015]. 

The sensitivity analysis procedure to find the optimal set of model parameters, (
* ), can be 

developed as follows. The vectors of the experimental measured response (i.e. the modal 

response of the bridge, such as natural frequencies and mode shape), ( eR ), can be expressed as 

a first order Taylor series of the analytical response, ( aR ), i.e. the vectors of FE model response 

at the current iteration:  



  

)]([ ouae PPSRR 
 (3)  

  

where ][S  is the sensitivity matrix, uP  is the vector of updated parameter values and oP  is the 

vector of current iterative parameter values. 

The sensitivity matrix ][S  can be calculated as: 
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(4)  

  

where iR  and jP  represent the i -th component of the modal vector and the j -th component of 

the updating parameter vector, respectively. 

Eq. (3) can be rewritten as: 

  

PSR  ][  (5)  

  

where P  is the perturbation of the updating parameters, which can be computed as: 

  

RSP  *][  (6)  

  

Here R  is the difference between the experimental and FE model response at the current 

iteration: 

  

ae RRR 
 (7)  

  

and *][S  is the pseudo-inverse matrix of the sensitivity matrix ][S  and it may be computed as: 
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(8)  

  

M  and N represent the number of the updating parameters and the number of the observed 

bridge responses, respectively.  

Usually, M  is greater than N and a Bayesian estimation technique is adopted to compute the 

pseudo inverse matrix, *][S , of the sensitivity matrix, ][S , introducing the weighting matrix of 

the updating parameters, ( pC ), (i.e. the confidence level in model parameter value) and that of 

the measured modal data, ( RC ), (i.e. the confidence level in experimental measured response). 

In this case, the perturbation of the updating parameters can be assessed as [Ding & Li, 2008]: 
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(9)  

  

Finally, in order to achieve a fast and finite (i.e. not prone to divergence) updating procedure, 

the responses provided by the initial FE model need to be relatively similar to those provided 

by the real measured responses. On contrary, if large differences exist between the simulated 

and measured bridge responses, the iterative process may be divergent [Ding & Li, 2008]. 

 

3.1.3 FE model updating in fault detection 

 

The FE model updating strategies require the development of a detailed FE model of the bridge, 

in order to reproduce the real bridge behaviour. The development of the FE model can be 

complex, time-consuming and expensive. However, many authors have developed techniques 

to update FE bridge model, and due to the fact that the expected results provided by the FE 

model can be compared with the real data provided, a fault detection analysis can be carried 

out by assessing the difference between the behaviour of the real bridge and the one obtained 

from the FE model. In what follows, a description of FE updating strategies is provided in 

section 3.1.3.1, whereas coupling strategies between FE model updating and optimization 

algorithms, such as Genetic algorithms and ANN, is described in section 3.1.3.2.  

 

3.1.3.1 FE model updating examples  

 

In this section the FE model updating methods are described by pointing out the type of bridge 

that was analysed, the choice of the updating parameters and by describing the updating 

strategy. Finally, the results of each work are presented. Table 1 shows the information of the 

works presented in this section.  

 

Reference Type of bridge 
Updating 

parameter(s) 
Updating strategy Results 

Sanayei et al., 2015 

Bridge model that 

was designed as a 

grid system. 

Bending rigidity, area 

mass and boundary 

link stiffness 

To minimize the error 

function 

High correlation 

between the 

empirical and 

analytical data 

Teughels et al., 2002 
Reinforced concrete 

beam 
Young module 

Global damage 

function 

High correlation 

between the 

empirical and 

analytical data 

Jaishi & Ren, 2005 
Simple supported 

bridge 

Young module and 

moment of inertia 

Frequency residuals 

MAC and modal 

flexibility residuals 

result in the best 

methods to fault 

detection 

MAC related 

function 

Modal flexibility 

residual 

Combination of the 

above three options 

He et al., 2008 
Three-span-

continuous steel truss 

Elastic modulus of 

steel, equivalent node 

mass of deck and 

equivalent node mass 

of steel sleeper 

To minimize the error 

function 

Good agreement 

between the 

measured and 

theoretical modal 

data. 



Feng et al., 2015 
Steel short span 

bridge 

Dynamic 

displacement  

To minimize the error 

function 

Good agreement 

between the 

measured and 

simulated 

displacements. 

Xia et al., 2014 Box girder bridge 

Springs stiffness and 

elastic modulus of 

ballast and girders  

To minimize the error 

function 

Modal parameters 

predicted by the FE 

agree with the real 

ones. 

Table 1. FE model updating papers. 

 

[Sanayei et al., 2015] presented a methodology focused on the simultaneous estimation of 

bridge stiffness and mass parameters. A scalar objective error function, which has to be 

minimized, was defined as the difference between analytical and measured displacements, 

which has been obtained by non-destructive tests conducted in a laboratory bridge model. The 

results of experiments with static loads and vibrational measurements showed a good match 

between the updated FE model and measured modal characteristics. Therefore, the authors 

claimed that if the measured data is quite different from those predicted by the FE model, a 

fault might have occurred, i.e. the proposed updating strategy could be suitable for a fault 

detection process. However, it should be noted that the FE model is updated by considering a 

laboratory model of the bridge, where the impact of the environmental effects on the 

performance of the bridge cannot be considered, and consequently using this approach false 

alarms could be activated due to change of the environmental conditions in an in-field 

application. [Teughels et al., 2002] have developed a two-step FE updating procedure. In the 

first step, the initial FE model was updated to a reference state, using measured vibrational data 

of the non-faulty bridge structure and then, in the second step, the reference model was updated 

in order to reproduce the measured vibrational data of the faulty bridge structure. Therefore, a 

fault could be identified by comparing the output of the reference (non-faulty) and the faulty 

FE model. The method was tested on a laboratory model and the results showed that the 

simulated failure has been correctly identified through an asymmetrical distribution of the 

updating parameter at the location, where the failure has been introduced. Again, effects of 

changing environmental conditions were not considered during the analysis and, furthermore, 

the magnitude of failure and the future evolution of the health state of the bridge were not 

analysed. [Jaishi & Ren, 2005] proposed a sensitivity-based updating strategy using four 

different objective functions: i) frequency residuals, i.e. the residuals between the natural 

frequencies provided by the FE model and those measured; ii) a Modal Assurance Criterion 

(MAC) related function; iii) modal flexibility residual; iv) combination of the first three 

options. 

The MAC related function has been defined as follows: 
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where )(if  is the MAC related function at step i ; the MAC has been computed using the 

analytical (FE-based result) and the experimental mode shape.  



The modal flexibility is defined by all available mode shape and corresponding natural 

frequencies:  
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where ][F  is the modal flexibility matrix, ][  is the mode shape matrix,   is the circular 

frequency, M  is the number of the mode shape considered, and N  is the measurement degree 

of freedom. The method, which has been tested on a laboratory model, showed that in each 

case of the four objective functions, an accurate fault detection becomes more difficult, as the 

number of updating parameters increases and, furthermore, the objective function based on the 

combination of frequency residuals, MAC and modal flexibility residuals, improves the 

performance of fault detection. Therefore, it is worth mentioning that the choice of the number 

and type of updating parameters is one of the most challenging aspects of the FE model 

updating. Indeed, both physical (such as boundary and material properties) and numerical (such 

as mathematical modelling and numerical solution) uncertainties need to be addressed and 

reduced by choosing optimal updating parameters that allow a fast and reliable updating of the 

FE model [Başaĝa et al., 2011]. [He et al., 2008] have analysed a three-span-continuous steel 

truss bridge, which is monitored by using approximately 150 sensors, including 

accelerometers, strain gauges, displacement transducers, temperature sensors, weigh-in motion 

sensors, anemometer and seismograph, and an FE model was developed in ANSYS. A simple 

method of model updating was proposed by optimizing an objective function based on the 

difference between analytical and measured frequency, and using the elastic modulus of steel, 

the equivalent node mass of deck and the equivalent node mass of steel sleeper as updating 

parameters. Results showed that the maximum error of frequency is 4.09% and the minimum 

value of MAC is 85.92%, and thus there is a good agreement between the data provided by the 

FE model and those retrieved by the sensors. Hence, the method proposed by the authors can 

be adopted to monitor the evolution of the bridge health state over time. Indeed, data of a real 

railway bridge was used to update the FE model. However, the method was not verified under 

changing environmental condition and degrading materials of the bridge. [Feng et al., 2015] 

proposed an updating strategy of an FE model of a single-span railway bridge by optimizing 

an objective function, which was based on the difference between simulated and measured 

dynamic displacements of the bridge. The results showed that the displacements of the real 

bridge and those predicted using the updated FE model were in good agreement. It is worth 

noting, however, that while performing fault detection the displacements have shown 

significant changes only when the health state of the bridge was heavily degraded, therefore, 

other vibration parameters of the bridge (such as acceleration, natural frequencies, etc.), which 

can be more sensitive to changes of the health state of the bridge, should be observed. In the 

same way, [Xia et al., 2014] proposed an FE updating strategy based on the optimization of an 

objective function that aimed to minimize the differences between the real and simulated modal 

properties of a real six-span railway bridge. Results showed a good match between the 

predicted and measured modal parameters of the railway bridge. Although the FE updating 

strategies based on the optimization of an objective function have shown promising results, FE 



updating strategies based on multi-objective optimisation, which rely on Genetic Algorithm 

(GA) in order to find the Pareto optimal front [Deb et al., 2002; Di Maio et al., 2015], have 

demonstrated to outperform single-objective updating strategies [Jin et al., 2014].  

 

3.1.3.2 FE updating strategies coupled with machine learning methods 

 

In order to have a robust fault detection method, FE updating strategies and machine learning 

methods (such as NN and Genetic Algorithm (GA)) can be coupled. Indeed, these methods are 

more robust to the presence of noise in experimental data than the direct FE model updating, 

and they can deal with different sources of data, such as structural parameters and 

environmental conditions. In what follows, examples of coupling FE model updating strategies 

with optimization methods in order to optimize the updating procedure and perform a fault 

detection analysis are presented. Table 2 summarizes the most important information of the 

presented works.  

 

Reference Type of bridge 
Updating 

parameter(s) 
Updating strategy Results 

Zhong et al., 2014 I-steel beam Not explained Third-order 

response surface method 

The outcomes of the 

update FE model are 

used as input of a 

wavelet neural network 

method to perform a 

fault detection analysis 

Lee et al., 2002 Simple span bridge Stiffness parameters Inverse modal 

perturbation technique 

The outcomes of the 

update FE model are 

used as input of an ANN 

method to perform a 

fault detection analysis 

Shabbir et al., 2016 Cable-stayed bridge 

Group of six parameters 

considering stiffness 

and tension of different 

bridge element 

To minimize the error 

function 

The performance of the 

FE model is 

considerably improved 

by adjusting the set of 

updating parameters 

considered. 

Chang et al., 2000 Laboratory model of 

suspension bridge 

material and 

geometrical properties 

of the bridge 

To minimize the error of 

the modal parameters 

Structural parameters of 

the laboratory model are 

correctly identified. 

Moliner et al., 2014 Box girder bridge  
Mechanical properties 

of the bridge 

To minimize an error 

function based on 

natural frequencies and 

mode shapes 

The updated FE model 

shows good prediction 

performance. 

Table 2. FE model updating and optimization methods.  

 

[Zhong et al., 2014] have developed a fault detection method that uses the results of the updated 

FE model as input to a wavelet neural network. The wavelet neural network has a structure 

similar to ANN, but neurons, which usually characterize the ANN layers, are replaced by 

wavelet functions. A Morlet wavelet function, which is proportional to the cosine function and 

Gaussian probability density function, has been selected: 
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where x  is the input value of the wavelet neural network, and   is the excitation function of 

the wavelet function. Results showed that the developed method was able to reproduce and 

predict the displacements of an I-steel beam and a six span continuous bridge and, thus, if 

abnormal bridge behaviour is recorded, it should be detected by the proposed method. On one 

hand, the proposed method is a comprehensive method for SHM, as it is able to detect failure 

of the bridge, and predict the future behaviour of the bridge, i.e. it meets all the four 

requirements of the fault detection process. On the other hand, environmental conditions are 

not considered in the analysis and failure scenarios are not analysed. [Lee et al., 2002] have 

developed an SHM method, merging an updated FE bridge model and an ANN algorithm. A 

simple-span bridge has been developed both through the FE analysis and laboratory tests, and 

8 different failure scenarios have been considered. The FE model has been initially developed, 

assuming the values of the bending rigidity of the girder section and, then, it was updated using 

two stiffness parameters, based on the modal parameters obtained from the laboratory tests. 

The ANN algorithm has been trained using resonant frequencies between before and after 

faults, and the mode shapes. Results showed that all of the 8 failure scenarios have been 

successfully detected. However, in general the fault severity has been overestimated, and, also 

the effect of the air temperature and the future health condition of the bridge were not 

considered in the analysis. [Shabbir et al., 2016] developed a GA-based FE updating strategy 

by adopting a sequential niche technique. In this technique, the GA optimisation algorithm was 

forced to converge to a new and unknown minimum (called niche), once the minimum of the 

fitness function (i.e. the function that has to be minimized) has been found. In this work, the 

GA objective function was defined based on the difference between modal parameters (natural 

frequency and mode shape) provided by the FE model and sensors of a cable-stayed bridge. 

After the updating, which was carried out recurring of frequency measurement, the frequency 

errors were less than 3%. The proposed method can be used as a fault detection method due to 

the possibility of comparing the actual behaviour of the bridge with the predicted behaviour 

using the FE model. However, the magnitude of the failure, its location and the future behaviour 

of the bridge were not evaluated. [Chang et al., 2000] presented an FE model updating based 

on an adaptive NN, which is trained using modal parameters as inputs and structural parameters 

as outputs, both retrieved from the FE model. A laboratory model of a suspension bridge was 

considered as the case study. The output of the NN (i.e. the predicted structural parameters) 

was used as the input of the FE model, which is consequently updated at every step of the 

iterations, in order to compute the modal parameters of the bridge. The authors considered 

natural frequencies and mode shapes as input modal parameters of the NN, whereas, the output 

structural parameters, which were the updating parameters of the FE model, were the material 

and geometrical properties of the bridge, and the boundary conditions of a deck at tower and 

pier supports. Results showed this updating process can evaluate the structural parameters of 

the laboratory model with good accuracy. Hence, when a change in the values of structural 

parameters occurs, it can be identified by the proposed method, however, false alarms can occur 

when the method is used for an in-field case study, as the method was optimized by neglecting 

environmental conditions, and their effects can be misinterpreted by the NN method. [Moliner 

et al., 2014] presented an updating strategy based on a GA algorithm. An FE model of a 250 



meter long box girder railway bridge was developed, and an objective function, which needed 

to be minimized, was defined by considering the difference between the measured and expected 

natural frequencies, and the MAC value. A GA process was carried out in order to update the 

parameters of the FE model, such as the density and modulus of elasticity of the material of the 

bridge.The updated FE model showed good results in predicting the behaviour of the bridge in 

terms of acceleration. Therefore, the proposed method can be used as a fault detection method, 

i.e. when the behaviour of the real bridge is different from the expected behaviour, which is 

predicted by the FE model, a fault can be identified. 

 

3.1.4 Discussion on Finite element model updating strategies 

 

FE model updating strategies are one of the most common techniques adopted, for assessing 

the health state of the bridge due to the fact that the behaviour of the bridge can be simulated 

by considering different expected degradation mechanisms. Furthermore, as soon as new 

information regarding the health state of the bridge, such as visual inspection reports of the 

bridge or new measurement of the bridge behaviour, is available the FE model can be updated, 

and consequently the expected behaviour of the bridge can be compared with the actual 

behaviour of the real structure. However, the development of an FE model can be complex, 

time-consuming and expensive. Furthermore, the choice of the updating parameters is a 

challenge, due to the ill-conditioned problem that requires having a small number of updating 

parameters. For example, it has been shown that the higher the complexity of the structure, the 

larger the number of updating parameters: [Lee et al., 2002; Teughels et al., 2002; Jaishi & 

Ren, 2005] have studied a simple supported span bridge and beams, and consequently, only 

one or two updating parameter(s) have been selected; [He et al., 2008; Jin et al., 2014; Sanayei 

et al., 2015; Shabbir et al., 2016] have studied a more complex bridge structure, from a three-

span continuous bridge to a cable-stayed bridge, and the number of updating parameter was 

consequently increased. However, the increase of the number of the updating parameters can 

lead to a reduction of the performance of the fault detection method [Jaishi & Ren, 2005]. It is 

worth noting that, even if FE models may not represent the real structural behaviour well due 

to modelling uncertainties, the responses provided by the FE model before the updating 

procedure need to be relatively similar to those provided by the real measured responses, in 

order to avoid a divergent updating process. Coupling the FE updating process with an 

optimization algorithm, such as ANN or GA, can lead to a fast updating of the FE model, 

however, the performance of the ANN strongly depends on the batch of data that are used 

during the training phase of the ANN, and the GA algorithm can lead to a local minimum of 

the fitness function, and consequently the optimal solution can be missed. The size and 

complexity of the FE modelling and updating strategy can be a challenge for monitoring the 

bridge health condition in real-time. For this reason, a simple supported beam is analysed by 

the majority of the authors. The time-consuming FE model updating process, which often 

requires that the FE model parameters are selected using expert knowledge, can jeopardize a 

goal of achieving a continuous SHM, and the noise in the data of the measured bridge behaviour 

can give misleading results of the FE model updating. Finally, the magnitude of the failure, the 

future behaviour of the bridge and the effect of environmental condition on the modal 

parameters of the bridge generally are not considered in the FE analysis. Consequently, only 



the first two requirements of the fault detection process (identification of the failure existence 

and failure location) are satisfied.  

 

 Non-model-based fault detection methods 

 

In the last decades, in order to identify the presence of failure in a bridge, various fault detection 

methods have been developed by relying only on the analysis of the bridge behaviour without 

developing a model of the structure. Indeed, non-model-based methods can perform a fast 

analysis without requiring the computational effort of the FE model updating methods, and 

consequently, rapid information about the health state of the bridge could be provided to bridge 

managers. In literature, non-model-based methods have demonstrated to be suitable for real-

time monitoring of complex systems, such as nuclear systems [Zio et al., 2010], industrial 

processes (including chemicals, microelectronics manufacturing, iron and steel, 

pharmaceutical processes, and power distribution networks) [Qin, 2012; Yin et al., 2014], 

petroleum and natural gas systems [Galotto et al., 2015] and electric vehicles [Rigamonti et al., 

2016]. For these reasons, in what follows a survey of non-model-based methods for bridge 

SHM is provided. Particularly, the ANN method has been intensively used as the fault detection 

method in a structural engineering framework, and consequently, a section 3.2.1 presents the 

analysis of the ANN-based fault detection methods. A slightly different neural network 

structure, which is commonly used in the bridge SHM, is the Probabilistic Neural Network 

(PNN) that is also presented [Specht, 1990]. Section 3.2.2 discuss other non-model-based 

methods presented in literature that are based on statistical and unsupervised clustering 

methods, and, finally, section 3.2.3 shows some works based on BBNs, which can evaluate the 

health state of individual elements on the bridge as well as considering the structure as a whole 

[Andersen et al., 2006].  

 

3.2.1  Neural Network for Railway Bridge fault assessment  

 

The Artificial Neural Networks (ANNs) algorithm tries to replicate the behaviour of the brain 

cells. A biological system is able to learn behaviours, to solve complex problems and to handle 

nonlinear, imprecise and fuzzy information and, therefore, a lot research effort has been made 

to develop an artificial method to reproduce such incredible biological characteristics [Basheer 

& Hajmeer, 2000]. Fast processing and high fault-tolerance and capability of learning, which 

allows the system to adapt to changing behaviour of the system under analysis are two of the 

main characteristics of ANN. It is worth underlining that the ANN learning capacity, which is 

performed by iteratively presenting many different training patterns to the ANN (like humans 

learn from experience), aims to find out a link between causes (inputs) and consequences 

(outputs) of the system behaviour, and consequently, the results of the ANN strongly rely on 

the nature, quality and reliability of the training data, which need to be well-known pairs of 

input disturbances and corresponding outputs behaviour of the bridge. The training process can 

follow two different strategies, feed-forward and back-propagation, which can be either 

supervised or un-supervised [Demuth et al., 2014]. 



According to the analogy between the ANN and the biological brain system, the ANN is 

composed of neurons, also called nodes, which are simple computational units, directly linked 

by weighted connections. Fig. 2 shows a simple ANN structure, where each circle represents a 

neuron. Those on the left side are the input neurons describing the input variables of the system. 

The hidden layer neurons, the middle nodes in Fig. 2, process the information provided by the 

input nodes and pass them to the output nodes (the right side of Fig. 2). The input neurons are 

connected with the hidden layer neurons through weight parameters, which are represented by 

links with arrows in Fig. 2. The same description can be used for the connection between the 

hidden layer neurons and the output neurons. There are no general rules for the choice of the 

number of neurons; the number of the input neurons is generally taken to be equal to the number 

of system variables, which seem to significantly affect the output due the information that each 

input node provides to the hidden layer nodes; the number of hidden nodes, however, is kept 

to as low as possible through a trial and error procedure, in order to reach the best solution in 

terms of computational time cost and residual error. This procedure is one of the most important 

aspects of ANN usage. The number of output neurons is determined by the number of quantities 

that need to be estimated in the problem. The theoretical basis of the ANN are described in 

[Bishop, 1995]. In the area of bridge SHM, a slightly different neural network, called 

Probabilistic Neural Network (PNN) [Specht, 1990], is commonly used. The basic concept of 

PNN is presented in section 3.2.1.1. 

 

 
Fig. 2. Schematics of the ANN. 

 

3.2.1.1 Probabilistic neural networks 

 

The PNN structure is similar to the ANN using the back-propagation algorithm, but it differs 

in terms of the activation functions, that are not sigmoidal. The PNN is based on the Bayes 

decision rule and the estimations of probability density functions. Assume that the health state 

of the bridge can be denoted by,  , and it may belong to two different categories, a  for 

healthy states, and b  for faulty states. Given a set of measurements, },...,,{ 21 pxxxX  , the 



decision on the category of the health state of the bridge, )(Xd , based on the Bayes decision 

rule, is performed as: 
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where af  and bf  are the probability density functions for the healthy and faulty bridge states, 

respectively; ah and bh  are the a priori probability of occurrence of the healthy and faulty 

bridge states, respectively; al  and bl  are the losses that the system has, when the category of 

the health state of the bridge is misclassified, i.e., bXd )( , when actually a   or 

aXd )( , when actually b  . The loss functions require subjective evaluation [Specht, 

1990]. The accuracy of the Bayes decision rule depends on the ability to estimate the 

probability density functions, based on training patterns. 

Fig. 3 shows the architecture of the PNN. The input layer is fed with a set of measurements, 

},...,,{ 21 pxxxX  , to be classified; in the hidden layer, each neuron is the product of the set 

of measurements, },...,,{ 21 pxxxX  , and the weights vector, w , wXz  , and, as a 

substitute of the sigmoidal activation function, commonly used in the ANN, the activation 

functions used in the PNN are as follows: 
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where 
2

pn  is the smoothing parameter, which has to be iteratively estimated on the basis of 

the classification performance of the PNN [Kusy & Zajdel, 2014]. 

Then each neuron of the summation layer receives all the outputs of the hidden layer neurons 

that are associated with a given class. For example, in Fig. 3, the summation neuron on the left 

receives the output of the hidden layer neurons belonging to the dashed box, which are the 

neurons associated with the healthy class, a . The output of the healthy summation neuron is 

expressed as: 
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For the faulty state, b , the mathematical description is equivalent to the one in Eq. (15), 

referring to the dotted box in the hidden layer in Fig. 3.  

 



 
Fig. 3 Schematic of the PNN. 

 

3.2.1.2 Application of the ANN and PNN for Structural Health monitoring  

 

The Neural Network fault detection methods (ANN and PNN) have generally demonstrated to 

be effective in revealing bridge failures, unless the noise of the input data is high. These 

methods are one of the most used fault detection method in the structural framework. The 

following analysis is divided in three sections, based on the nature of the ANN architecture: a) 

Back-Propagation Neural Network (BPNN); b) feed-forward neural network; c) PPN. It is 

worth noting that the difference between the back-propagation and the feed-forward 

architecture depends only on the strategy adopted during the training of the network: in the 

backpropagation the errors of the hidden (output) layers are back-propagate to the earlier layers 

in order to find the minimum of the error function; on the other hand, the feed-forward neural 

network is trained by  adjusting the weights and biases of the hidden layers in order to find the 

minimum of the error function [Demuth et al., 2014].  

 

a) Back-Propagation Neural Network 

 

In this section BPNN-based methods, which have been applied to SHM of bridges, are 

described by highlighting the type of bridge analysed, and the architecture of the BPNN. The 

BPNN main property relies on the computation of the errors function, where the errors are 

back-propagated from the output neurons towards the hidden neurons. Finally, the results of 

each work are presented. Table 3 shows the main characteristics of the discussed works. It is 

worth noting that the majority of the presented works is based on results of a FE model.  

 

 

 

 

 

 



Reference 
Type of 

bridge 

Type of 

NN 

Number of 

input nodes 

Number of 

hidden nodes 

Number of 

output nodes 

Type of input 

data 
Results 

Shu et al., 

2013 

 

FE model of 

Banafjäl 

bridge, 

Sweden 

 

BPNN 

single 

layer 

 

Not explained 

 

19 for fault 

detection 

Not explained 
Displacements 

and acceleration 

Results strongly 

depend on the 

position of the 

fault and on the 

load and velocity 

of the train 

23 for fault 

diagnostic 

Lee et al., 

2005 

FE model of 

a beam 

BPNN 

multi 

layers 

20 

20 first layer 

8 

Mode shape, 

mode shape 

difference before 

and after failure 

and mode shape 

ratio for the first 

four modes 

Generally, the 

method shows 

good accuracy 

with some false 

alarms in the 

laboratory and 

Hannam bridge 

case study 

20 second 

layer 

FE model of 

single span 

bridge 

98 

60 first layer 

40 
40 second 

layer 

Laboratory 

model of 

bridge 

24 

24 first layer 

8 8 second 

layer 

Hannam 

Grand 

bridge, South 

Korea 

80 

60 first layer 

40 
60 second 

layer 

Al-

Rahmani et 

al., 2012 

FE model of 

a beam 
BPNN 

6 19 3 Materials 

characteristics of 

the beam and 

crack parameters 

Although the 

error of the 

methods is high, 

its accuracy 

improves as the 

number of 

stiffness nodes 

increases. 

6 19 5 

Lee et al., 

2007 

FE and 

laboratory 

model of 

simply 

supported 

three steel 

girders 

Multi-

layer 

BPNN 

15 10 9 
Acceleration or 

strain 

Strain-based 

ANN performs 

better than the 

acceleration-

based ANN. 

Hakim et 

al., 2013 

FE model of 

a steel girder 

bridge 

BPNN 5 14 1 
Natural 

frequencies 

Good accuracy in 

predicting the 

severity of 

simulated 

damages. 

Park et al., 

2009 

FE and 

laboratory 

model of 

simply 

supported 

beam 

BPNN 

50 50 
Depending on 

the case study 
Acceleration 

Good accuracy as 

sequential FD 

method: 

acceleration-

based NN 

monitors the 

bridge in real 

time, modal-

based NN 

assesses the 

location and 

severity of the 

failure. 

Depending on 

the case study 

Depending on 

the case study 

Depending on 

the case study 
Modal data 

Table 3. Examples of fault detection methods based on the BPNN described in this section. 

 

[Shu et al., 2013] have developed a BPNN fault detection method, based on statistical 

properties of the responses of a single-span and single-track concrete railway bridge. Authors 

have demonstrated that the performance of the BPNN decreases, as the signal noise increases 

and the load of the train that was passing over the bridge decreases. Furthermore, the fault 



location has been demonstrated to be an issue; indeed, a fault that has occurred in the middle 

of the bridge was easier to detect than at the end of the bridge. It should be noted that one of 

the biggest issue of machine learning methods for fault detection is the selection of the training 

data set. Indeed, changing environmental conditions, such as air temperature, wind and traffic, 

strongly affect the response of the bridge, and, consequently, the training set should contain 

these different behaviours of the bridge, in order to correctly assess and predict the health state 

of the bridge. [Lee et al., 2005] have presented an ANN-based fault detection method by 

studying four different bridge case studies (FE model of a beam, FE model of single span 

bridge, laboratory model of bridge and Hannam Grand bridge, South Korea) with three 

different ANN input strategies: i) mode shapes; ii) mode shape differences between before and 

after failure; iii) mode shape ratios for the first four modes. Results showed that for all case 

studies, even when some false alarms have been raised, the proposed method was able to 

identify the faults, using the differences or the ratios of the mode shape between before and 

after the failure, as the data input. Particularly as the environmental conditions were not 

considered in the analysis, false alarms were raised during the analysis of the real bridge. [Al-

Rahmani et al., 2012] have analysed two ANN methods to predict the location and the growth 

of cracks in an FE model of a simply supported beam. Results showed that both ANNs, which 

differ in terms of structures and input data, could predict the growth of the cracks in the beam. 

However, the ANN prediction error was quite high due to the fact that the parameters that 

describe the crack characteristic were not considered in the training set of data. [Lee et al., 

2007] developed a BPNN to identify failure of a simply supported steel bridge. Two ANNs 

have been considered by modifying the nature of the input data: i) acceleration-based data; ii) 

strain-based data. Results showed that the strain-based ANN performed better than the 

acceleration-based ANN, i.e. the misclassification rate for the strain-based ANN was lower 

than that obtained with the acceleration-based ANN (for example, for the lowest fault severity 

the acceleration-based ANN have a misclassification rate equal to 35.80% instead of the strain-

based ANN of 8.75%). Although the method, which was tested on a laboratory model of a 

bridge, showed good performance in the localization of the failure by using the strain as the 

input to the ANN, only the first two levels of the four requirements of the fault detection process 

was accomplished, i.e. the magnitude of the failure and the future behaviour of the bridge were 

not assessed. [Hakim et al., 2013] developed a BPNN in order to identify failure and to assess 

severity of a steel girder bridge. Results showed that the trained ANN was able to identify with 

high accuracy (higher than 90%) the failure severity of the test patterns. However, the ANN 

method was trained and tested on an FE model of a steel bridge, and consequently, all the 

external influences on the bridge behaviour were not considered. Finally, [Park et al., 2009] 

proposed a sequential fault detection method based on an acceleration-based ANN (ABNN), 

which was used to monitor the behaviour of the bridge and to detect the occurrence of a failure 

by using acceleration data as input, and on a modal feature-based ANN (MBNN), which was 

used to estimate the location and the severity of the occurred failure by using mode shape and 

modal strain energy as input. A simply supported aluminium beam was selected as the case 

study. Results showed that the occurrence, the location and severity of failure is correctly 

identified by firstly adopting the ABNN and, sequentially, the MBNN. It is worth noting that 

modal strain energies were used as the input to the MBNN, and consequently the impact of 



environmental changes (air temperature, wind, etc.) on this fault detection method can be lower 

than using the methods, trained with acceleration data [Lee et al., 2005].  

 

 

b) Feed-forward Neural Network 

 

In this section Feed-forward ANN methods applied to bridges SHM are presented, by analysing 

their performance in terms of type of bridge studied, architecture of the ANN and results of the 

fault detection process. Table 1 shows the main characteristics of the discussed works. 

 

Reference Type of bridge Type of NN Number of 

input nodes 

Number of 

hidden 

nodes 

Number 

of 

output 

nodes 

Type of input 

data Results 

Mehrjoo et 

al., 2008 

FE model of a 

simple truss 

feed-forward 

NN 

32 50 5 

Natural 

frequencies and 

mode shape 

98% of correct 

classification 

FE model of 

Louisville 

bridge, UK 

Varying the 

number of the 

inputs 

Depending 

on the 

number of 

the inputs 

6 

From 90 to 98% 

of correct 

classification 

Yeung et al., 

2005 

FE model of 

Clifton 

suspension 

bridge, UK 

PRAN 1 

No hidden 

nodes 

From 23 

to 99 
Feature vector 

based on 

vibration 

signature 

From 0% to 

100% of correct 

classification 

DIGNET 1 
From 4 

to 90 

From 0% to 

100% of correct 

classification 

Li et al., 2011 

FE and 

laboratory 

model of simply 

supported beam 

Feed-forward 

NN 
10 

5 hidden 

layers with 

10, 8, 6, 4 

and 2 nodes, 

respectively 

1 

Frequency 

response 

functions 

The ensemble-

ANN provides 

more accurate 

results than the 

single ANN 

Ensemble of 

ANNs 7 

Cremona et 

al., 2012 

Steel railway 

bridge 

Feed-forward 

NN 
Not explained 

Not 

explained 

Not 

explained 

Symbolic data of 

acceleration, 

natural 

frequencies and 

mode shapes 

The method 

provides good 

accuracy by 

using the 

different input 

data. 

Table 1. Examples of fault detection methods based on the feed-forward ANN. 

 

[Mehrjoo et al., 2008] have studied the fatigue faults of joints in truss bridges, and by 

developing a multi-layered feed-forward ANN, an accuracy detection of the FE simulated 

failures higher than 90% has been achieved. However, the accuracy of the results and the 

architecture of the ANN strongly depended on the number of vibration modes, i.e. natural 

frequencies and mode shapes that have been considered as input of the ANN. [Yeung et al., 

2005] have analysed an FE model of an iron suspension bridge, by simulating corrosion of the 

riveted splices. Two unsupervised ANN algorithms have been tested: i) Probabilistic Resource 

Allocating Network (PRAN); ii) DIGNET network. The difference between the two ANN 

strategies lied in the rules adopted during the training of the network: the former built class 

clusters using the evaluation of the Gaussian probability density function; the latter built class 

clusters using spherical attraction regions and the similarity between the presented training 

pattern and the centre of the cluster. Results of the considered case study showed that the 

misclassification of the PRAN was less than 5% with 10 clusters and more than 20% with 100 



clusters; on the other hand, the DIGNET misclassification was less than 5% with 10 clusters 

and is about 13% with 100 clusters. The number of clusters was consequently another 

parameter to be optimized and, moreover, the changing traffic over the bridge was considered 

as the only environmental factor. Only the location of the failure was identified, but not the 

magnitude. [Li et al., 2011] presented an ensemble of feed-forward NN by using Frequency 

Response Function (FRF) as measured behaviour of the bridge. A laboratory model and an FE 

model of a simply supported beam were developed and divided in seven equal section. An 

ANN, which gave as output the severity and the location of a possible failure, was developed 

for each section and it was trained using principal component reduced FRF data. An ensemble-

ANN was then developed in order to identify the failure of the beam based on the output of 

each ANN. The performance of the ensemble-ANN was compared with the result of an ANN 

that was developed considering the beam as a whole. Results showed that the ensemble-ANN 

led to more accurate detection of the beam failures. However, the accuracy strongly depended 

on the level of noise, i.e. as the noise increased, the accuracy of the method decreased. Finally, 

[Cremona et al., 2012] discussed a NN-based classification method in order to assess the health 

state of a steel railway bridge over time. Particularly, strengthening works were carried out on 

the bridge, and the authors aimed to assess the health state of the strengthened bridge. 

Therefore, symbolic data of the measured acceleration, natural frequencies and mode shapes 

were used as the input to a feed-forward NN, which has been trained using historical 

measurements. Results showed that when a new and unknown measurement was available, the 

proposed method was able to correctly assess the health state of the bridge up to 93% of the 

tested scenarios. It should be noted that due to the availability of a vast database of recorded 

behaviour of a real bridge, good results in terms of assessment of the health state of the bridge 

were achieved. Finally, it is worth mentioning that the fault detection method proposed by 

[Cremona et al., 2012], also has been applied successfully to the structural health monitoring 

of a highway bridge, by adapting the parameters of the SHM method to the behaviour and 

environmental conditions of the new bridge case study [Alves et al., 2015c].  

 

c) Probabilistic Neural Networks 

 

In this section PNN-based methods for fault detection of bridges are discussed. The type of 

bridge analysed is presented, by describing the architecture of the PNN and results of the fault 

detection process. Table 2 shows the main characteristics of the discussed works. 

 

 

 

 

 

 

 

 

 

 



Reference Type of bridge Type of NN Number of 

input nodes 
Number of 

hidden nodes 
Number of 

output nodes 
Type of 

input data Results 

Zhou et al., 

2014 

FE model of 

Tsing Ma 

bridge, China 

PNN 

20 1600 16 

Modal 

frequencies 

change ratio 

From 26% to 

94% of 

correct 

classification 

FE model of 

Ting Kau 

bridge, China 

From 5 to 20 2000 17 

From 46% to 

84% of 

correct 

classification 

Lee & Yun, 

2007 

FE model of a 

simple 

supported 

bridge 

PNN 

1 40 40 

Mode shape 

PNN shows 

good results 

for single 

failure, 

whereas it 

fails to 

detect 

multiple 

failures 

Hannam Grand 

bridge, South 

Korea 

1 28 28 

Ni, 2014 
Tsing Ma 

Bridge 
PNN 52 1600 16 

Natural 

frequency 

change 

ratios and  

translational 

components  

mode vector 

The  

The 

accuracy of 

the 

identification 

of the failure 

location 

increases as 

the noise 

decreases. 

Table 2. Examples of fault detection methods based on the PNN. 

 

[Zhou et al., 2014] developed a PPN method by using change ratios for the vibration modes of 

the structure before and after the fault, as input data. Two case studies, a double deck 

suspension bridge and a cable-stayed bridge, have been investigated. In both cases, the PNN 

results showed that the fault identification accuracy increased as the noise level decreased (for 

example, the fault identification accuracy dropped from 94.91% to 26.28% by increasing the 

noise) and, furthermore, the fault identification accuracy increased also when more modal 

frequencies have been included in the PNN input vector (for example, using 20 modal 

frequencies the accuracy was equal to 84.33%, whereas using only 5 modal frequencies the 

accuracy was equal to 58.75%). [Lee & Yun, 2007] presented a PNN fault detection technique, 

based on the estimated modal parameters of a simply supported bridge model. The results of 

damage localization showed that a single faulty member has been successfully identified in all 

the cases, which means that the PNN correctly identified the classes of the failure. However, 

with multiple faults the damage localization is failed in all the cases due to misclassification of 

the damaged classes by the PNN. Finally, [Ni, 2014] studied a suspension bridge by diving its 

deck in 16 elements and developing a PNN. Natural frequency change ratios, and the three 

translational components of the first mode vector at different location of the bridge were 

considered as input of the PNN. Results showed that the accuracy of the identification of the 

failure location increased as the noise decreased (e.g. it moved from the 99.14% with a noise 

of the 0.025% to the 73.75% when the noise was 0.1%).  

Although good performance was demonstrated by each PNN method, only [Ni, 2014] 

considered the environmental effects on the bridge behaviour in the PNN analysis. 

Furthermore, the presented PPN methods focused only on the identification of the existence of 



a failure and on its location, but the failure magnitude and the future behaviour of the bridge 

under degrading conditions were not considered.  

 

3.2.1.3 Discussion on Neural Networks methods  

 

One of the most important issues of the ANN strategy is the selection of the model structure, 

i.e. the number of neurons. The number of the input neurons is, generally, taken to be equal to 

the number of system variables of interest (for example, a feature vector based on the Fast 

Fourier Transform [Duhamel & Vetterli, 1990] of the bridge response is used as input of the 

ANN developed by [Yeung et al., 2005]; six physical properties, such as the stiffness ratio and 

beam length and wide, etc. are used as input of the ANN proposed by [Al-Rahmani et al., 

2012]). However, the optimal number of input nodes can be defined also by trial and error 

procedure, as proposed by [Mehrjoo et al., 2008]. The number of hidden nodes is usually kept 

to as low as possible, in order to reach the best solution in terms of computational time cost 

and residual error. This procedure is one of the most critical aspects of the use the ANN, and it 

is generally addressed by using a trial and error procedure [Lee et al., 2005; Lee et al., 2007; 

Mehrjoo et al., 2008; Park et al., 2009; Al-Rahmani et al., 2012; Hakim et al., 2013]. In order 

to point out a methodological criterion to choose the optimal ANN structure, a Bayesian 

process can be adopted by considering that an increasing number of the hidden layers leads to 

higher accuracy of data fitting, but poor predictions for new failure cases may be achieved due 

to an over-parameterization of the problem [Arangio et al., 2014]. Indeed, if the ANN is over-

parameterized, i.e. the number of hidden nodes is too high, the ANN is optimal to mimic the 

training set, but it is unable to manage new and unknown patterns. Furthermore, the best ANN 

structure is chosen for a particular case study and, thus, it has to be changed if the case study 

changes (i.e. the bridge model under study or the number of the modal properties is changed), 

as demonstrated by [Lee et al., 2005; Lee et al., 2007; Mehrjoo et al., 2008; Park et al., 2009; 

Al-Rahmani et al., 2012].  

The performance of the ANN in terms of accuracy depends on the data used in the training set. 

For example, [Lee & Yun, 2007] have shown that if the PNN is trained only with data 

containing a single failure, the PNN method is not able to identify multiple failures. 

Furthermore, [Yeung et al., 2005; Mehrjoo et al., 2008; Zhou et al., 2014] have demonstrated 

that the ANN fault detection accuracy decreases and, thus, the number of false alarms increases, 

as the number of the considered modal characteristics (e.g., the number of considered natural 

frequencies or mode shapes) decreases and the noise of the data increases. Moreover, [Shu et 

al., 2013] have shown that the accuracy of the ANN is affected by the fault location: a failure 

close to the end of the bridge is more difficult to be detected than a failure in the middle of the 

bridge.  

Regarding the desiderata of the SHM process, the sensors system is not usually described in 

the literature. The prediction of future health state and its components is not considered, and 

the influence of the degradation of individual bridge components on the whole bridge health 

state is not also accounted for. Changes of the environmental condition are generally not 

considered, and the analysis of the uncertainties (both epistemic and aleatory) is missing. 



Finally, although the ANN method has been applied in a number of studies, it has two main 

limitations:  

i) the ANNs and PNNs methods are able to approximate any function, but they 

are not directly correlated to the bridge model, and thus they do not represent 

the physical structure of the bridge. A model with the properties showed by 

ANNs and PNNs is a black-box model. Thus, the expertise of the structural 

engineers that have developed the FE model of the bridges is lost, as the fault 

detection methods based on the NN rely only on the data retrieved by the bridge. 

ii) there is no standard method to choose the optimal structure of the NN. 

Furthermore, the method also needs a definition of the best training algorithm, 

in order to achieve fast convergence of the training phase, and finally, a criterion 

to rigorously define how much and what type of training data are required, has 

to be defined [Lee et al., 2014; Kan et al., 2015] 

 

3.2.2 Other non-model-based methods examples 

 

Due to the fact that non-model-based methods can assess the health state of the bridge by only 

analysing the behaviour of the bridge provided by the measurement system, and, thus, the 

development of a model of the structure (such as an FE model) is not required, a rapid 

assessment of the health state of the bridge using such techniques can be achieved. Therefore, 

as it has been pointed out in the introduction of section 3.2, non-model based methods have 

demonstrated to be suitable for real-time monitoring of complex systems, and consequently, in 

what follows, a survey of non-model-based methods for bridge SHM is provided. The methods 

are divided in three sub-sections: a) fault detection using a machine learning and statistical 

methods, such as SVM, GA, Principal Component Analysis (PCA), and Bayesian regression; 

b) fault detection based on the definition of a failure index, i.e. a failure index describes the 

variation of bridge behaviours; c) unsupervised clustering methods for fault detection.  

 

a) Fault detection using machine learning and statistical methods  

 

In this section fault detection methods that rely on the performance of statistical and machine 

learning strategies are presented. Particularly, a fault detection method based on a GA 

optimization research is presented by [He et al, 2011]; a PCA-based method is presented by 

[Bellino et al., 2010; Cavadas et al., 2013; Laory et al., 2013]; a fault detection based on a 

Bayesian regression approach presented by [Kim et al., 2015] and, a SVM fault detection 

method [Ren et al., 2013] are also discussed. Table 6 shows the main characteristics of the 

these works. 

 
Reference Type of bridge Fault detection method Type of input data Results 

He et al, 2011 
FE model of a steel 

girder bridge 
Genetic algorithm Vibration of the bridge 

Analysed patterns are 

correctly identified 

Kim et al., 2015 Seven-span plate bridge Bayesian regression 
Acceleration of the 

bridge 

Depends on the 

environmental 

conditions, such as 

traffic load 



Bellino et al., 2010 
Laboratory model of 

simple supported bridge 

Principal component 

analysis 

Natural frequencies of 

the bridge 

Depends on the noise of 

the input data. Good 

results with low noise. 

Ren et al., 2013 
FE model of a truss 

bridge 
Support vector machine 

Maximum deflection of 

the bridge 

Accuracy from 93% to 

99% depending on the 

level of the noise of the 

input data 

Cavadas et al., 2013 Concrete frame bridge 

Moving Principal 

component analysis and 

Robust regression 

analysis 

Influence lines 

Moving Principal 

component analysis has 

shown good detection of 

faults, whereas Robust 

regression analysis has 

good results only with 

specified input data. 

Laory et al., 2013 

Steel truss railway 

bridge 

Moving Principal 

component analysis 

coupled with regression 

methods 

Not explained 

The coupling of MPCA 

and regression methods 

shows better results than 

the singular methods. 

Five spans box girder 

bridge 

Table 3. Fault detection methods using machine learning and statistical methods algorithms. 

[He et al., 2011] have proposed a direct analysis of the train-induced bridge vibration data. The 

authors presented a fault detection method, which has used prior assumed fault patterns of the 

bridge members as input data. If the train-induced dynamic responses of the bridge under a 

certain damage pattern was identical, or very close, to one of the prior assumed fault patterns, 

the fault could be identified. An FE model of a simply supported steel girder bridge was 

considered. A GA has been adopted to find the exact damage pattern, where the objective 

function has been defined as the difference between the calculated train-induced bridge 

response and the prior assumed fault patterns. Different failure scenarios have been analysed; 

results showed that the input unknown fault scenarios have been identified for all cases. 

However, if the bridge was failed but its measured response did not belong to the a priori 

simulated failures scenarios, the bridge was declared to be in a good state, whilst in reality it 

was in a failed state. [Kim et al., 2015] developed a 3-step procedure: i) an autoregressive 

model has been developed using bridge acceleration measurements, and then the autoregressive 

coefficient has been defined as the damage indicator; ii) a Bayesian regression analysis of the 

selected damage indicators has been carried out using online updating; iii) residuals between 

the observed and predicted damage indicators have been computed, and a decision on the 

bridge health state could be made accordingly. The proposed method has been tested using 

acceleration data over one year, measured on a seven-span plate-Gerber bridge, which was in 

a healthy state. Three different data strategies have been considered: a) complete environmental 

change scenario, where acceleration, temperature and vehicle weight data have been used; b) 

temperature change scenario, where acceleration and temperature data have been used; c) no 

environmental change scenario, where only acceleration data without considering 

environmental changes have been used. Results showed that the analysis, considering both 

temperature and vehicle weight as environmental effects (case a), led to more accurate results 

than case b) and c). It should be noted that a more accurate and reliable assessment of the bridge 

health state is achieved when not only the behaviour of the bridge (e.g. acceleration) is 

considered in the analysis, but also the changes of environmental condition. Therefore, this 

confirms the idea that a comprehensive SHM method should consider the influence of the 

environmental effects on the health state of the bridge. Finally, the decision making process on 

the bridge health state has been demonstrated; its results showed that, except for only one case, 



all studied recorded data has been successfully classified as belonging to behaviour of a bridge 

in a healthy state. In this method, the environmental effects have been considered, and it has 

been demonstrated that more accurate results can be achieved by considering the effect of 

environmental condition on the health state of the bridge. [Bellino et al., 2010] have studied a 

fault detection method based on PCA in order to remove the dependence of natural frequencies 

data from the effect of external factors, such as the mass and the velocity of a train, which was 

passing over a bridge, to focus the fault detection only on the structural characteristics of the 

bridge. The healthy state of the bridge has been defined using a damage index, called the 

novelty index, which is based on the Mahalanobis norm [Brereton, 2015]. Natural frequencies 

have been selected as features for the fault detection. A simply supported beam has been 

considered as bridge model, and different failures have been simulated. Results showed that 

the beam failures have been successfully detected by using the Mahalanobis-based damage 

index if the noise of the data was not too high (less than 3% of the magnitude of data). It is 

worth mentioning that during the PCA, information can be lost. Furthermore, the 

environmental condition are not negligible in assessing the health state of the bridge. [Ren et 

al., 2013] presented a fault detection method based on SVM. A FE model of a simple supported 

steel truss bridge has been developed and analysed. The SVM method has been fed with the 

bridge maximum deflection, which has been measured in 7 different places. Five different load 

examples have been considered in order to simulate different trains over the bridge, and 7 levels 

of noise have been added to the data. Results showed that the proposed method was able to 

identify the location and the severity of failures with good accuracy. However, if the level of 

noise increased, the accuracy decreased, e.g. accuracy dropped from 99% (with no added noise) 

to 93% (with a 10% of noise). [Cavadas et al., 2013] developed a fault detection method based 

on bridge moving-load data of regular traffic by adopting two data-driven methods: a Moving 

PCA (MPCA) and a Robust Regression Analysis (RRA). Influence lines of the simple concrete 

frame bridge have been used as input of the two data-driven methods. Two time series data 

have been built by using the influence line of the bridge: the former considered the whole 

influence line, whereas the latter considered only the influence line at given load position. Both 

data-driven methods, MPCA and RRA, were firstly trained using data of the healthy bridge 

structure in order to set an appropriate failure threshold, and then, data of a simulated failure 

was used as input of the MPCA and RRA in order to be analysed. Results showed that the 

MPCA allowed an early detection of the simulated failure by using both time series data. On 

the other hand, RRA has been demonstrated to provide good results with data considering the 

whole influence line, whereas, reliable results have been obtained by RRA using time series 

data based on influence line at a given load position. It is worth highlighting that environmental 

conditions were not considered, and furthermore, only the identification of the failure existence 

has been carried out using the proposed method. Therefore, the fault detection analysis was not 

comprehensive. Finally, [Laory et al., 2013] developed a fault detection method by coupling 

MPCA and regression methods, such as RRA. The method has been applied to an FE model of 

a steel truss bridge, which has been damaged by reducing the stiffness of axial members. The 

performance of the MPCA-RRA method was compared with those of the individual methods, 

and the results showed that the proposed method had better performance in terms of damage 

detectability. The method was also tested on a real five-span box girder bridge. Again, the 

results of the proposed method were better of those of the individual methods. Although the 



method showed good performance, the main results were based on an FE model, due to the fact 

that the five-span bridge case study was based on only few measurements, which were collected 

during the building phase of the bridge. Furthermore, the method is not vibration-based, i.e. 

the inputs to the model are quasi-static measurements rather than the vibration characteristics 

of the bridge, where the latter have been demonstrated to be more sensitive to failures.   

 

b) Fault detection based on the definition of a failure index  

 

The monitoring of the bridge characteristics, such as acceleration, displacements and natural 

frequencies, can point out unexpected bridge behaviours even without developing a 

mathematical method that is able to analyse the bridge characteristics. Indeed, the health state 

of the bridge can be monitored by simply defying a fault index, which, for example, can be 

based on the variation of the displacements (or natural frequencies, acceleration, etc.) of the 

bridge, and monitoring its variations over time, as shown by [Sun et al., 2015] and [Zhan et al., 

2011]. [Fan et al., 2011] also present a comparative study between two fault detection methods 

based on failure index definition and three response-based methods. Finally, the health 

condition of the bridge can be also assessed by monitoring the evolution of the bridge modal 

parameters [Gentile et al., 2015]. Table 7 shows the main characteristics of these works. 

 
Reference Type of bridge Fault detection method Type of input data Results 

Sun et al., 2015 
FE and laboratory 

model of a truss bridge 

Multi steps method 

based on vertical and 

horizontal modes of the 

structure 

Acceleration of the 

bridge 

Tested failure scenarios 

are correctly identified. 

Zhan et al., 2011 
FE model of three-span 

bridge 

The variation of a fault 

index based on natural 

frequencies and 

damping ratio 

Displacements and 

natural frequencies of 

the bridge 

Fault index is able to 

detect unexpected 

bridge behaviours. 

Fan et al., 2011 
FE model of a simple 

cantilever beam 

The model based SDI 

method 

Natural frequencies of 

the bridge 

Suitable only for single 

failures. 

Gentile et al., 2015 Arch trussed bridge 

Mode shapes and 

Natural frequencies 

monitoring 

Acceleration of the 

bridge 

The degraded elements 

of the bridge have been 

identified. 

Table 4. Fault detection methods using a failure index. 

 

[Sun et al., 2015] presented a multi-level fault detection strategy using natural frequencies and 

mode shapes of the structure, which have been obtained by manipulating the bridge 

acceleration data, retrieved by Wireless Sensors Network (WSN). Particularly, the acceleration 

data of the bridge are used as the input to a Fast Fourier transform, and, therefore, the natural 

frequencies are obtained by looking for the peak of the amplitude spectral density, whereas the 

mode shapes are provided by the singular value decomposition of the cross spectral density 

matrix [Araújo and Laier, 2014]. An FE model of a full-scale truss structure has been developed 

and four different fault scenarios have been simulated. In the first step of fault detection 

procedure, the fault location was successfully identified by pointing out the truss bay of the 

failure and using a fault index based on vertical modes. In the second step of the proposed 

procedure, a new fault index based on both vertical and horizontal modes was defined in order 

to identify the exact location of the failure. Results showed that the faulty element has been 



successfully identified in all simulated scenarios. However, when the method was applied to a 

laboratory case study, some false alarms have been raised. Further false alarms could occur, if 

the method was applied to a real bridge case study, as the method currently does not account 

for the influence of the environmental effects on the bridge behaviour. [Zhan et al., 2011] have 

developed a fault detection method based on a fault index, which has been defined considering 

natural frequencies and damping ratio. A multistep iterative process has been developed in 

order to detect the presence of failures in a three-span continuous bridge. At each step of the 

iteration, the fault index was updated by using the difference between predicted (by an FE 

model) and measured displacement. Single and multiple failure scenarios have been considered 

and a train, which was passing over the bridge, was simulated. Results showed that the fault 

location has been identified correctly. However, the authors acknowledged the fact that the 

proposed fault detection method can be used for the studied case (i.e. the same model of train, 

the same velocity of train, etc.) only, and that the environmental effects (such as wind and 

temperature) have to be considered, in order to maintain the fault detection accuracy. [Fan et 

al., 2011] performed a comparative study of fault detection methods based on a simple FE 

cantilever beam model. Five different fault detection algorithms based on different modal 

parameters have been compared: i) a Single-Damage-Indicator (SDI) methods, which is based 

on the changes of the natural frequencies between before and after the failure; ii) a response-

based method (called GFD), using the fundamental mode shapes of the faulty beam; iii) a 

response-based method (called MSC), using mode shape between before and after the failure; 

iv) a response-based method (called GSM), using the mode shape curvature of the faulty beam; 

v) a Damage-Index-Method (DIM), using the mode shape curvatures of the faulty beam. 

Considering the performance of the methods in detecting single and multiple failures, authors 

have demonstrated that single failures are successfully detected by all methods, whereas, 

multiple failures are correctly identified only by MSC, GSM and DIM models (the SDI method 

is derived from, and designed for, a single failure occurrence assumption; the GFD sensitivity 

highly depends on the failure location). Finally, [Gentile et al., 2015] developed an SHM 

method by relying on an automated modal identification method, which was performed using 

a frequency domain decomposition method, in order to assess the change of the natural 

frequencies and mode shapes of an arch truss railway bridge. Results have shown that the 

frequency of the bridge dropped suddenly in the location of the degraded component. However, 

it is worth noting that the modal characteristics of the bridge are usually strongly influenced by 

changing environmental conditions, and consequently this phenomenon need to be accounted 

for in the SHM method. For example, for the same railway bridge [Cabboi et al., 2014] 

proposed a prediction regression model in order to predict the natural frequencies of the bridge 

under changing environmental conditions. 

 

c) Unsupervised clustering methods for fault detection  

 

As it has been pointed out in section 3.2.1.3, a major limitation of machine learning methods 

is the training process, which requires a database of bridge behaviours in order to train the 

model in predicting or classifying the future behaviour of the bridge. Furthermore, the health 

state of the bridge can also be assessed by using unsupervised methods, by usually adopting 



clustering techniques [Martins et al., 2007]. Indeed, clustering algorithms aim to group the 

different behaviours of a bridge by maximizing the between-cluster variance, i.e. different 

bridge behaviours are grouped in separate and well distanced clusters, with the aim of 

maximizing the distance among these different clusters. At the same time, however, the 

clustering methods aim to group behaviours of the bridge that have similar properties by 

minimizing the within-cluster variance. In this way, the measured behaviours of the bridge can 

be grouped and analysed based on their characteristics, and unexpected bridge behaviours can 

be identified by analysing the statistical nature of the measured data. For example, 

unsupervised clustering techniques have shown to effectively assess the health state of wind 

turbine blades [Hoell et al., 2017], components of a nuclear power plant [Baraldi et al., 2015] 

and a control system of industrial systems [Yan et al., 2016]. Table 8 shows the most relevant 

characteristic of the unsupervised clustering methods that are discussed in this section.  

 
Reference Type of bridge Clustering method Type of input data Results 

Cury et al., 2012 Steel bridge 

Hierarchy-divisive and a 

dynamic clouds 

clustering methods 

Symbolic acceleration, 

natural frequencies and 

mode shapes 

Good assessment of the 

health state of the bridge 

with very low false 

alarms raised.  

Guo et al., 2012 Steel bridge K-means clustering Sorted acceleration data 

Good performance in 

the analysis of the FE 

model. However, false 

alarms are raised in the 

analysis of the real 

bridge. 

Langone et al., 2017 Concrete bridge 
adaptive kernel spectral 

clustering 
Natural frequencies 

Good detection ability 

of the method, that 

decrease as the 

environmental condition 

changes. 

Silva et al., 2016 Concrete bridge 

Genetic Algorithm for 

Decision Boundary 

Analysis-based 

clustering method 

Natural frequencies 

Ability to identify the 

failure of the bridge 

structure even under 

sever environmental 

conditions. 

Alves et al., 2016 
Steel railway bridge and 

concrete highway bridge 

K-means, hierarchy-

agglomerative and fuzzy 

c-means clustering 

methods 

Acceleration data 

Good results for the 

railway bridge. Many 

misclassification for the 

highway bridge due to 

changing environmental 

condition.  

Table 5. Fault detection methods using a failure index. 

 

[Cury et al., 2012] proposed a comparison between a hierarchy-divisive and a dynamic clouds 

clustering methods. A steel railway bridge, which was subjected to a strengthening process, 

was considered as a case study. The measurements of the acceleration and natural frequencies 

of the bridge before and after the strengthening procedure, which were transformed into 

symbolic data by the means of a frequentist analysis, were used as the input to the analysis. 

When a new measurement of the bridge acceleration was available, it was assigned to the 

cluster with the minimum distance. Results showed a very low rate of misclassification, and 

that a new cluster was mainly defined by using the acceleration data as the input to both 

clustering methods. Therefore, a new and unexpected behaviour of the bridge was pointed out. 

However, when the analysis was performed by using the natural frequencies as the input to the 



clustering methods, the new measurements were mainly assigned to the cluster, representing 

the bridge before the strengthening process. Therefore, the method can be used for fault 

detection purposes, even if the change of the bridge behaviour, due to the influence of the 

environmental condition, can lead to some misclassifications. A similar approach, with the aim 

of using raw acceleration data in order to carry out an unsupervised structural failure detection 

analysis by the means of clustering techniques, has been presented in [Alves et al., 2015b] for 

a steel beam and a highway bridge. Therefore, it is worth noting that an SHM method, which 

is developed and verified on a particular case study, can then be applied to a different case 

study by adapting the parameters of the SHM method to the behaviour and environmental 

condition of the new case study. In a similar way, [Guo et al., 2012] presented a K-means-

based clustering method in order to assess the health state of a steel railway bridge, by analysing 

its acceleration. A PCA analysis was used in order to filter the acceleration data, by reducing 

the influence of the temperature on the measured data. Then, the K-means algorithm was used 

in order to group the measured data into different groups, and to evaluate the distance among 

the different clusters. The methods showed good performance in identifying failures when an 

FE model was adopted, however, when a real steel railway bridge was analysed, several false 

alarms were raised. [Langone et al., 2017] presented an unsupervised adaptive kernel spectral 

clustering in order to monitor the health state of bridge infrastructure. The method was applied 

to a real-time monitoring process of a concrete bridge that was damaged artificially. Results 

showed that after a calibration phase, that aimed to tune the parameters of the clustering 

algorithm, the failure of the bridge was identified correctly by the proposed method. However, 

when the environmental conditions changed, for example, the bridge was monitored during 

winter, the accuracy of the proposed method decreased. [Silva et al., 2016] developed a Genetic 

Algorithm for Decision Boundary Analysis (GADBA)-based clustering method in order to 

detect failures of a concrete bridge, which has been artificially damaged. The GADBA 

algorithm was used in order to identify the best centroids of each possible cluster. Results 

showed that the method was able to identify the failures that were introduced in the bridge and, 

particularly, the method was robust with respect to the environmental condition changes. For 

example, the monitoring process of the bridge went through some severely cold days that have 

influenced the behaviour of the bridge. The proposed method did not raise a false alarm during 

these days. However, the method aimed to respond only to the first step of the four requirements 

of the fault detection process, i.e. the identification of the failure existence is considered. 

Finally, [Alves et al., 2016] presented a study in order to compare the performance of three 

clustering algorithms, K-means, hierarchy-agglomerative and fuzzy c-means clustering 

methods, in two different case studies: a steel railway bridge and a concrete highway bridge. 

The symbolic values of the acceleration data measured directly in situ were used for the 

analysis, i.e. without performing any data pre-processing, the acceleration data were 

transformed into symbolic variable by the means of a frequentist analysis. The three methods 

showed good results when the steel railway bridge was analysed, where the K-means algorithm 

outperformed the other methods in identifying the changes of the stiffness of the bridge. In this 

case study, however, the changes of the environmental conditions were not considered. On the 

other hand, the analysis of the highway bridge showed that the fuzzy c-means method was able 

to provide the best classification results by correctly identifying the behaviour of the bridge 

before and after the change of the stiffness. In this case study, however, the changing 



environmental conditions led to a high number of misclassification (over 40%). The authors 

also tried to reduce the uncertainties due to effects of the environmental conditions by 

considering a smaller batch of data, however, the performance of the clustering methods 

improved only slightly.   

 

 3.2.2.1 Discussion on other non-model-based methods 

 

The presented non-model-based methods have demonstrated the ability to detect failures in the 

considered case study efficiently. However, false alarms and misclassification were obtained. 

[Kim et al., 2015] have pointed out that the understanding of how ambient temperature and 

traffic effects should be considered in long-term bridge health monitoring stress is of vital 

importance, but such environmental conditions are generally not considered by many authors. 

Therefore, it is worth noting that implementing modal based fault detection algorithms on real 

world structures can lead to many false alarms due to the impact of environmental variations 

on the modal properties, which are usually not considered. The non-model-based methods are 

usually optimized for specified structure that are subject to known environmental and 

operational conditions. Therefore, good performance for new and previously unknown 

environmental and operational conditions, which have been not included in the database used 

to train the method, cannot be guaranteed [Zio, 2012]. It is worth mentioning that the methods 

presented in this section are mainly focused only on the first two requirements of the fault 

detection process, i.e. failure existence and failure location. Therefore, the magnitude of the 

failure and the assessment of the RUL of the bridge, by predicting the future condition of the 

bridge, are not assessed. The main reason for this is that in order to assess the magnitude of a 

failure and to predict the health state of the bridge under future condition, non-model-based 

methods require to be trained with similar behaviour, and consequently, a vast database that 

contains both healthy and degraded behaviours of the bridge is needed. At the same time, some 

of the non-model-based methods, such as SVM, MPCA and clustering techniques, are able to 

assess the magnitude of failure if they are tuned in with some behaviours of the bridge that are 

similar to the actual failed (degraded) bridge behaviour, and furthermore, these non-model-

based methods are not able to predict future behaviour of the system. Finally, the influence of 

individual components on the health state of the whole bridge is also not considered by these 

methods. 

 

3.2.3 Bayesian Belief Networks  

 

In structural engineering framework, the BBN method has been mainly used in reliability 

assessment studies. BBNs have been developed in the 80s, when a novel approach to represent 

the expert knowledge within a computational architecture has been proposed by [Pearl, 1986]. 

In that work, Pearl developed a graphical interface between expert knowledge, statistics and 

computers, by linking nodes, which represent the object under study and its properties. The 

theoretical background of BBNs is presented in [Mast et al., 1999; Jensen & Nielsen, 2007]. 

Indeed, failure of a bridge may have serious consequences on human life and on the 

environment and, thus, in order to support a robust decision-making process, the probability of 



failure has to be assessed. For instance, [Salamatian et al., 2013] have demonstrated that BBNs 

are able to adequately assess the probability of failure of a bridge due to the scour phenomenon. 

In fact, they show how BBNs can manage complex interactions between system parameters, 

as those involved in the assessment of the bridge safety against scour. Furthermore, [Franchin 

et al., 2016] presented a BBN study to predict the fragility of the reinforced concrete bridges, 

showing how the BBN can easily merge expert judgement and dataset information. In addition, 

the authors highlighted the efficacy of the BBN in accounting for different uncertainties, i.e. 

uncertainties due to the incomplete knowledge of the phenomenon (i.e. epistemic uncertainties) 

and to the aleatory of the events (i.e. aleatory uncertainties). The BBN has been also used to 

assess technical causes of a catastrophic bridge downfall [Holický et al., 2013]. In their work, 

Holický et al. showed how the BBN could be used to manage complex information from 

different technical fields, such as those available in the forensic engineering assessment. The 

BBN has been demonstrated to be able to divide a complex problem into smaller sub-tasks, 

which have been studied separately, retrieving an assessment of the relative significance of 

individual causes, contributing to the bridge collapse. BBN could be a good candidate for SHM 

purposes as it gives the opportunity to assess the health state of bridge components and the 

whole bridge at the same time, and to predict future health states [Rafiq et al., 2015]. 

 

 

3.2.3.1 BBN studies for bridges 

 

The use of the BBN methods in the SHM of railway bridge framework is limited. However, 

BBN-based methods can be a great candidate for the real time SHM, as they can provide an 

assessment of the bridge health state, every time when new evidence becomes available. The 

BBN method strongly depends on the definition of the CPTs, which can be defined using 

datasets and simulation model of the bridge under study, or relying on expert judgement, based 

on past observation, knowledge and experience. However, the expert opinion can be subjective. 

Furthermore, an extension of the BBN, called Dynamic Bayesian Network (DBN), may be 

used to analyse problems with time varying domains. Table 9 shows the main characteristic of 

the BBN-based discussed in this section, by highlighting the type of the bridge and the SHM 

method proposed by the authors, the definition of the CPTs that is one of the most critical issues 

of the BBNs and the type of data used as input of the BBN.  

 
Reference Type of bridge Proposed method Definition of CPTs Type of input data Results 

Rafiq et al., 2015 
50 Masonry arch 

bridge 

Condition 

modelling of the 

bridge based on 

BBN and DBN 

methods 

Expert judgment 

Bridge visual 

inspection results 

(SCMI) 

Condition of the 

bridge over time 

Attoh-Okine & 

Bowers, 2006 

Single span steel 

girder, reinforced 

concrete deck 

bridge 

Deterioration 

modelling of the 

bridge based on 

BBN 

Expert judgment Expert judgment 
Probability of the 

bridge health state 

Wang et al., 2012 Girder steel bridge 

Condition 

modelling of the 

bridge based on 

DBN 

Expert judgment 

Simulated 

observations of the 

bridge 

Condition of the 

bridge over time 



Zonta et al., 2007 
Precast reinforced 

concrete bridge 

Fault detection 

based on Bayesian 

method 

Total ignorance a 

priori 
Strain of the bridge 

Position of the 

failure has been 

identified 

Lebeau et al., 2010 
Prestressed 

concrete bridge 

Fault detection 

based on BBN 

Expert judgment 

and experimental 

results 

Historical database 

of visual inspection 

Probability of the 

bridge failure over 

time 

Table 6. BBN methods described in this section. 

 

[Rafiq et al., 2015] showed how a BBN method could be used as a condition-based 

deterioration modelling methodology for a bridge management system. The data used as the 

input to the BBN model were the inspection results, i.e. the Structures Condition Marking Index 

(SCMI) [Network Rail, 2004] score, obtained from the inspection of 50 masonry arch railway 

bridges. The distribution of the health state of the whole bridge was obtained using the BBN: 

the bridge condition depends on the condition of its major elements (deck and support 

condition), and the way the major elements depend on the health state of the minor elements 

reflects the relative importance of minor elements in defining the condition of a major element. 

Then, the deterioration profiles for the masonry arch group bridge were obtained, using DBN 

to account for the time dependent characteristics. The relationships between the variables in 

successive times were expressed through conditional probabilities for the temporal links (also 

known as transition probabilities) [Weber et al., 2003; Straub, 2009; Gu et al., 2010]. The 

transition probability between future SCMI intervals (good – SCMI > 80, fair – SCMI >45, 

poor – SCMI < 45) was quantified using a Markov chain. Furthermore, the transition interval 

was set to be equal to 6 years, as this was the frequency of visual inspections considered in this 

study. Although the results showed the deterioration of the bridge condition over a six year 

period, the assessment of current condition of the bridges was not performed, and moreover, 

the method was based on visual inspection reports, which can be subjective. Finally, 

environmental conditions and the monitoring of the structural behaviour of the bridge over time 

were not considered. [Attoh-Okine & Bowers, 2006] built a BBN using a Fault Tree (FT) for 

a railway bridge [LeBeau et al., 2010]. The deterioration of the bridge performance was 

influenced by the condition of the deck, superstructure and substructure, which in turn were 

influenced by the condition of the joints, the deck materials, the girders and the bearing, and 

the abutments, respectively, as shown in Fig. 4.  

 

 
Fig. 1. A BBN model of a railway bridge. 



The input data to the BBN, i.e. the probabilities of bridge minor elements being in one of its 

possible states, were obtained by interviewing seven bridge engineers and inspectors. The 

CPTs for the overall bridge deterioration process were described by using engineering 

judgment. The probability of the overall bridge condition and of the intermediate child nodes 

has been demonstrated to change significantly once a new condition of the parental nodes 

(minor elements) is assumed. It should be noted that the authors presented a qualitative case 

study in order to investigate the feasibility of SHM by using a BBN method, and consequently, 

the behaviour of the bridge was not simulated and considered in the analysis. [Wang et al., 

2012] proposed the DBN to predict the condition of bridge elements. The deterioration process 

of bridge elements was modelled using a discrete-time Markov process and, maintenance 

actions, environmental effects (i.e. traffic volumes and loads, temperature, humidity) and new 

evidence of the bridge behaviour were used as DBN input at each time step. The main girder 

of a steel railway bridge has been studied and the evolution of its condition over 100 years has 

been predicted. The CPTs were estimated using the expertise knowledge. Three different 

scenarios, over the next 100 years of the bridge life, have been compared: i) a perfect 

maintenance action has been simulated to be performed after 50 years of bridge life; ii) no 

maintenance and visual inspection actions have been carried out over the 100 years of the 

bridge life; iii) visual inspections have been carried out every 5 years in the first 20 years of 

the bridge life. The analysis results showed how the evolution of the bridge condition changes 

significantly, when new bridge condition information, i.e. the visual inspection records, 

became available. Despite the promising results of the method in predicting the health state of 

the bridge in the future, the monitoring of the structural behaviour of the bridge is not 

considered in the method. Therefore, the fault detection analysis cannot be carried out using 

the presented method. [Zonta et al., 2007] presented a condition monitoring strategy using a 

fault detection algorithm, based on Bayesian analysis, and applied it to a precast reinforced 

concrete bridge. The authors simulated an instrumented bridge, in which the sensors analysed 

both structural and environmental effects. The Bayesian updating was performed by the 

calculation of the probability of being in each studied scenario, once a new day measurement 

was available. A priori total ignorance was assumed by assuming equal probability for the 

healthy and faulty state of the bridge. On one hand, the results of the proposed method showed 

that the simulated fault position has been detected. On the other hand, the method was not able 

to identify the time occurrence of the simulated failure, and the environmental conditions and 

the magnitude of the failure were not considered in the analysis. The BBN has also been used 

to evaluate the impact of deterioration mechanism in a bridge element, as shown by [Lebeau et 

al., 2010], using a bridge load rating analysis, i.e. a measure of bridge live load capacity that 

permits safe utilization of the bridge. Using historical database and comparing the BBN results 

with 4 visual inspection reports, which have been carried out during 42 years of bridge life, the 

probability of failure of the inventory load rating test has been detected to increase with time 

and, thus, inspections and maintenance programs could have been adopted in a different way 

to minimize this increase. Finally, a diagnosis of the increasing in the probability of failure of 

the inventory load-rating test has been performed, and the prestressing steel area has been found 

to be the variable, which is mostly influenced by deterioration and corrosion mechanism. It is 

worth noting that the method did not focus on the monitoring of the health state of the bridge 

by analysing the structural behaviour of the bridge, but rather on the analysis of how different 



maintenance techniques influenced the health state of the bridge. However, the influences 

among different elements of the bridge were assessed, and consequently, this approach can be 

used in order to evaluate how the health state of different bridge elements can be influenced by 

the health state evolution of a degraded bridge element.  

 

 3.2.3.1 Discussion on BBN methods 

 

Generally, the BBN method describes the deterioration process of the bridge by considering 

the effects of each individual bridge element on the health state of the whole bridge. BBN can 

also address the problem of lack of considering uncertainties, which was present in the methods 

showed in the previous sections, by merging expert knowledge and bridge response data, and 

consequently the results of the BBN rely on the strength of the expert knowledge and the 

comprehensive information regarding the behaviour of the bridge. However, the structural 

behaviour of the bridge is usually not considered as the input to the presented BBN methods. 

Instead, visual inspection reports, SCMI scores and assumed health state of bridge components 

are used as evidence of the bridge behaviour. The prior probability distribution is one the major 

issues of the Bayesian theory. The usual practice is to use expert opinion regarding some 

reliability characteristics [Coolen, 1992; Coolen, 1996]; also, a meta-analysis can be used to 

quantify prior information in terms of distributions [Gelman et al., 1996], or a data-based prior 

distribution construction [Guikema, 2007]. Finally, if no useful prior information is available, 

a non-informative prior or its proper approximation, which expresses general information about 

quantities of interest, can be adopted [Berger et al., 2004]. The size of the CPT is another issue, 

as it can increase considerably with the number of parents, which can make the process of 

populating the CPTs intractable. This problem can be avoided using fewer states for each node 

and the divorcing node technique [Chen & Pollino, 2012]. 

Although the environmental effects have been considered in the case studies of the BBN 

method as an important factor that influences the health state of the bridge, further development 

of BBN methods for SHM are needed in order to respond to the SHM desiderata and to achieve 

an automatic fault detection and SHM methods, which responds to the scheme shown in Fig. 

1. 

 

4. A short-span steel railway bridge: a comparative study 

 

In this section, a short-span steel structure of a railway bridge (Fig. 5) is considered in order to 

describe and compare the different types of SHM approaches that have been reviewed in this 

paper. The aim of this section is to illustrate how the different condition monitoring and fault 

detection methods can be used during the life cycle of the bridge, in order to monitor the 

evolution of the health state of the bridge over time. A short-span steel bridge is selected due 

to the fact that short-span bridges are one of the most common structures for railway bridges, 

and their degradation mechanisms, such as corrosion and cracks, can develop rapidly, once 

they have been initiated [Chen et al., 1999; AISI, 2007; Psimoulis et al., 2013; Yan et al., 2015; 

Nour et al., 2016; Rocha et al., 2016]. Furthermore, it is worth mentioning that the behaviour 



of a short-span railway bridge is strongly influenced by the dynamic characteristics of the track 

and the dynamic properties of the train that is passing over the bridge [Rocha et al., 2012]. 

Therefore, the measurement of the bridge behaviour due to external disturbances, such as traffic 

or environmental effects, is a difficult task, as the noise can cover the vibration properties of 

the bridge. Hence, usually an adequate pre-processing of the measured behaviour of the bridge 

is required, in order to assess the health state of the bridge correctly. 

The SHM strategies, which have been presented and discussed in the previous sections, are 

hereafter analysed with respect of a health monitoring process of a short-span steel structure of 

a railway bridge. Advantages and disadvantages of each method are then discussed and 

compared.    

 

 
Fig. 5. Schematic of a steel railway bridge [Feng et al., 2015]. 

 

 

 Structural health monitoring of a short-span steel railway bridge strategy 

 

In Section 2, the desiderata of a SHM method are introduced by pointing out that a real-time 

monitoring strategy of the structure is needed, in order to identify early signs of failure and 

schedule the maintenance accordingly by reducing the whole life cycle cost of the bridge. A 

mathematical method, which monitors the health state of the bridge, should be able to 

automatically, remotely and rapidly assess the bridge health state, by distinguishing between 

actual changes to the bridge health state and those due to changes in environmental conditions. 

Furthermore, it is worth noting that the health state of a bridge is influenced by the health state 

of its elements, such as beams, deck slab, abutments, etc., and consequently the health state of 

each element of the bridge should be assessed simultaneously. Following these requirements, 

the SHM of a short-span steel railway structure can be performed as follows, by describing the 

application of each SHM strategy to a real railway short-span bridge in order to discuss the 

advantages and disadvantages of each SHM method:  

 

 FE model updating. [Feng et al., 2015], for example, proposed an updating strategy 

for a short-span steel railway bridge in the US. The bridge was monitored using a video-

camera in order to assess the displacement of the bridge under trainloads. The FE model 

was developed by following the design drawings of the bridge. The equivalent stiffness 

of the bridge was selected as the updating parameter, after that a sensitivity analysis 

was performed. The updating strategy of the FE model, which aimed to optimize an 



objective function based on the differences between simulated and measured dynamic 

displacement of the bridge, led to a model that was able to reach a good agreement with 

the actual displacements of the real bridge. 

 Advantages. An FE model can be applied even to a new bridge, where the 

measurements of the bridge behaviour are not yet available or are very limited. 

Indeed, the FE model can be developed during the design phase of the bridge in 

order to design and plan the construction of the bridge, in the optimal and safest 

way [Yan et al., 2015]. The FE model can simulate the behaviour of each 

element of the bridge, and therefore, the influence among different degrading 

elements of the bridge can be assessed. Furthermore, the FE model can also 

predict the future behaviour of the bridge, if it is coupled with a mathematical 

model that describes the evolution of the degradation of the bridge material over 

time, such as the growth of cracks [Corbetta et al., 2015; Attema et al., 2017] or 

the evolution of the corrosion [Kreislova et al., 2012; Polishchuk et al., 2015].  

 Disadvantages. Some aspects of the bridge behaviour are not known, and 

consequently, engineers need to address uncertainties by assuming values of 

some bridge parameters [Rocha et al., 2012]. The FE model updating is a very 

time-consuming process, therefore, a continuous SHM can be endangered by 

the adoption of an FE model for updating condition monitoring and fault 

detection strategy. The FE model updating has shown to allow only the 

detection of a failure in terms of existence and location. 

 Artificial Neural Networks. [Shu et al., 2013] studied a short-span railway bridge in 

Sweden by developing a BPNN in order to detect a set of simulated failures in different 

locations on the bridge, under different load and speed of the train. Displacements and 

acceleration of the bridge were analysed. Results showed that the BPPN, which was 

developed in order to detect the single failure scenarios, was not working properly with 

the multiple failure scenarios. Furthermore, the noise of the measurement and the 

location of the failure can lead to a reduction of the performance of the ANN. In a 

similar way, [Cremona et al., 2012] analysed a short-span railway bridge in France that 

was strengthened in order to reduce the risk of resonance of the bridge. The acceleration 

and the modal characteristics of bridge before, during and after the works were used as 

the training set of the ANN. Finally, when new unknown future measurements of the 

bridge behaviour were available, the ANN was able to identify the health state of the 

bridge correctly.  

 Advantages. The ANN is able to monitor the health state of the bridge by 

evaluating the measured bridge behaviour. It is possible to accurately assess and 

predict the health state of the bridge, if the model has been trained accurately 

with a vast and reliable database of bridge behaviours. Finally, it should be 

noted that ANN methods can be suitable for continuous and real-time 

monitoring of the bridge due to their ability to assess and predict the health state 

of the bridge when a new evidence of the bridge behaviour is available. 

 Disadvantages. The performance of ANN methods strongly depends on the 

quality of the data that are used during the training process. It is thus important 

to use a vast and reliable training set, where the behaviours of the bridge are 



considered under different environmental conditions, such as different air 

temperature, wind conditions, train velocity and load. The definition of the 

network structure, particularly, the choice of the number of hidden layer and 

hidden nodes, is selected usually by the means of a trial and error procedure. 

However, the structure of the network can be optimal only for that particular 

case study, and consequently the developed NN does not work well for other 

case studies. Finally, the influences among the health state of different elements 

of the bridge cannot be considered.  

 Unsupervised clustering techniques. [Cury et al., 2012] analysed a short-span steel 

railway bridge in France by developing and comparing two unsupervised clustering 

techniques. A database of bridge acceleration and modal properties (such as natural 

frequencies and mode shapes) before, during and after a strengthening process was 

available. Results showed that the method was able to classify new and unknown 

behaviour of the bridge by grouping unexpected behaviours of the bridge into a new 

cluster. 

 Advantages. The health state of the bridge is assessed by relying only on the 

statistical characteristics of the measured behaviour without developing an FE 

model or applying the ANN method. Hence, the unsupervised clustering 

methods are very attractive as a tool for real-time continuous monitoring of the 

railway bridge, as they can rapidly assess new and unknown behaviour of the 

bridge, by activating an alarm if an unexpected behaviour is pointed out. 

 Disadvantages. The judgement of an expert is needed, in order to evaluate the 

physical meaning of the clusters and to accurately assess the health state of the 

bridge. False alarms can be activated due to changes of the bridge behaviours 

that are caused by changes of environmental conditions. The future health state 

of the bridge and the influences among different degrading bridge elements 

cannot be assessed by these methods. 

 Bayesian Belief Network. [Wang et al., 2012] proposed a DBN to predict the condition 

of the elements on a span of a steel railway bridge in Australia. The CPTs were defined 

by relying on expert judgments. The proposed method aimed to predict the health state 

of the bridge elements by using environmental effects, degradation of bridge materials 

and maintenance strategies as inputs of the DBN. The method showed promising results 

in the prediction of the bridge health state in the future.  

 Advantages. BBN-based methods can assess the health state of the bridge under 

current and future environmental conditions, by developing a DBN. A BBN 

fault detection method can predict the health state of the bridge in the future, 

and assess how the failure of a bridge element influences the health state of 

other bridge elements, and consequently the health state of the whole bridge. 

 Disadvantages. The performance of a BBN strongly depends on the definition 

of the CPTs, which can be defined using a simulation model of the bridge under 

investigation, or relying on expert judgement. The size of the CPTs increases as 

the number of nodes in the BBN increases. The probabilities of the health states 

of the bridge elements can be modified only slightly when an unexpected 



behaviour of the bridge is measured, and consequently, the assessment of the 

failure existence, location and magnitude can be difficult.  

 

 Discussion on the comparative study  

 

In this section, a discussion of the presented methods on a short-span railway bridge is given 

by aiming to illustrate how the different SHM methods can be applied for monitoring the health 

state of the bridge.  

The FE model updating strategy, which can be applied at every stage of the life cycle of the 

bridge, showed the ability to modify the parameters of the FE model in order to predict the 

behaviour of the real bridge with good accuracy. Therefore, if the FE model is embedded in a 

framework where the degradation of the materials and the future environmental scenarios are 

modelled and predicted by using mathematical models, the FE model can predict the expected 

future behaviour of the bridge. However, the FE modelling and updating is time-consuming 

and can put at risk the achievement of a real-time condition monitoring method of the bridge. 

Machine learning methods, such as ANN, demonstrated good results in classifying and 

identifying the health state of the bridge. However, a vast database of bridge behaviour under 

different environmental condition is requested in order to train the ANN in the optimal way. 

Moreover, usually the ANN structure is optimized by a trial and error procedure, which results 

in the best structure for a particular training set. On one hand, the ANN can identify the health 

state of the bridge effectively, by identifying possible failure and its location, but, on the other 

hand, the influence of the health state between different bridge elements cannot be evaluated. 

Unsupervised clustering methods have shown the ability to identify changes on the bridge 

behaviour correctly and rapidly. Indeed, unknown and unexpected behaviours of the bridge 

have been grouped into new clusters that point out the differences between the new behaviour 

of the bridge and the behaviours that have been previously observed. However, the new clusters 

are required to be analysed by an expert in order to assess the health state of the bridge. 

Furthermore, only the first three levels of the fault detection process are met by the 

unsupervised methods, i.e. it is not possible to predict and assess the future health state of the 

bridge by adopting these methods. Finally, a BBN approach demonstrated that the future 

condition of the bridge under different environmental conditions can be assessed. However, 

the performance of the BBN method strongly depends on the definition of the CPTs and the 

fault detection process can be threatened by the complexity of the BBN structure.  

Overall, it is worth highlighting, that on one hand non-model-based methods can experience 

difficulties on the assessment of the health state of a short-span railway bridge, whose response 

is strongly influenced by external disturbances. On the other hand, model-based methods can 

simulate and predict the behaviour of the bridge, however, the interaction between the bridge 

structure, the track and the train can be difficult to model accurately. Therefore, a 

comprehensive method that is able to answer all four requirements of the fault detection 

process, i.e. which is able to detect and diagnose failure of the bridge and to assess its future 

health state, is not yet available. However, all the presented methods provide good results in 

their area of competence, e.g. the FE model is suitable for simulating the behaviour of the 

bridge, ANN methods - in predicting or classifying the health state of the bridge, unsupervised 



clustering methods - in grouping the behaviour of the bridge by analysing the statistical 

properties of the measured data, and the BBN - to assess the influence among different 

degrading elements of the bridge and in predicting the future health state of the bridge. 

Furthermore, the non-model-based methods improve their performance by providing good and 

reliable results when a large database of recorded bridge behaviours is available. Therefore, an 

SHM approach that could combine the advantages of the proposed methods can lead to a 

comprehensive, continuous, fast and reliable condition monitoring and fault detection process 

of railways bridges.  

 

5. Future challenges  

 

Currently, vibration-based methods are the most commonly developed SHM methods in 

literature, due to the fact that modal parameters are usually easily interpreted by an analyst 

[Carden et al., 2004]. The fundamental idea for vibration-based damage identification is that 

the damage-induced changes in the physical properties (mass, damping, and stiffness) will 

cause detectable changes in modal properties (natural frequencies, modal damping, and mode 

shapes). Therefore, it is intuitive that damage can be identified by analysing the changes in 

vibration features of the structure [Fan et al., 2011]. However, a comprehensive method, which 

is able to correctly identify failures in different type of bridge structures, has not yet been 

proposed, and modal parameters have been demonstrated to be sensitive to high magnitude 

failure scenario, and the nature of the failure cannot be usually assessed [Brownjohn et al., 

2011; Webb et al., 2015]. For these reasons, the future challenges for an SHM method can be 

described as follows: 

 Innovative condition monitoring and fault detection methods should be developed 

with the aim of reducing the whole life cost of bridges, by overcoming the limitations 

and weaknesses of the traditional bridge health assessment methods. In this way, a more 

accurate assessment of the health state and, therefore, better maintenance planning and 

asset management, can be obtained [Alves et al., 2015]. These innovative methods 

should be able to not only detect and diagnose faults automatically, but also to assess 

the residual useful life of the bridge, which would be an important output used by bridge 

managers, with the aim of achieving a minimal life-cycle cost of the asset by 

determining the type and schedule of the optimal maintenance actions to be performed 

on each bridge element [Fernando et al., 2013]. For example, an increasing interest by 

the research community is towards the use of hybrid and ensemble methods in order to 

develop new and accurate comprehensive SHM method: 

 A hybrid method aims to assess the health state of the system merging different 

types of information or data, which can come from multiple sources (for 

example, data from both railway and train) and of different types (for example, 

maintenance records and measurements of the track quality) [Galar et al., 2013].  

 An ensemble method aims to overcome errors of a single SHM method, which 

is usually optimized for specified operational conditions (e.g. a non-model-

based method cannot guarantee good performance for new and previously 

unknown operational conditions which have been not included in the database 



used to train the method), assessing the system health state through a 

combination of the evaluations of the individual SHM models. Thus, analysing 

the pros and cons of the model-based and non-model-based methods, an 

exhaustive ensemble SHM method, which can be able to overcome the errors 

of the singular method, can be developed [Zio, 2012].  

It is worth recalling the desirable characteristics of the SHM method that have been 

presented in section 2: quick in detecting and diagnosing faults, able to distinguish 

between different failures, robust to measurement noise and data uncertainties and, 

finally, able to decide, given current process conditions, whether the process is 

functioning normally or abnormally, and if it is abnormal, whether the cause is a known 

or an unknown malfunction [Venkatasubramanian et al., 2003; Zio, 2012]. These 

desirable characteristics help to assess the fault existence, location and severity, and to 

determine the system residual useful life, which means that by adopting the SHM 

method the fault analysis evaluation can performed at all four levels [Wang et al., 2009].  

 Integration of optimal continuous monitoring system. The success of an SHM method 

in satisfying all the above mentioned desiderata concepts strongly depends on the 

integration of intelligent and optimal measurement system, which provides the best 

quality of the measured structural response data [Ntotsios et al., 2009; Vardanega et al., 

2016]. Indeed, in order to support the decision-making process in a reliable way a 

reduction of all types of system uncertainties is also needed [Catbas et al., 2008; Lebeau 

et al., 2010]. A continuous SHM is one of the most desiderata aspect of SHM due to the 

continuous deterioration of the bridge and its components. Indeed, the deterioration 

process is continuously caused by aging of the bridge, traffic load, and environmental 

effect [Wellalage et al., 2015]. Furthermore, a complex system such a bridge can be 

efficiently and reliably monitored by adopting hybrid and integrated sensor system, 

consisting of GPS receivers, accelerometers, strain gauges and weather stations. The 

information of different type of sensors can then be merged to increase the accuracy of 

the SHM assessment through a data fusion method, as successfully demonstrated for 

mechanical systems [Jardine et al., 2006]. 

 Remote monitoring. The measuring system should provide remote condition 

monitoring by transmitting data to data analysis centres. The transmission using 

networking technologies, such as wireless sensor network (WSN), which have been 

thoroughly developed in recent years, seems to give the opportunity to develop a 

cheaper continuous and autonomous measurement system for bridge SHM than a cable-

based measurement system [Akyidiz et al., 2002]. Indeed, even if a cable-based system 

can transmit large amounts of data in a more reliable way than a WSN due to the fact 

that data transmission with WSN suffers of several limitations, such as short distance 

and limited-bandwidth transmission [Hu et al., 2013], time consuming and costly 

installation are required by this sensor strategy [Stajano et al., 2010]. WSN, which can 

be quickly installed, is able to perform independent activities, such as preliminary data 

processing of the acquired data, self-monitoring of supply energy and communication 

link, scheduling of the measurements, etc. [Flouri et al., 2012]. However, the WSN 

nodes are battery powered, and thus the power management is vital to maximize their 

durability.  



 Embedding future environmental conditions on SHM. Bridges are critical 

transportation infrastructures that are designed to safely operate for long periods of 

time. It is thus important to assess and predict how changes of the environmental 

conditions (such as climate, traffic load and degradation mechanisms) influence the 

safety of the bridge [He et al., 2008; Xie et al., 2011]. For example, the future traffic 

load depends on the demand of passengers and goods which is expected to increase in 

the future due to the growth in technology and economy [Zio, 2016]. Climate change 

is a severe issue, as it has been demonstrated that changes of air temperature and 

humidity lead to bridge responses that can be confused with a failure [Xia et al., 2006]. 

Consequently, as the Arctic Climate Impact Assessment and the Intergovernmental 

Panel on Climate Change claim that the actual global climate change is expected to 

continue and grow in the future, the capability of critical infrastructure, such as 

transportation network, to withstand the changes in climate in the forthcoming years is 

of a major concern [Khelifa et al., 2013; Ikpong et al., 2015; Sahlin et al., 2015]. It is 

thus therefore desirable to analyse how climate change can be taken into account by 

SHM of bridges. In order to understand the importance of climate, it is worth noting 

that, more than 3,000 hours of delays have been experienced during two particularly 

hot summers in 2003 and 2004 in the UK railway network [Hooper et al., 2012; 

Santillán et al., 2015].  

For these reasons, in order to improve the management of the bridge, by using a condition-

based maintenance strategy (which allows to promptly carry out required maintenance works 

on the transportation network based on the condition of the bridge, in order to keep the bridge 

in safe and good condition), and to improve the reliability of the whole railway network, the 

continuous monitoring of the health state of the bridge by considering the bridge as a whole 

system (i.e. analysing the influence among the degradation mechanism of different bridge 

element), and the prediction of future health state of the bridge and its components under future 

unknown environmental conditions, is of great importance.  

 

6. Conclusion  

 

The continuous growth of demand on railway networks instigates an efficient asset 

management strategy. Indeed, in order to improve safety and availability of the railway network 

and to achieve an optimal management of the budget, innovative SHM methods that are able 

to continuously monitor the railway network are required. Particularly, it has been 

demonstrated in literature that bridges are a vital element of the railway infrastructure and, 

thus, their SHM is a key challenge in providing rapid and reliable information to the railway 

administrators, in order to schedule current and future maintenance plans by adopting a 

condition-based maintenance strategy. With this aim, desiderata concepts for the development 

of an optimal SHM method have been proposed in this paper, by highlighting the need of a 

rapid, robust and automatic detection of faults of the bridge elements, where the behaviour of 

the bridge should be monitored efficiently in real-time by a measurement system that is 

optimized in terms of sensor type, location and cost. It is worth noting that an intelligent and 



optimal measurement system, that allows remote condition monitoring of the bridge, is a 

milestone in the development of an efficient SHM strategy of the asset.  

A review of the most commonly adopted SHM methods has been discussed by underling the 

pros and cons of model-based and non-model-based for SHM: the model-based FE model 

updating strategies can simulate the behaviour of the bridge by considering different expected 

degradation mechanisms, however, a time-consuming process is required to develop the FE 

model accurately. Consequently, such methods are not suitable for continuous SHM. On the 

other hand, non-model-based methods have shown good results in some case studies, but their 

accuracy has been proven to rely on the data used in the training process of the method. Finally, 

although the potential of the BBN methods for real-time SHM has been highlighted, in 

literature these methods have been mainly developed for reliability analysis rather than fault 

detection process.  

A comparative study on a short-span steel structure of a railway bridge has been presented by 

illustrating the advantages and the limitations of the main groups of the SHM methods. It has 

been discussed that these methods have clear advantages in certain steps of the fault detection 

process, but an SHM method that is able to satisfy all the four requirements of the process is 

still needed. Hence, in order to reduce the whole life cost of bridges by overcoming the 

limitations and weaknesses of the traditional bridge health assessment methods, future 

challenges lie in proposing comprehensive SHM methods that are able to monitor the bridge 

behaviour continuously, to detect and diagnose faults of its elements and predict its future 

health state. For example, hybrid and ensemble SHM methods, which are also able to use data 

from different sources, can be developed in order to improve the performance of each method 

by overcoming the limitation of each single method. Finally, the changes of the environmental 

condition, such as traffic load and climate change scenarios, have to be incorporated into the 

SHM analysis, with the aim to predict the health state of the railway bridge under unknown 

future environmental conditions.  
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