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Linking data science to lean production: a model to support lean practices 

Abstract. The literature discusses data science (DS) as a very promising set of 

techniques and tools to support lean production (LP) practices. DS could aid 

manufacturing companies in transforming massive real-time data into meaningful 

knowledge, increasing process transparency and product quality information and 

supporting improvement activities through data-driven decision-making. However, no 

attempt has been made in the literature to formalise the links between DS and LP 

practices. Thus, this study aims to overcome this gap by clarifying the DS techniques 

and tools that can support LP practices and how to apply them. This study employs a 

quantitative bibliometric method—specifically, a keyword co-occurrence network 

analysis—on a set of papers extracted from Scopus. The results obtained allowed the 

researchers to identify a set of DS techniques and tools that can support LP practices 

and to develop a model to guide their implementation based on the typical 

improvement implementation stages of the plan-do-check-act cycle. The model shows 

how to use DS techniques and tools in LP for: identifying areas for improvement and 

subsequent implementation (plan); enabling a better knowledge and process 

management (do); identifying/predicting potential problems and employing statistical 

process control (check); providing remedial actions and effectively applying process 

improvement (act). 

Keywords: data science, lean production, big data analytics, keyword co-occurrence 

network, plan-do-check-act  

1. Introduction 

Lean production (LP) is as a pivotal strategy to enhance competitiveness (Bai et al. 2019; 

Belekoukias, Garza-Reyes and Kumar 2014; Bhamu and Sangwan 2014). It aims to reduce 

waste, improve efficiency (i.e. reduction in cost and lead time) and increase effectiveness (i.e. 



quality enhancement of the manufacturing processes) (Womack, Jones, and Roos 1990; Jasti 

and Kodali 2015).  

The literature demonstrated that the recent development of technologies and 

techniques for understanding phenomena via data analysis involved in data science (DS) can 

boost the outcome of traditional LP; also, DS outcomes can be empowered by LP practices, 

leading to better results than the ones that can be obtained from a purely technological 

adoption (Tortorella, Giglio, and Van Dun 2019). Thus, while implementing LP practices, 

companies can increase their outcomes by introducing new technologies, including DS 

techniques and tools. DS can improve LP practices potential (Rosin et al. 2020) by helping 

companies in achieving excellence through data-driven decision-making (Provost and 

Fawcett 2013; Wamba et al. 2015; Akter et al. 2016; Rejikumar et al. 2020). For example, 

real-time data acquisition and data analytics are very useful in dynamic value stream mapping 

(Wang et al. 2016; Meudt et al. 2017; Deuse et al. 2018; Phuong and Guidat 2018; Lugert, 

Batz and Winkler 2018). They improve employee commitment (Ciano et al. 2020) and 

process transparency, and support improvement (i.e. kaizen activities) through data-driven 

decision-making (Mayr et al. 2018). 

However, even if DS potentially supports LP practices (Buer, Strandhagen, and Chan 

2018; Rosin et al. 2020), only a few studies directly investigate this possibility (Antony, 

Gupta and Gijo 2018). Limitations in research emerge from the analysis of the articles 

addressing the study of the DS techniques and tools to support LP practices. The adoption of 

such techniques and tools has been investigated considering very few LP practices with 

respect to the entire set of practices studied by the literature and the implementation of DS 

techniques and tools in LP is still under-investigated. Narrow range of studies proposed or 

presented practical applications, and details on DS techniques and tools are lacking in most of 

the reported contributions, preventing further investigations.  



Thus, the development of frameworks from the integration of technologies with LP is 

pointed as a valuable research direction (Kipper et al. 2020). Therefore, this paper aims to fill 

this gap by answering two research questions (RQs): 

RQ1. What DS techniques and tools can support LP practices?  

RQ2. How should DS techniques and tools be applied to support LP practices? 

This first RQ objective is to define a set of DS techniques and tools that can support 

LP practices, by facilitating their implementation and boosting their results. Whereas the 

second RQ purpose is to define a model to guide the application of the DS techniques and 

tools that support LP practices. For achieving these goals, this study adopts a quantitative 

bibliometric method, specifically, a keyword co-occurrence network (Waltman, van Eck, and 

Noyons 2010), which it applies to the implementation of DS techniques and tools relevant to 

the key tenets of LP (i.e. production, process, inventory, workforce, supplier and customer). 

The results obtained allowed the researchers to identify a set of DS techniques and tools that 

can support LP practices, classified into a set of sequential activities to make DS applications 

successful. Second, the findings support the study in developing a conceptual model, 

grounded on the existing literature contributions, to guide the use of DS techniques and tools 

to support LP practices based on the typical lean implementation stages of the plan-do-check-

act (PDCA) cycle. 

The paper is organised as follows. Section 2 presents an overview of the background 

of this study. Section 3 includes a detailed explanation of the materials and the research 

method employed. Section 4 reports the results of the adopted bibliometric method. Section 5 

presents the findings of this study and answers the two RQs, defining the links between DS 

techniques and tools and LP practices and providing an implementation model that 

encompasses and organises them. Contributions, limitations and directions for future studies 

are summarised in Section 6. 



2. Background 

2.1 Lean production practices 

LP practices help companies to achieve higher efficiency and effectiveness and to strive 

towards operational excellence (Krafcik 1988; Womack, Jones, and Roos 1990; Belekoukias, 

Garza-Reyes and Kumar 2014; Bhamu and Sangwan 2014; Buer, Strandhagen, and Chan 

2018; Tortorella and Fettermann 2018; Buer et al. 2020; Möldner et al. 2020). Their 

popularity has rapidly increased, moving from the restricted application in the automotive 

industry, where LP practices were first developed, to broader industries including 

transportation, process industries, and service sectors (Bhamu and Sangwan 2014; Jasti and 

Kodali 2015). 

In the literature, LP practices have been often associated to LP ‘bundles’ (Shah and 

Ward 2003; Bevilacqua, Ciarapica, and De Sanctis 2017; Sancha et al. 2020). The bundles 

are ‘made up of interrelated, internally consistent and even overlapping practices categories’ 

(MacDuffie 1995, 6). The notion of bundles was introduced by Osterman (1994) and 

MacDuffie (1995) for human resource practices and then extended to LP practices by many 

scholars.  

From the idea of the “lean enterprise”, in which the company selects the best LP 

practices for functional areas and for external relations management (Karlsson and Åhlström 

1996), Panizzolo (1998) developed a famous and recognised classification of LP practices 

into internal and external bundles that he called ‘areas of intervention’. The recent paper by 

Bai et al. (2019) derives Panizzolo's framework and updates it by integrating and aggregating 

the results of subsequent papers that have dealt with classification, thus resulting in the 

classification of LP practices into 5 bundles: three bundles of internal LP practices (i.e. 

production planning and control, process technology and workforce) and two bundles of 



external LP practices (i.e. supplier and customer). Bai et al. (2019) considered all the 

previous literature on LP practices and represents the most recent and complete classification 

of LP practices in the literature. For these reasons, the classification of LP practices 

employed in this research is based on Bai et al. (2019) classification. Table 1 shows the 

classification and provides detailed description of each LP practice supported by literature. 

Please insert here Table 1 

Regarding the implementation of LP practices, no standard framework has been 

defined in literature (Bhamu and Sangwan 2014). About this topic, Marodin and Saurin 

(2013) report Value Stream Mapping, i.e., selecting a product family, mapping the current 

state, designing a future state and devising the implementation plan, as a common element 

among several studies on LP implementation and the use of the PDCA cycle for solving 

identified problems or addressing improvement opportunities in real cases. Accordingly, 

Watson and DeYong (2010) define PDCA as ‘the Japanese standard model for improvement 

and problem solving’, while Jones, Parast and Adams (2010) describe PDCA as ‘a well-

established framework for process improvement’ and Linderman et al. (2003) suggested that 

‘in case of process improvement the method is patterned after the plan, do, check, act 

(PDCA) cycle’. In the PDCA cycle, the ‘Plan’ stage considers the modelling and the 

objectives of the process. The ‘Do’ stage regards the management of the process. In the 

‘Check’ stage, the organisation monitors and evaluates the process compliance with the Plan 

stage. Last, the ‘Act’ stage bases the related activities on the results of the check stage, 

improving the process (Dennis and Shook 2007; Liker and Morgan 2011; Marodin and 

Saurin 2013; Chiarini 2011).  



2.2 Data science techniques and tools 

In the recent years, the concept of ‘Data Science’ has represented an emerging trend in the 

field of business and industry. DS is defined as an interdisciplinary science that uses a mix of 

competences related to statistics, computer science, mathematics, data analytics, business and 

management, to quickly and effectively extract information and transform it into knowledge, 

by processing and interpreting massive volumes of data, and make better and more informed 

decisions (Vicario and Coleman 2020; Kamble and Gunasekaran 2020; Cao 2017; Provost 

and Fawcett 2013). 

Nowadays, in industrial production, data-driven decision-making represents a key 

process to face the global competition and enhance productivity and profitability (Waller and 

Fawcett 2013; Hahn 2020; Raman et al. 2018), especially due to the emerging industry 4.0 

technologies, which provide new ways to collect, store and analyse data (Kumar et al. 2018). 

These technologies are used not only in the isolated plants but also to share data in the supply 

chains (Hazen et al. 2014; Tan et al. 2015; Hazen et al. 2018). The rapidly increasing data are 

generated and shared continuously within and among companies (Agarwal and Dhar 2014; 

Sivarajah et al. 2017; Zhong et al. 2017).  

Industrial big data are collected within the industry and are characterised by the ‘5V’ 

factors, ‘Volume’, ‘Variety’, ‘Velocity’, ‘Value’ and ‘Veracity’ (Addo-Tenkorang and Helo 

2016; Baryannis et al. 2019). They are more available and easier to access and store than in 

the past (Waller and Fawcett 2013). To make the decision-making more meaningful, 

manufacturing companies should effectively analyse this massive amount of data. Hence, the 

role of DS becomes simultaneously fundamental and challenging (Xu, Xu, and Li 2018). 

DS works down from the use of big data to describe, explain and predict phenomena 

(Jagadish 2015), and the data scientist is considered ‘a high-ranking professional with the 

training and curiosity to make discoveries in the world of big data’ (Davenport and Patil 



2012). Hence, in manufacturing, DS is considered essential to better understand, manage and 

extract the hidden knowledge from big data, that is to perform big data analytics (Gupta, 

Modgil, and Gunasekaran 2020; Concolato and Chen 2017; Baesens 2014).  

In the manufacturing literature, ‘Data Science’ and ‘Big Data’ are considered 

interchangeable terms (Jagadish 2015). However, DS is not limited to big data; it can be also 

applied to small data sets that contain valuable information (Van der Aalst and Damiani 

2015). Additionally, according to the literature, DS requires companies to employ a 

structured procedure of implementation to extract valuable information from raw data. This 

procedure is characterised by a set of sequential activities required to implement DS 

successfully. Data analytics, or big data analytics, if applied to big data, is only one activity 

in this procedure.  

Given the strong intertwining of DS with important concepts such as big data 

analytics, confusion exists in the literature about what exactly DS is and its role in serving 

business effectively (Provost and Fawcett 2013). Therefore, building on the previous 

literature contributions in this field (Donoho 2017; Vicario and Coleman 2020; Farooqui et 

al. 2020; Vitari and Raguseo 2019; Raman et al. 2018; Van der Aalst and Damiani 2015; 

Davenport and Patil 2012; Concolato and Chen 2017; Bailer and Fisher 2020; Talia, Trunfio, 

and Marozzo 2015), we present in Table 2 examples of DS tools and techniques, which have 

been classified based on the activities that characterise DS implementation, in order to help 

the reader understanding of such a new and complex topic and to clarify the meaning that the 

present work gives to the DS activities, tools and techniques. This set of activities, tools, and 

techniques, built upon literature contribution, serves as a base for the following steps of the 

study. 

Please insert here Table 2 



2.3 Linking data science and lean production 

Literature provides empirical evidence on the positive effects that the interaction of 

technology adoption, including DS techniques and tools, and LP practices can provide to 

companies, if it is used to create value for people and processes (Tortorella, Giglio, and Van 

Dun 2019). In fact, on the one hand, the adoption of lean methods and the application of a 

lean thinking is demonstrated to pave the way to the introduction of new technologies; on the 

other hand, new technologies can support LP practices and boost their outcomes (Agostini 

and Filippini 2019; Bittencourt, Alves, and Leão 2021). For this reason, this study is 

interested in understanding the link between DS and LP practices, especially analysing the 

role of DS in supporting LP.  

The predominant category that specifically analyses the link between DS and lean is 

the one related to lean Six Sigma (LSS) (e.g. Bazrkar and Iranzadeh 2017; Antony, Gupta 

and Gijo 2018; Dogan and Gurcan 2018; Noori and Latifi 2018; Antony and Sony 2019; 

Belhadi et al. 2020; Park et al. 2020; Gupta, Modgil, and Gunasekaran 2020). However, LSS 

is not listed within the bundles of LP practices. It is a separate category that links LP and Six 

Sigma. The two strategies share the goal of achieving quality by reducing variation, coupled 

with a continuous improvement approach, and this often results in them being associated and 

applied as a unified strategy under the name "lean Six Sigma" (Gamal Aboelmaged 2010; 

Ciano et al. 2019). Nevertheless, Six Sigma differs from LP: in fact, it tackles undesired 

variations based on an own structured problem-solving method known as ‘define measure 

analyse improve control’ (DMAIC) and addresses quality management through advanced 

statistical methods (Shah, Chandrasekaran, and Linderman 2008; Tjahjono et al. 2010; 

Watson and DeYong 2010).  

A narrow range of studies proposed or presented practical applications of DS to 

specific LP practices. Ito et al. (2020) adopt simulation as a data analytics tool applied to 



field data in a real-time Andon system, supporting ‘visual management of production 

control’. Abd Rahman et al. (2020) apply simulation as a data analytics tool to generate 

overall equipment effectiveness (OEE) values as the ‘feedback on performance metrics 

practice’ of a production line. Shahin et al. (2020) propose a cloud Kanban system, 

supporting ‘pull production’. The cloud computing combines production data gathered from 

the field and results from an ant colony-based simulation serving as data generator, based on 

process rules and displays jobs and activity progresses. ‘Pull production’ is also addressed by 

Deuse et al. (2018), who propose the improvement of traditional Kanban using machine 

learning methods. Clustering is used in the identification of product families with similar 

routing and work content to deal with value adding variables, discovering multivariate 

connections and patterns in manufacturing data. Stojanovic and Milenovic (2018) present an 

approach that exploits process mining, namely deriving a process model from process data, 

and analytics tools to check variations from the obtained model and real time data and apply 

machine learning techniques to allow ‘root cause analysis for problem solving’. 

Kutschenreiter-Praszkiewicz (2018) propose using the machine learning techniques of neural 

networks and decision trees for connecting elementary motions into activities and setting 

manual task time standard to support the streamlining step of the ‘setup time reduction’. 

Sarkar et al. (2020) propose the use of machine learning algorithms, namely random forest, 

and support vector machine to extract the root causes from a large accident database in a steel 

plant, to support ‘root causes analysis for problem solving’. Mayr et al. (2018) and Valamede 

and Akkari (2020) propose the adoption of data analytics for the 4.0 version of Value Stream 

Map (VSM), Total Productive Maintenance (TPM), Just-In-Time (JIT), Kanban and poka-

yoke. They propose the use of machine learning techniques for (i) VSM 4.0 for automatically 

generating and validating target states, supporting ‘value identification’; (ii) TPM 4.0 to 

understand the correlation between condition parameters and probability of defaults and ‘total 



productive maintenance’; and (iii) poka-yoke 4.0 for the automatic adjustment of machines to 

irregularities, supporting ‘total quality management’. 

In conclusion, the reviewed literature shows scholarly interest in adopting DS 

techniques and tools in LP practices. However, the implementation of DS techniques and 

tools in LP is still under-investigated, limited to a narrow set of DS techniques and tools and 

to the ‘production planning and control’ LP bundle. 

3. Methodology  

This paper tackles the RQs on the implementation of DS techniques and tools in the PDCA 

cycle stages related to production, process, inventory, workforce, supplier and customer. The 

analysis is conducted using the keyword co-occurrence network, a bibliometric analysis tool 

developed by Waltman, van Eck, and Noyons (2010) and recently applied by different studies 

(e.g. Strozzi et al. 2017; Cancino et al. 2017; Merigò et al. 2018; Ciano et al. 2019; Xu et al. 

2020). This method is based on an approach that combines clusterisation and mapping of 

bibliometric networks. The modularity-based clustering of VOSViewer is a weighted and 

parameterised variant of the clustering algorithm developed by Newman and Girvan (2004) to 

detect communities (clusters) in a network that also considers modularity, a measure of the 

quality of the clusters structures (Waltman, van Eck, and Noyons 2010). Such analyses are 

performed by the VoSviewer software (http://www.vosviewer.com/), which gives the keyword 

co-occurrence network map and the list of the keyword clusters items as results. In the keyword 

co-occurrence network map, the nodes represent the keywords and the links between nodes 

represent the occurrence of the two connected keywords in more than a defined amount of 

papers among the considered ones. The clusters contain keywords that are used more often 

together, and hence, they refer to the same specific research area. Therefore, the analysis of the 

obtained clusters can show if the literature has some defined combinations of activities, 

http://www.vosviewer.com/


techniques, and tools of DS in the modelling, management, monitoring, and improvement of 

production, process, inventory, workforce, supplier, and customer. 

The advantage of using this type of literature review is that the literature can be analysed on 

the basis of a classification and representation of the topics as a result of the quantitative tools 

implemented by the software, and thus more objective than traditional content-based literature 

reviews (Strozzi et al. 2017; Kim, Colicchia, and Menachof 2016; Kajikawa et al. 2007). 

This method is applied to a data set consisting of the properties and keywords of 

papers identified through a search in SCOPUS, the largest citation and abstract database of 

peer-reviewed scientific literature1 to date (Meester, Steiginga, and Ross 2017; Montoya et al. 

2018; Dan et al. 2020; Ribeiro, Fernandes, and Lopes 2020). The search was performed using 

the TITLE-ABS-KEY field, where ABS is a contraction for abstract, and the KEY field 

includes AUTHKEY (author keywords) and different kinds of indexed keywords. Author 

keywords are keywords chosen by the authors themselves to describe the specific content of 

their work. Indexed keywords are vocabulary and thesaurus terms supplied by a publication 

to embrace all the content characteristics more broadly and comprehensively (Scopus: Access 

and use Support Center n.d.). In addition to searching the words in the title, the use of the 

ABS field can include papers not only exclusively devoted to the topics, but also whose 

abstract contains a reference to them. Therefore, using all these fields encompasses a relevant 

number of works.  

Regarding DS, the search is completed with the terms ‘big data’, ‘data anal*’ (with 

the possible ends in -ysis or -ytics) and ‘data’ combined with all the activities of DS 

identified in Section 2.2. Regarding the fields of implementation, the search involves the 

 
1 https://www.elsevier.com/__data/assets/pdf_file/0003/966117/Power-of-Scopus_Inforg_Scopus-

powers-RI.pdf 



PDCA stages combined with the concepts of production, process, inventory, workforce, 

supplier, and customer related to LP (Shah and Ward 2007; Bai et al. 2019). In May 2020, 

this search yielded 1157 papers.  

The review of the extracted papers helps to understand the subjects identified by the 

clusters. The clusters are all named by their content to ease their reading and comprehension.  

As the use of DS techniques and tools in LP practices is meant to improvement, due to its 

recognized role (Linderman et al. 2003; Jones, Parast and Adams 2010; Watson and DeYong 

2010; Dennis and Shook 2007; Liker and Morgan 2011; Marodin and Saurin 2013), and as 

already done by previous literature reviews (e.g. Chiarini 2011), the subjects are classified 

considering the PDCA cycle as a framework, and linked to the DS activities identified in 

Section 2.2.  

The main steps of the methodology and the search string explained above are summarised in 

Figure 1. 

Please insert here Figure 1 

Once the clusters are analysed, this study searches for the links of the results, obtained 

by looking at general LP tenets (production, process, inventory, workforce, supplier and 

customer), to the specific LP practices identified in Section 2.1, identifying the DS 

techniques and tools that support LP practices and conceptualising a model for their 

applications following the PDCA cycle. 

4. Results 

The obtained author keyword co-occurrence network comprises 127 keywords, divided in 15 

clusters and ordered by descending number of keywords, as depicted by Figure 2. 

Please insert here Figure 2 



The clusters are analysed and classified according to PDCA cycle stages, and their content is 

analysed and linked to the DS activities. The results obtained are summarised in Table 3 and 

presented in detail in the following subsections. 

Please insert here Table 3 

4.1 Plan 

According to Edwards Deming, ‘[i]f you cannot describe what you are doing as a process, 

you do not know what you are doing’. The modelling of business processes, that is the 

complete description of behavioural aspects of a system to define formal requirements or 

early design level (Petrasch and Hentschkle 2016), represents the initial stage of any 

implementation activity. The DS activities from ‘data gathering’ to ‘data modelling and 

analytics’ involve specific techniques and tools. They are exploited with different aims, from 

the general modelling of business processes to the modelling of business process automation 

and the development of process models for analytics and process mining. 

To gather the data needed to model a process, event logs and Open Platform 

Communications Unified Architecture (OPC/UA) communication protocol are used (Conforti 

et al. 2017; Cavalieri, Salafia, and Scroppo 2019; van der Aalst 2018). Log automaton, Petri 

nets and data flow matrix-based approaches deal with detection of data anomalies, while 

statistical analysis aims to reduce data dimensionality and perform ‘data preparation’ 

activities (Guzikowski et al. 2010; Conforti et al. 2017; Chadli et al. 2018). Ontology, 

NoSQL databases and relational data modelling support ‘data representation’, while 

Extensible Stylesheet Language Transformations enables ‘data transformation’ (Gruber 2009; 

Meyer et al. 2013; Krenczyk and Jagodzinski 2015; Meyer et al. 2015; Hassani and 

Ghannouchi 2017). Feature extraction, clustering, decision trees, association rules, and 

regression functions are applied to explore data regarding the model to improve its 



description, its cases, and relations (Kluza et al. 2013; Van der Aalst 2011). MapReduce, 

supported by Hadoop, is adopted to scale the ‘data computing’ over the cloud and enable 

process mining (Sturm, Fichtner, and Schönig 2019). Last, Business Process Model and 

Notation (BPMN) and text mining contribute to ‘data modelling and analytics’ adding a 

process perspective to data and inferring relationships among them (Ligęza 2011; Revina 

2019). No specific tool or technique performs ‘data visualization and presentation’; however, 

BPMN is known as a visual tool for business process modelling (Ligęza 2011). 

4.2 Do 

Reviewed works on DS in the management of production, process, inventory, workforce, 

supplier and customer involve several DS activities and mainly deal with four topics: 

knowledge management, smart manufacturing, event-driven process management and data-

driven supply chain management.  

The management activities are supported by tools to perform ‘data gathering’, such as 

the internet of things (IoT), Global Positioning System (GPS), Radio Frequency 

Identification (RFId) chips, social media, weekly Google index and minutes per viewer of 

YouTube videos (Fang, Yang and Zong 2018; Gaikwad et al. 2020; He et al. 2017; Heath et 

al. 2015; Papanagnou and Matthews-Amune 2018; Souza 2014). The text mining algorithms 

support transformation of the textual data gathered into categories (Walha, Ghozzi and 

Gargouri 2019). To understand and predict the condition of a system, several techniques and 

tools perform ‘data modelling and analytics’, such as simulation, machine learning and deep 

learning algorithms, hierarchical and k-means clustering, long-short term memory neural 

network, linear discriminant analysis, image recognition and topic analytics carried out by 

IBM Alexandria (Heath et al. 2015; Kameswari and Babu 2016; Krumeich, Werth and Loos 

2016; Khurana and Kumar 2017; Mehdiyev et al. 2017; Zhuang, Liu and Xiong 2018; Chen 



et al. 2019; Liu, Miao and Lin 2019; Moreno et al. 2019; Barrad, Gagnon and Valverde 2020; 

Gaikwad et al. 2020). Management activities are also supported by ‘data visualization and 

representation’ techniques and tools, such as charts, graphs, tables, maps, data tip, data 

brushing, dynamic query, and dashboard interfaces (Heath et al. 2015; Husain et al. 2016; 

Woo et al. 2019). 

4.3 Check 

Process monitoring techniques have evolved over the last few years, thanks to the recent 

technological innovations brought by the fourth industrial revolution. Different studies 

discuss how the DS activities can support the control of the processes, focusing on mainly 

four topics: (i) the role of the industrial IoT for process monitoring; (ii) the new-generation 

techniques of multivariate statistical process monitoring; (iii) making big data effective for 

process monitoring; and (iv) employing process monitoring for quality controls.  

Industrial IoT is characterised by a huge number of innovative sensors, usually much 

cheaper and smaller than the traditional sensors. It can support big ‘data gathering’ and 

advance the traditional statistical process control (He et al. 2017). To make big data analytics 

effective, literature studies propose methods to pre-process and handle the data collected to 

detect outliers, manage missing data and adjust the ranges of independent variables to a 

common regime (He and Wang 2018; Zhu et al. 2018). Machine learning techniques such as 

self-organising map and support vector machine have been proposed for ‘data exploration’, 

perform multiple class classification and ‘data visualization’ when dealing with nonlinear 

datasets (Tang and Yan 2017; Yan and Yan 2019). Yao and Ge (2018) propose a data 

computing framework with large datasets based on MapReduce. Finally, among the ‘data 

analytics’ techniques for process monitoring, a feature-based monitoring statistics pattern 

analysis emerges as a new methodology in different fields (He, Wang and Shah 2019), as 



well as predictive modelling algorithms based on machine learning algorithms, statistics and 

optimisation (Aldrich and Auret 2013; Escobar et al. 2018a; Escobar et al. 2018b; Escobar 

and Morales-Menendez 2018; Rubab, Taqvi, and Hassan 2019). A specific application of 

predictive modelling paradigm has been identified in the Process Monitoring for Quality 

(PMQ), a big data-driven quality control aimed to detect defects through binary classification 

(Escobar et al. 2018a; Escobar et al. 2018b). 

4.4 Act 

The DS activities represent an effective decision support for process improvement. Several 

studies introduce different DS techniques and tools for data-driven decision-making in 

production environments and show the importance of cloud computing to make big data 

effective in business process improvement. 

Among the DS activities, ‘data computing’ and, in particular, cloud computing enable 

quick and efficient data mining and is considered important for making big data effective in 

business process improvement, as demonstrated empirically by Wang and Zhao (2016). 

Additionally, data mining techniques are very useful when applied with continuous 

improvement and quality management. In particular, the most used approach is CRISP-DM 

(Cross Industry Standard Process for Data Mining) combined with lean six sigma DMAIC 

(Design, Measure, Analyse, Improve and Control) cycle, which uses modelling techniques 

and algorithms to improve the quality management activities (Schäfer et al. 2018; Zwetsloot 

et al. 2018). ‘Data representation and transformation’ techniques proposed in LSS projects 

are text mining and video mining (Gupta, Modgil, and Gunasekaran 2020; Ashton, 

Evangelopoulos, and Prybutok 2015; Yang et al. 2014). ‘Data exploration’ in LSS projects 

driven by data mining is possible through the application of data visualisation techniques 

such as boxplots and histogram (Zwetsloot et al. 2018). While ‘data modelling and analytics’ 



techniques proposed for process improvement in quality management are machine learning 

(Schwenzfeier and Gruhn 2018; Zwetsloot et al. 2018; Ferreira et al. 2015), deep learning 

(Metzger, Franke, and Jansen 2019; Patil and Thiagarajan 2019; Schäfer et al. 2018) and 

process mining (Gupta, Modgil, and Gunasekaran 2020). Finally, new algorithms have been 

recently proposed for ‘data visualization’ to provide up-to-date and real-time information 

regarding production processes to a group of manufacturers collaborating on production 

activities (Shamsuzzoha et al. 2017; Jain, Shao, and Shin 2017).  

5. Discussion 

5.1 Linking DS tools and techniques and LP practices 

The results presented in the previous section are synthetised in Figure 3 which shows what 

DS techniques and tools can be used to perform the plan, do, check, and act stages of process 

improvement, i.e. PDCA cycle.  

Please insert here Figure 3 

DS techniques and tools lie in seven activities that characterise the implementation of 

DS: (i) data gathering, (ii) data preparation, (iii) data representation and transformation, (iv) 

data exploration, (v) data computing, (vi) data modelling and analytics and (vii) data 

visualisation and representation. These seven activities represent a set of sequential 

fundamental steps that are required to successfully transform massive ‘raw data’ into 

meaningful knowledge.  

DS techniques and tools help to achieve the purpose of the activities, which are: (i) to 

collect data, (ii) to check data quality, (iii) to transform and restructure data, (iv) to identify 

data features, (v) to handle data analysis, (vi) to extract knowledge from data, and (vii) to 

develop a visual that supports the knowledge sharing. 

In the ‘Plan’ stage (1), the application of DS techniques and tools, such as event logs, 

statistical analysis, ontology, feature extraction, MapReduce, and text mining, is focused on 



processes modelling to identify, understand and analyse any areas for improvement, through 

the process flows (a) and/or the event logs (d), and to identify subsequent implementations of 

data exchange and process automation (b) and/or for data analytics (c). 

In the ‘Do’ stage (2), the application of DS techniques and tool, such as social media, 

text mining, simulation, and Banana dashboard, is focused on: enabling a better knowledge 

management using data from additional sources, such as social media, and transforming them 

into useful information (e); activating specific actions on process management based on 

predictions obtained from the analysis of process events (g); using the industrial IoT to 

support choices in production management (f); using data from the actions of customers and 

suppliers to make decisions guided by objective data in supply chain management (h).  

In the ‘Check’ stage (3), the application of DS techniques and tools, such as IIoT, 

neural networks, machine learning, MapReduce, and machine learning, is focused on: 

collecting and managing data/big data (k); conducting statistical process control analyses to 

monitor processes and identify/predict potential problems to be solved (i, j); employing 

specific applications of statistical process control in the quality management process, using 

collected data to identify product/process defects (l). 

In the ‘Act’ stage (4), the application of DS techniques and tools, such as data pre-

processing, text mining, statistics visual analytics, cloud computing, process mining, and 

dashboard portals, is focused on: providing remedial actions to the problems reported by the 

check phase, based on a data-driven decision-making guided by a real-time visualisation of 

the data and forecasting techniques that anticipate any problems (m); speeding up the analysis 

of large amounts of data to apply process improvements in more competitive times (n); 

employing specific applications in the field of quality management to improve processes 

through the application of data mining techniques (o). 



Linking these findings to the LP practices definitions provided by the literature, Table 

4 was designed to conceptualise these links. In this way, the study answered to the RQs, as 

discussed in the following sections. 

Please insert here Table 4 

5.2. Answering RQ1: What DS techniques and tools can support LP practices? 

The first aim of this study is to address the gap in the literature related to the link between DS 

and LP practices, specifically the identification of DS techniques and tools that can support 

the implementation and boost the results of LP practices. 

The result of the bibliometric analysis and its comparison with the LP practices 

definitions provided by the literature show that the link between DS techniques and tools and 

LP practices exists. In particular, the findings of this study agree with previous research on 

the use of DS in support of LP practices that considered the ‘production planning and control’ 

LP bundle (e.g. Stojanovic et al. 2016; Deuse et al. 2018; Kutschenreiter-Praszkiewicz 2018; 

Mayr et al. 2018; Abd Rahman et al. 2020; Ito et al. 2020; Sarkar et al. 2020; Shahin et al. 

2020; Valamede and Akkari 2020). However, differently from previous research, the results 

of this research demonstrate also that the application of the identified set of techniques and 

tools is not limited to the ‘production planning and control’ bundle but can potentially 

support all the LP bundles. In particular, the findings show what specific DS tools and 

techniques can support each LP practice. 

For example, considering the ‘supplier’ LP bundle, ‘data gathering’ tools (e.g. IoT, 

GPS, RFId), related to ‘data modelling and analytics’ techniques (e.g. machine learning and 

deep learning), and ‘data visualization and presentation’ tools (e.g. Dashboards running on an 

Apache web server), can support generating the content of the reporting on performance for 

the ‘feedback to suppliers’, addressing the definition of the product parameters for the ‘JIT 

delivery by supplier’, efficiently and effectively sharing the generated knowledge for the 



‘supplier involvement in design’, and audit the status of lean development for the ‘lean 

supplier development’.  

Whereas, for example, considering the ‘production planning and control’ bundle, the 

use of ‘data gathering’ tools (e.g. RFId, Pad, indoor GPS) and ‘data modelling and analytics’ 

techniques (e.g. machine learning and deep learning algorithms, image recognition), can 

support translating elementary motions into activities and setting manual task time standard 

for ‘setup reduction’ (as reported by Kutschenreiter-Praszkiewicz 2018), fault detection for 

‘total productive maintenance’, identification of variability for ‘total quality management’, 

and the identification of the thresholds required for real-time processing and mine process 

anomalies (as reported by Stojanovic and Milenovic, 2018). 

5.3. Answering RQ2: How should DS techniques and tools be applied to support LP 

practices? 

The second aim of this study is to define a model to guide the application of DS 

techniques and tools to support LP practices. The results obtained in this study show that DS 

techniques and tools, and the sequential DS activities to which they belong, can support LP 

practices based on the typical lean implementation stages of the PDCA methodology. The 

findings in Figure 3 and Table 4, according to previous literature recognising PDCA as an 

improvement framework (Linderman et al. 2003; Jones, Parast and Adams 2010; Watson and 

DeYong 2010; Dennis and Shook 2007; Liker and Morgan 2011; Marodin and Saurin 2013), 

identify the PDCA cycle as a framework which makes it possible for all the DS activities to 

support the whole set of LP practices. Thus, the authors developed a model, depicted in 

Figure 3, with the aim to guide both selection and application of DS techniques and tools to 

support LP. In particular, the model outlines how the DS tools and techniques should be 

adopted according to a set of pursued objectives of each stage of the PDCA cycle, following 

the seven DS activities.  



For example, ‘JIT delivery to supplier’ activity can be supported by DS techniques 

and tools in four stages: (i) plan: modelling processes and identifying, understanding and 

analysing the involvement of suppliers for process data exchange; (ii) do: addressing the 

definition of the product parameters; (iii) check: defining the status of quantities, quality and 

time of the deliveries; (iv) act: activating a collaborative process management between 

partners.  

6. Conclusions 

Starting from a relevant gap in the literature, this study links DS to LP through a bibliometric 

analysis of the literature on the implementations of DS techniques and tools applied to the 

key tenets of LP (production, process, inventory, workforce, supplier and customer). The 

results help develop a model that supports this link grounded on the PDCA model. 

This study contributes to the topics of LP and DS in various significant ways. 

Theoretically, first, it unveils a research gap by highlighting the scarcity of research linking 

DS tools and techniques to LP practices. Third, based on the reviewed literature on DS 

techniques and tools applied to the key LP tenets in each stage of the PDCA cycle, this work 

develops a model that identifies what DS techniques and tools can support each LP practice 

and how to achieve this goal (Figure 3 and Table 4). Finally, the results of this study offer a 

base for future research that could explore each link and conduct empirical research to 

validate the proposed implementation model. 

From a practical viewpoint, the described links can inspire practitioners about 

exploiting the value of data to facilitate and boost the traditional LP practices. The developed 

model can serve as a guide for using the DS techniques and tools to support LP practices, 

according to the specific stages of the PDCA cycle. Moreover, practitioners can understand 

and anticipate the requirements for undertaking specific improvement decisions in this 

context. The reference to specific DS tools and techniques in the area they want to improve 



can suggest searching for the most effective software or platforms and investing in training 

for their implementation or in supporting technologies.  

Despite the contributions listed, this study has some limitations. Regarding the 

methodology adopted (Figure 1), first, the definition of the links is based on the analysis of 

keyword co-occurrence networks generated according to the analysed dataset derived only 

from Scopus, that, although quite comprehensive, includes only a fraction of scientific 

publications (Strozzi et al. 2017). Second, the method does not involve an empirical 

validation step. Therefore, future research could work towards overcoming these limitations, 

empirically addressing the refinement and validation of this study results. 

Moreover, regarding the model, it is oriented to companies that have been 

implementing LP practices, know DS techniques and tools, and have the competences to 

successfully implement the model. Accordingly, future research could consider the critical 

success factors that a company needs to accomplish the implementation of this model. Last, 

the proposed model cannot be extended to a Six Sigma-based production system, based on 

DMAIC cycle, in which specific tools are used in different steps (Choo, Linderman and 

Schroeder 2007). Thus, extending the proposed model for exploiting the value of data to 

facilitate and boost the specific tools involved by DMAIC can represent a future research 

direction. 
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