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Abstract: Anthropogenic climate change is expected to affect global river flow. Here we analyze 
time series of low, mean and high river flows from 7,250 observatories around the world 
covering 1971 - 2010. We identify spatially complex trend patterns, where some regions are 5 
drying and others are wetting consistently across low, mean and high flows. Trends computed 
from state-of-the-art model simulations are consistent with the observations only if radiative 
forcing that accounts for anthropogenic climate change is considered. Simulated effects of water 
and land management do not suffice to reproduce the observed trend pattern. Thus the analysis 
provides clear evidence for the role of externally forced climate change as a causal driver of 10 
recent trends in mean and extreme river flow at the global scale. 

 
One Sentence Summary: Climate change impacts detected in mean and extreme river flow at 
the global scale. 

 15 

Main Text: Among key concerns with respect to anthropogenic climate change (ACC) are 
impacts on the terrestrial water cycle. Earth System Models (ESM) indicate that projected ACC 
can influence water availability on land (1) and may trigger more floods (2) and droughts (3). 
While detection and attribution studies have shown that observed changes in atmospheric 
variables such as precipitation (4, 5) and water vapor (6) are consistent with model simulations 20 
that account for historical ACC, evidence for a human fingerprint on past changes in river flow 
and hydrological extremes is still lacking at the global scale. 
Two factors have complicated the detection and attribution of changes in terrestrial water 
systems at the global scale. Firstly, although river flow time series are the most abundant 
observations of water resources and hydrological extremes, the slow mobilization of in situ 25 
observations has confined past assessments to regional and continental case studies (7-12) or to 
small collections of large river basins, with most of the records ending in the 20th century (13-
15). To circumvent this lack of global in situ observations, researchers have used reconstructions 
of essential hydrological variables such as soil moisture (16-18) or evapotranspiration (19) and 
indicators of water availability (20) as the basis for climate change detection and attribution 30 
studies. Although these efforts have revealed that ACC is detectable in terrestrial water systems, 
they lack a direct connection to in situ observations of quantities relevant for water management. 
Secondly, besides ACC, on-ground human activities such as historical water and land 
management (HWLM) are also altering water resources and hydrological extremes, e.g. directly 
through flow regulation and water abstractions, or indirectly through effects of land-cover 35 
change (13). For example, large-scale water withdrawal for irrigation, might induce declining 
trends in river flow. Likewise, reservoir expansion may lead to changes in stream flow. Several 
studies have shown that effects of HWLM on water resources could be equally large or might 
even exceed climate change impacts in some regions (13, 21, 22). However, ESMs, which are an 
important tool for attributing observed changes to human influences on the climate system, 40 
typically do not account for HWLM as a possible confounding factor (7). 
Recent advances in mobilizing in situ river flow observations (23, 24) and an unprecedented 
multi-model ensemble that combines the ESMs’ ability to account for ACC with the capacity of 



Submitted Manuscript: Confidential 

3 
 

high resolution Global Hydrology Models (GHM) to incorporate HWLM (25), allow us to tackle 
the challenge of attributing observed changes in river flow at the global scale. Here we consider 
in situ observations of daily average river flow from 7,250 gauging stations (Figure S1) that have 
at least 28 years with almost complete daily data in 1971 – 2010 (26). To balance the uneven 
spatial distribution of in situ observations, the analysis is constrained to predefined sub-5 
continental regions (27) with at least 80 stations. Yearly time series of low (annual 10th 
percentile), mean (annual mean) and high (annual 90th percentile) river flows are considered, 
respectively representing very dry, average and very wet conditions. For each time series, trends 
are estimated and expressed in terms of percentage change per decade. Subsequently the median 
trend is computed for each region, to reduce the effects of local-scale natural variability, 10 
observational errors and spatial autocorrelation for further statistical analyses (28). 
 

  
Figure 1: Comparison of observed and reconstructed regional median river flow trends (1971 – 2010). Observations: trends 
computed from in situ observations. Reconstruction: multi-model mean trend of global hydrology model simulations driven by 15 
observational atmospheric forcing, with (w/) and without (w/o) the effects of historical water and land management (HWLM). 
Hollow polygons indicate pre-defined regions used for grouping stations. Coloured polygons are defined by the convex hull 
around the station coordinates in the respective regions. Colours indicate the regional median trend. Note that the colour scale has 
been truncated to enhance the readability of the maps. Supplementary Figure S9 displays the full range of all data presented here. 
Corr.: Pearson correlation coefficients between the spatial patterns of observed and reconstructed regional median trends, 20 
alongside 99% confidence intervals that are based on Fisher’s z-transform.   

Figure 1 reveals spatially complex trend patterns in observed low, mean and high river flow. 
Some regions such as northeast Brazil, southern Australia, southern Africa and the 
Mediterranean show a drying tendency. Other regions such as north Europe tend towards wetter 
conditions. We also note that the level of spatial aggregation may mask sub-regional differences. 25 
The analysis also confirms previous results (29) indicating that the direction of change is often 
consistent throughout the entire flow distribution, i.e. trends in low, mean and high flows share 
the same sign. Reconstructions of global river flow from the Inter-Sectoral Impact Model 
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Intercomparison Project phase 2a (ISIMIP2a) that are based on GHMs driven with observational 
atmospheric data (30) are highly correlated with the observed trend pattern (Figure 1), although 
the reconstructions have a tendency to underestimate the magnitude of the observed trends. 
Accounting for HWLM does not improve the skill of the reconstruction in reproducing the 
spatial patterns of observed regional median trends, despite the fact that it can improve overall 5 
model performance (31). 
 

   
Figure 2: Comparison of observed and simulated river flow trends (1971 – 2010). Observations: identical to Figure 1 and 
included here to facilitate comparison. Simulations: trends computed from model experiments that account for HWLM but 10 
consider simulated atmospheric data with either pre-industrial (PIC) or historical (HIST) radiative forcing. Note that colour scale 
for the trends has been truncated to enhance the readability of the maps. Supplementary Figures S9 and S10 displays the full 
range of all data presented here. Scaling factor: 10% to 90% confidence intervals of the scaling factors from the detection 
analysis. The simulated patterns are consistent with the observations if the lower bound of the confidence interval is larger than 
zero (solid horizontal line). The magnitude of observed and simulated change is consistent if the confidence intervals include one 15 
(dashed horizontal line). Confidence intervals exceeding the range of the ordinate are truncated to enhance readability of the plot.  

While the above assessment shows that changes in the atmospheric conditions are driving 
observed trends in low, mean and high river flow, it remains unclear if these changes can be 
attributed to ACC. To tackle this question, we employ the climate change detection and 
attribution approach (32), which ingests both observations and simulation experiments that 20 
include or exclude the drivers of ACC. If (i) simulations that include the drivers of ACC are 
consistent with the observations and (ii) if simulations that do not include them fail to be 
consistent with the observations it is possible to claim attribution. Here we consider two 
simulation experiments from the Inter-Sectoral Impact Model Intercomparison Project phase 2b 
(ISIMIP2b) (25), where GHMs that account for HWLM are driven with output from ESMs 25 
which ingest different radiative forcing. The first experiment considers pre-industrial radiative 
forcing and is referred to as PIC&HWLM from here onwards. Since pre-industrial radiative 
forcing does not impose systematic trends in the simulations, the PIC&HWLM experiment 
allows to test the hypothesis whether the observed trend patterns can be explained by the 
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simulated effects of HWLM alone. The second experiment considers historical radiative forcing, 
which includes both anthropogenic (e.g. human greenhouse gas or aerosol emissions) as well as 
natural (e.g. influence of large volcanic eruptions) factors throughout the past century. This 
experiment is referred to as HIST&HWLM and allows to test the hypothesis whether the 
addition of historical radiative forcing contributes to explaining the observed trend pattern.  5 

Figure 2 compares observed river flow trends to trends from of both the PIC&HWLM and the 
HIST&HWLM simulations. The consistency of the observed trend pattern with either of the 
simulation results is tested using optimal finger printing (28, 33).  To this end, the multi-model 
mean of the simulations (𝑥𝑥) is regressed on the observations (𝑦𝑦), while accounting for natural 
variability (𝜖𝜖) as well as model and sampling errors (𝜈𝜈), such that 𝑦𝑦 = 𝛽𝛽 × (𝑥𝑥 − 𝜈𝜈) + 𝜖𝜖 (33). 10 
Testing the significance of the association between the observed and simulated patterns is based 
on the magnitude of the scaling factor 𝛽𝛽. The simulated pattern is said to be detected in the 
observations if 𝛽𝛽 is significantly larger than zero, i.e. if the lower end of the associated 
confidence intervals are above zero. Scaling factors derived from simulations with PIC&HWLM 
are never significantly larger than zero (Figure 2). This shows that simulated effects of HWLM 15 
without accounting for historical radiative forcing cannot explain the observed trend pattern. 
This is in agreement with the above assessment, where accounting for HWLM did not improve 
the consistency of observed and reconstructed trends (Figure 1). The situation differs for the 
analysis of HIST&HWLM, i.e. the simulations that account for historical radiative forcing. Here 
the scaling factors of all indices are significantly larger than zero (𝑝𝑝 < 0.1).  20 

The results show that the combined effect of historical radiative forcing and HWLM is detected 
in observed trend patterns of low, mean and high river flow. The analysis also suggests that the 
magnitude of the simulated trend patterns under historical radiative forcing is consistent with the 
observations (𝛽𝛽 ≈ 1). This in combination with the finding that accounting for HWLM does not 
improve reconstructions (Figure 1), implies that simulated impacts of HWLM only have a minor 25 
effect on regional median river flow trends. Consequently, the results suggest that the simulated 
effects of historical radiative forcing on the climate system are essential for explaining the 
observed patterns of regional median low, mean and high river flows.   

To investigate effects of the mismatch between point-scale observatories and model grid cells 
and to assess impacts of regional sampling biases of the observations, the analysis was repeated 30 
using GHM based river flow reconstructions that allow for full spatial coverage (Figures S2-S7). 
Despite additional uncertainties induced model based reconstructions, the results are widely 
consistent with the observational assessment (Figure S8). Furthermore, a detailed inspection of 
observed, reconstructed and simulated trends shows that the internal variability implied by 
HIST&HWLM simulations is comparable to observed variability (Figures S9-S12), indicating 35 
the validity of the assumption that natural climate variability can be approximated through 
chaotic model trajectories. 

We note that as in any climate change detection and attribution exercise we cannot fully rule out 
that processes not captured by the models might contribute to the observed trend pattern (32). 
For example, there remain uncertainties regarding the response of transpiration to dryness stress 40 
or in the representation of HWLM. Furthermore, while the ISIMIP2b ensemble allows for the 
first time to account for HWLM in a climate change detection and attribution setup, the fact that 
no separate simulations with either anthropogenic or historical natural forcing are available 
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hinders an unambiguous attribution of the observed trend pattern to anthropogenic climate 
change. In particular, natural changes in the radiative forcing triggered by large volcanic 
eruptions have been shown to affect the global hydrological cycle. However, recent research has 
demonstrated that the effects of such eruptions on river flow are typically confined to a few years 
after the eruption (34) and are therefore expected to only have a small influence on long-term 5 
trends.  

Overall, the presented analysis lines up with the existing body of literature documenting that 
anthropogenic climate change is influencing the world’s water cycle (4-6, 16-20). Possible 
mechanisms that drive trends in low, mean and high streamflow include large-scale shifts in 
precipitation (4, 5, 17), changes in factors that influence evapotranspiration (6, 19, 20) or 10 
alterations of the timing of snow accumulation and melt driven by rising temperatures (8, 12). 
Combining the evidence of these findings with the results of the presented analysis (Figure 1, 
Figure 2), supports the conclusion that it is likely that anthropogenic climate change is 
contributing to the global pattern of trends in low, mean and high river flow.  
In summary, we demonstrate for the first time that the global pattern of observed changes in river 15 
flow are only captured by model simulations that account for historical radiative forcing and that 
simulated effects of HWLM do not significantly contribute to explaining global trend patterns of 
low, mean and high flows. Thus we have provided clear evidence for the role of historical 
radiative forcing as a causal driver of trends in mean and extreme river flow at the global scale.  
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Materials and Methods 
River Flow Observations  
For this study, we consider river flow observations with global coverage that are held in the 
Global Streamflow Indices and Metadata (GSIM) archive (23,24). The GSIM archive consists of 
a wide range of time series indices at monthly, seasonal and yearly resolution, which were 
computed from daily average values after automated quality control (e.g. outlier detection). 
Values flagged by the quality control procedure were set to missing prior to computation. See 
ref. (24) for details.  
 
Here we focus on the following indices, with values that were calculated for each calendar year 
separately: 

• Low flows: Annual 10th percentile time series (LOW) 
• Mean flow: Annual mean time series (MEAN) 
• High flow: Annual 90th percentile time series (HIGH). 

 
For the presented analysis, annual index values that are computed using less than 350 daily 
values were discarded, as the low- and high flow indices are very sensitive to missing data. Time 
series with at least 70% (i.e. 28) non-missing years in 1971-2010 were selected.  
 
Although the GSIM archive constitutes the most comprehensive publicly available global 
collection of in situ river flow observations, there remain large regional differences in station 
density. To reduce the effects of regional sampling biases we follow a previous approach (29) 
and constrain the assessment to sub-continental regions defined in the Special Report on 
Extremes of the Intergovernmental Panel on Climate Change (IPCC) (27), later referred to as 
SREX-regions. Only regions with at least 80 stations were considered to ensure a robust 
estimation of regional scale statistics (see section “Trend analysis” for details). Thus, stations in 
regions with less than 80 river flow observatories were discarded. This procedure resulted in a 
final selection of 13 SREX regions with a total of 7250 river flow observatories. Figure S1 
shows the spatial distribution of the selected stations alongside the definition of the selected 
SREX regions.  
 
Note that some of the catchments may extend beyond the pre-defined region boundaries and that 
some of the gauging stations will be connected through river networks, which implies statistical 
dependence among the observations. However, since the analysis compares observed trends to 
simulated river discharge masked to match observational coverage (see section “Pre-processing 
of Modelled Data”), possible dependencies are not biasing the analysis. To further investigate 
this issue a supplementary detection and attribution analysis is conducted. For this observed river 
flow is replaced by model based reconstructions extracted at those grid-cells that contain gauging 
stations and is masked to match observed patterns of messiness. The results are generally 
consistent with the analysis using observations (Figures S2, S3).  
 

In addition we note that even within SREX regions there is significant heterogeneity in 
terms of spatial sampling. For example, several SREX regions (e.g. EAS, MED, SSA, EAS) 
have uneven spatial sampling which is likely to bias regional average statistics; this should be 
considered when interpreting region-averaged trend results. Note also that supplementary 
assessments (Figure S4-S7) that overcome regional sampling biases by substituting observations 
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by reconstructed river flow confirm the findings presented in the main body of the article despite 
the additional uncertainty implied by model based river flow reconstructions. 
 
Model based reconstructions of river flow (ISIMIP2a) 

Model-based reconstructions of river flow from the ISIMIP2a project (30) are considered to 
investigate if Global Hydrology Models (GHMs) can capture observed trends if driven with 
observational atmospheric data, and to check the stability of the analysis in light of regional 
sampling biases (Figures S2-S8). These consist of GHMs that are driven with up to three 
observation-based reconstructions of atmospheric variables that are available for the 1971-2010 
time window. Thus, the temporal variability of these reconstructions is expected to closely 
resemble observed river flow. For a general description of the GHM-based river flow 
reconstructions, including the different atmospheric data, please refer to ref. (35) and Table S1. 
Two configurations for GHM based river flow reconstructions are available (the terms “nosoc” 
and “varsoc” are according to the ISIMIP2a simulation protocol):  

• “nosoc” simulations (see supplementary Table S1), which do not include effects of 
water and land management. These are referred to as reconstructions without (w/o) 
HWLM (Historical Water and Land Management) in the main text.   

•  “varsoc” simulations (see supplementary Table S2), which account for time-varying 
water and land management. These are referred to as reconstructions with (w/) 
HWLM in the main text.  

 
Water and land management factors considered by the GHMs used for river discharge 

reconstructions are summarized in Table S3. Further details on the individual GHMs can be 
found on https://www.isimip.org/impactmodels/. 

 
River flow simulations forced with climate model output (ISIMIP2b) 

To investigate if effects of anthropogenic climate change constitute a causal driver of 
observed trends in river flow, GHM simulations from ISIMIP2b are considered (25). In 
ISIMIP2b, GHMs are driven with atmospheric variables that were simulated by Earth System 
Models (ESMs) contributing to the CMIP5 archive (36). ESMs are used to simulate the response 
of the atmosphere to different radiative forcing (i.e. the amount of sunlight absorbed by the Earth 
minus the energy radiated back to space) that can be altered by human greenhouse gas and 
aerosol emissions. For a detailed description of the experimental setup please refer to ref. (25). 
Within ISIMIP2b a range of model experiments were conducted, each having different 
configurations of radiative forcing (driving the ESMs) or water and land management 
(implemented in the GHMs). Here the following experiments are considered: 
 

PIC&1860soc: Note that these simulations are not mentioned in the main text but used for 
statistical inference as described in the Materials and Methods section of this supporting 
information document. These are also referred to as pre-industrial control simulations since the 
radiative forcing for the ESMs is set to pre-industrial conditions (PIC) which yield simulations 
with small human impacts on the Earth system. Water and land management in the GHMs is set 
to levels corresponding to 1860 (1860soc, corresponding to the “1860soc” setup from 
ISIMIP2b). These simulations are run over 200 year long time windows. All available 
PIC&1860soc simulations were split into non-overlapping 40 year segments, resulting in a total 

https://www.isimip.org/impactmodels/


 
 

4 
 

of 154 segments. Supplementary Table S4 lists the number of segments for each available ESM-
GHM combination for the PIC&1860soc experiment.  

 
PIC&HWLM: ESM simulations that account for pre-industrial radiative forcing (PIC) are 

used to drive GHMs that account for historical water and land management (HWLM). These 
simulations hence do not account for anthropogenic climate change. For 1971-2005, the 
simulations are forced with time-varying historical estimates of HWLM, corresponding to the 
“histsoc” setup from the ISIMIP2b simulation protocol. For 2006-2010, HWLM is kept at the 
constant level of 2005 (i.e. the “2005soc” setup from the ISIMIP simulation protocol). See 
supplementary Table S5 for an overview on the ESMs and GHMs contributing to the 
PIC&HWLM simulations. 

 
HIST&HWLM: ESM simulations that account for historical radiative forcing (HIST) are 

used to drive GHMs that account for historical water and land management (HWLM). Here 
HWLM is identical to HWLM in the PIC&HWLM experiments. For 1971-2005, historical 
radiative forcing is used as input for the climate models that are used to drive the GHMs. For 
2006-2010 radiative forcing from the RCP6.0 scenario is used, as this and other emission 
scenarios closely resemble the observed radiative forcing for this time period (37,38). See 
supplementary Table S6 for an overview on the ESMs and GHMs contributing to the 
HIST&HWLM simulations. 

 
Water and land management factors considered by the GHMs used for river discharge 

reconstructions are summarized in Table S7. Further details on the individual GHMs can be 
found on https://www.isimip.org/impactmodels/. 
 
Pre-processing of Modelled Data 

For the analysis the river discharge field (dis) that provides routed river discharge [m3 s-1] is 
considered, since this simulated variable is structurally closest to observed river flow [m3 s-1]. In 
the following time series extracted from the river discharge fields are interchangeably used with 
the term daily river flow data to highlight the structural similarity with observations.  

 
First yearly resolution time series indices representing low, mean and high flows were 

computed from daily river flow data from each simulation. Subsequently, the multi-model mean 
of each index was computed for all experiments of the ISIMIP2a and the ISIMIP2b ensemble, 
except for the PIC&1860soc experiments. For all analysis involving both observations and GHM 
results, the model output was pre-processed as follows: (1) only grid-cells that contain 
observations were selected; and (2) for each selected grid-cell, years with no observations were 
set to missing.  
 
Trend analysis 

Trends are estimated using the Sen-slope estimator (39), which is robust against outliers, 
and expressed here in units of percentage change per decade following a previous assessment 
(29). Expressing the trends in percentage change per decade, reduces effects of different 
catchment areas and alleviates possible model biases. For the observations, the trend was 
computed for each station. For the simulations, trends were computed for each grid-cell. 
Subsequently, the regional median trend was computed for each considered SREX region. 

https://www.isimip.org/impactmodels/
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Finally for the model based reconstructions as well as the PIC&HWLM and HIST&HWLM 
simulations the ensemble mean regional median trend was calculated. 
 
Detection and attribution methodology 

Here we employ a variation of the optimal fingerprinting method that explicitly accounts for 
natural variability and uncertainty of multi-model means that was introduced by (33). Note also 
that compared to ref. (33), a simplified notation is used here, as the analysis is conducted in a 
setup that only accounts for one model experiment at a time. The method is based on an error in 
variable regression model, 𝑦𝑦 = 𝑥𝑥∗𝛽𝛽 + 𝜖𝜖. Here 𝑦𝑦 is a vector of 𝑛𝑛 observations, which corresponds 
to the observed regional median trends for each SREX region. For the remainder of this paper 𝑛𝑛 
represents the number of SREX regions included in the analysis (13 for the majority of the 
results with the exception of Figures S6 and S7 for which 𝑛𝑛 = 26). The regression coefficient 𝛽𝛽 
is referred to as the scaling factor. The noise term, 𝜖𝜖 ∼ 𝑁𝑁(0,𝚺𝚺), is a vector of length 𝑛𝑛 used to 
represent natural climate variability, with 𝚺𝚺 being a covariance matrix with dimension 𝑛𝑛 × 𝑛𝑛 that 
accounts for spatial dependence between observations. In the context of this assessment 𝜖𝜖 
represents regional median trends that could occur by chance because of natural variability. The 
vector 𝑥𝑥∗ of length 𝑛𝑛 represents the expected response of the Earth system to an external forcing 
and is considered to be unknown. Instead, 𝑥𝑥∗ is estimated using the ensemble mean of either the 
PIC&HWLM or the HIST&HWLM simulations. This estimate is written as 𝑥𝑥 = 𝑥𝑥∗ + 𝜈𝜈, where 
𝜈𝜈 ∼ 𝑁𝑁(0,𝛀𝛀) is a vector of length 𝑛𝑛 and denotes the sampling error with covariance matrix 𝛀𝛀 
(dimension 𝑛𝑛 × 𝑛𝑛). Both 𝑦𝑦 and 𝑥𝑥 are assumed to be centered, which is achieved here by 
removing their arithmetic means prior to the analysis.  

Inference is conducted using a maximum likelihood approach with the log-likelihood 
𝑙𝑙(𝛽𝛽, 𝑥𝑥∗|𝑦𝑦, 𝑥𝑥) = −0.5(𝑦𝑦 − 𝑥𝑥∗𝛽𝛽)′𝚺𝚺−1(𝑦𝑦 − 𝑥𝑥∗𝛽𝛽) − 0.5(𝑥𝑥 − 𝑥𝑥∗)𝛀𝛀−1(𝑥𝑥 − 𝑥𝑥∗).  For algorithmic 
details on deriving the maximum likelihood estimates of 𝛽𝛽 and a profile-likelihood method for 
estimating the corresponding confidence intervals the reader is referred to ref. (33). The 
covariance matrices (𝚺𝚺 and 𝛀𝛀) are estimated prior to likelihood maximisation (see below), rather 
than jointly, which is a common approach in detection and attribution research. The matrix 𝚺𝚺 is 
estimated using pre-industrial control simulations, i.e. segments of the PIC&1860soc simulations 
that provide estimates of the natural variability of the Earth system without strong human 
influence. For this, the trend-analysis is first repeated for each of the 40-year segments. This 
results in a sample of vectors describing the mean trends in each SREX region as they could 
occur due to natural variability. This sample of vectors is then subsequently organised in a matrix 
that is used as the basis for computing 𝚺𝚺, the co-variance of naturally occurring trends between 
all SREX regions. Estimates of 𝚺𝚺 are required for computing 𝛽𝛽 as well as the associated 
confidence intervals. As noted previously (40), using the same approximation of 𝚺𝚺 for both tasks 
can yield biased results. To address this two independent estimates, 𝚺𝚺𝟏𝟏 and 𝚺𝚺𝟐𝟐, are computed 
following previous research (4,7). To this end the PIC&1860soc simulations are randomly split 
into two equally sized samples. These are then used to compute the co-variance matrices 𝚺𝚺𝟏𝟏 and 
𝚺𝚺𝟐𝟐. Subsequently 𝚺𝚺𝟏𝟏 is used to derive the best estimate of 𝛽𝛽 and 𝚺𝚺𝟐𝟐 is used to estimate the 
associated confidence intervals. Note that this procedure introduces additional sampling 
uncertainty that can affect the results of the detection analysis. To account for this sampling 
uncertainty we repeat the computation with 10000 random splits, yielding 10000 sample of 𝛽𝛽 
values and associated confidence intervals. For the lower bound of the 10% - 90% confidence 
interval, we report the 10th percentile of the sample values. For the upper bound the 90th 
percentile is used. The median is used to indicate the best estimate of 𝛽𝛽. 
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For this study 𝛀𝛀, which characterizes uncertainty in regional median trends that are due to 
model errors and sampling variability, is estimated for the multi model means of both the 
PIC&HWLM and the HIST&HWLM simulations using a bootstrap (41) approach: 

1. For a simulation experiment with 𝑁𝑁 ensemble members. 
2. Compute the time series index of interest (i.e. LOW, MEAN, HIGH) 
3. Compute regional median trends 
4. Repeat 𝐵𝐵 = 2000 times: 

1. Draw a bootstrap sample by randomly drawing with replacement 𝑁𝑁 ensemble 
members. 

2. Compute the mean of the bootstrap sample. 
5. This results in 𝐵𝐵 realizations of regional median trends that vary because of sampling 

uncertainty. 
6. Use these bootstrapped regional median trends to compute the covariance matrix 𝛀𝛀, 

representing the uncertainty of the multi model mean trends as well as the spatial 
dependence of this uncertainty. 
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Fig. S1: Spatial distribution of river flow stations (red dots) held in the GSIM archive that meet 
the data selection criteria. The black polygons show the sub-continental scale SREX regions, 
which are used as the spatial support for subsequent analysis. The number of stations in each 
SREX region is indicated in parentheses (only for those regions that have sufficient stations). 
Blue polygons are convex hulls around all stations that fall within a SREX region and are used 
for mapping station-level data. 
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Fig. S2: Similar to Figure 2 in the main text, but with observations replaced by GHM based river 
river flow reconstructions with out (w/o) HWLM. Simulations were masked to match observed 
coverage (i.e. only grid-cells containing gauging stations were selected and at each site only 
years with observations were considered).  Note that the first column (reconstruction) is identical 
to the corresponding column of Figure 1 in the main text. Note also that the second and third 
column (ESM driven simulations) are identical to the corresponding columns of Figure 2 in the 
main text.  
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Fig. S3: Similar to Figure 2 in the main text, but with observations replaced by GHM based river 
river flow reconstructions with (w/) HWLM. Simulations were masked to match observed 
coverage (i.e. only grid-cells containing gauging stations were selected and at each site only 
years with observations were considered).  Note that the first column (reconstruction) is identical 
to the corresponding column of Figure 1 in the main text. Note also that the second and third 
column (ESM driven simulations) are identical to the corresponding columns of Figure 2 in the 
main text. 
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Fig. S4: Similar to Figure 2 in the main text, but with observations replaced by GHM based river 
river flow reconstructions without (w/o) HWLM. In contrast to Figure S2 all grid-cells within the 
SREX regions that have sufficient observations were selected to assess the influence of spatial 
sampling biases within the regions. 
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Fig. S5: Similar to Figure 2 in the main text, but with observations replaced by GHM based river 
river flow reconstructions with (w/) HWLM. In contrast to Figure S3 all grid-cells within the 
SREX regions that have sufficient observations were selected to assess the influence of spatial 
sampling biases within the regions on the analysis. 
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Fig. S6: Similar to Figure 2 in the main text, but with observations replaced by GHM based river 
river flow reconstructions that without (w/o) HWLM. In contrast to Figure S4 all SREX regions 
were considered to assess the influence of global-scale sampling biases. 
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Fig. S7: Similar to Figure 2 in the main text, but with observations replaced by GHM based river 
river flow reconstructions with (w/) HWLM. In contrast to Figure S5 all SREX regions were 
considered to assess the influence of global-scale sampling biases.  
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Fig. S8: Summary of the 10% - 90% confidence intervals of scaling factors (β) shown in Figure 
2 (main text) and supplementary Figures S2 – S7. A: Scaling factors derived from 
HIST&HWLM simulations. B: Scaling factors derived from PIC&HWLM simulations. Text in 
parenthesis indicate the spatial domain of the analysis. (station): The analysis was conducted at 
locations with gauging stations (Figure 2, S2, S3). (region): The analysis was conducted using all 
grid-cells within those regions that have sufficient stations (Figure S4, S5). (global): The analysis 
was conducted using the grid-cells that fall in all possible regions (Figure S6, S7).  
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Fig. S9: Comparing observed, reconstructed and simulated spatial variability of regional median 
trends of annual low (A), mean (B) and high (C) river flow. Regional median trends are 
computed using data at the locations covered by observations. Overall the observed and 
reconstructed trends are enveloped by the individual HIST&HWLM simulations, indicating 
consistency between observed and simulated variability. 
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Fig. S10: Similar to Fig. S9, but comparing and reconstructed trends to PIC&HWLM 
simulations. 
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Fig. S11: Similar to Fig. S9, but comparing reconstructed and simulated regional median trends 
derived from all grid cells in all SREX regions. Overall, the reconstructed trends are enveloped 
by the HIST&HWLM simulations, indicating consistency of reconstructed and simulated 
variability. 
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Fig. S12: Similar to Fig. S10, but comparing reconstructed and simulated regional median trends 
derived from all grid cells in all SREX regions. 
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Table S1: Available GHM (rows) – atmospheric forcing (columns) combinations for the 
ISIMIP2a simulations in the “nosoc” configuration (i.e. w/o HWLM) that excludes impacts of 
water and land management. x denotes availability.   
 GSWP3(a) Princeton(b) WFDEI(3) 
CLM4.0 x x x 
DBH x x x 
H08 x x x 
LPJmL x x x 
MATSIRO x x x 
MPI-HM x x x 
Orchidee x x x 
PCR-GLOBWB x x x 
WaterGAP2 x x x 

(a)Data from the Global Soil Wetness Project Phase 3 (GSWP3), based on the reanalysis data set 20CR 
and using the bias targets GPCC, GPCP, CPC-Unified, CRU and SRB. The data set covers the period 
1901-2010. (see also http://hydro.iis.u-tokyo.ac.jp/GSWP3, “GSWP3” in ref. (35), referred there as 
GSWP3). 
(b)Data from the Terrestrial Hydrology Group at Princeton University, based on the reanalysis data set 
NCEP/NCAR Reanalysis I and using the bias targets CRU, SRB, TRMM, GPCP & WMO and validated 
against GSWP2. The data set covers the period 1901‐2012. (see also 
http://hydrology.princeton.edu/data.pgf.php, “PGFv2.1” in ref. (35), text partly from 
https://www.isimip.org, referred there as PGMFD v2.1). 
(c)Data based on the reanalysis data sets ERA-40 (for WATCH, (42)) and ERA-Interim (for WFDEI, (43)) 
and using the bias correction target GPCC for monthly rainfall and snowfall sums. The data set covers the 
period 1901‐2012, where the data for 1901-1978 are taken from WATCH, and from 1979 onwards from 
WFDEI. (“WFD_WFDEI” in ref. (35), referred there as WATCH-WFDEI). 
  

http://hydro.iis.u-tokyo.ac.jp/GSWP3
http://hydrology.princeton.edu/data.pgf.php
http://www.isimip.org/
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Table S2: Available GHM (rows) – atmospheric forcing (columns) combinations for the 
ISIMIP2a simulations in the “varsoc” configuration (i.e. with (w/) HWLM) that accounts for 
impacts of water and land management. x denotes availability. See Table S1 for an 
explanation of the different forcing data. 
 GSWP3 Princeton WFDEI 
DBH x x x 
H08 x x x 
LPJmL x x x 
MATSIRO x x x 
PCR-GLOBWB x x x 
WaterGAP2 x x x 
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Table S3: Factors of historical water and land management considered by global hydrology 
models that were used to derive river flow reconstructions (ISIMIP2a). Further details on the 
models can be found at https://www.isimip.org/impactmodels/. 

 Water use sectors Reservoir 
management Land use change 

DBH irrigation yes Yes (irrigation areas) 

H08 Irrigation, domestic, industry yes Yes (irrigation areas) 

LPJmL Irrigation, domestic, industry, 
livestock yes Yes (irrigation areas) 

MATSIRO Irrigation, domestic, industrial yes Yes (irrigation areas) 

PRC-
GLOBWB 

Irrigation, domestic, industrial, 
livestock yes Yes (irrigation areas) 

WaterGAP2 Irrigation, domestic, industrial, 
livestock yes Yes (irrigation areas) 

 
  

https://www.isimip.org/impactmodels/
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Table S4: Number of non-overlapping 40-year long segments in all GHM (rows) – ESM 
(column) combinations available for the PIC&1860soc experiments. 
 GDFL-ESM2M HadGEM2-ES IPSL-CM5A-LR MIROC5 
CLM4.5 5 5 5 5 
CWatM 5 5 5 5 
H08 5 5 5 5 
LPJmL 5 5 5 5 
MATSIRO 5 4 5 5 
MPI-HM 5 0 5 5 
PCR-GLOBWB 5 5 5 5 
WaterGAP2 5 5 5 5 
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Table S5: Available GHM (rows) – ESM (columns) combinations for the simulation 
experiments PIC&HWLM. x denotes availability.  
 GDFL-ESM2M HadGEM2-ES IPSL-CM5A-LR MIROC5 
CWatM x x x x 
H08 x x x x 
LPJmL x x x x 
MATSIRO x x x x 
MPI-HM x  x x 
PCR-GLOBWB x x x x 
WaterGAP2 x x x x 
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Table S6: Available GHM (rows) – ESM (columns) combinations for the simulation experiments 
HIST&HWLM. x denotes availability. 
 GDFL-ESM2M HadGEM2-ES IPSL-CM5A-LR MIROC5 
CWatM x x x x 
H08 x x x x 
LPJmL x x x x 
MATSIRO x x x x 
MPI-HM x  x x 
PCR-GLOBWB x x x x 
WaterGAP2 x x x x 
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Table S7: Factors of historical water and land management considered by global hydrology 
models that were used in conjunction with climate model output (ISIMIP2b). Further details on 
the models can be found at https://www.isimip.org/impactmodels/. 

Model Water use sectors Reservoir 
management 

Land use change 

CLM4.5 irrigation no Yes 

CWatM Irrigation, domestic, industrial yes yes 

H08 Irrigation, domestic, industrial yes yes 

LPJmL Irrigation, domestic, industry yes Yes (irrigation areas) 

MATSIRO Irrigation, domestic, industrial yes Yes (irrigation areas) 

MPI-HM irrigation no yes 

PCR-
GLOBWB 

Irrigation, domestic, industrial, 
livestock 

yes Yes (irrigation areas) 

WaterGAP2 Irrigation, domestic, industrial, 
livestock 

yes Yes (irrigation areas) 

 

https://www.isimip.org/impactmodels/
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