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Abstract

We investigate key characteristics of Ca2+ puffs in deterministic and stochastic frameworks

that all incorporate the cellular morphology of IP3 receptor channel clusters. In a first step, we

numerically study Ca2+ liberation in a three dimensional representation of a cluster environment

with reaction-diffusion dynamics in both the cytosol and the lumen. These simulations reveal

that Ca2+ concentrations at a releasing cluster range from 80 µM to 170 µM and equilibrate

almost instantaneously on the time scale of the release duration. These highly elevated Ca2+

concentrations eliminate Ca2+ oscillations in a deterministic model of an IP3R channel cluster

at physiological parameter values as revealed by a linear stability analysis. The reason lies in

the saturation of all feedback processes in the IP3R gating dynamics, so that only fluctuations

can restore experimentally observed Ca2+ oscillations. In this spirit, we derive master equations

that allow us to analytically quantify the onset of Ca2+ puffs and hence the stochastic time scale

of intracellular Ca2+ dynamics. Moving up the spatial scale, we suggest to formulate cellular

dynamics in terms of waiting time distribution functions. This approach prevents the state space

explosion that is typical for the description of cellular dynamics based on channel states and still

contains information on molecular fluctuations. We illustrate this method by studying global Ca2+

oscillations.
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The initiation of Ca2+ puffs marks the first step of vital Ca2+ signals observed

in a multitude of cells ranging from localised elevations of the cytosolic Ca2+

concentration over abortive waves to whole cell patterns. The very nature of

Ca2+ puffs as Ca2+ liberation through a cluster of ion channels demands a close

investigation of the relationships between properties of a Ca2+ puff and the micro

environment of a cluster. Here, we demonstrate that the spatial confinement

of channel clusters leads to Ca2+ concentrations around a conducting cluster

that are 2–3 orders of magnitude larger than bulk concentrations. These give

rise to steep gradients around a cluster and highlight that cells do not resemble

well-stirred reactors with spatially homogenous concentration profiles. Coupling

such large Ca2+ concentrations to deterministic gating dynamics of an ion channel

cluster reveals that fluctuations drive experimentally observed Ca2+ oscillations.

Consequently, we derive a probabilistic description of a cluster that allows us

to quantitatively predict the random time scale of Ca2+ puff initiation. We then

derive cellular dynamics from puff characteristics.

I. INTRODUCTION

A paramount task of all cells is to maintain reliable and precise signalling. Such signalling

events often consist of cascades of interactions, where the output of one step serves as input

to the succeeding one. Importantly, various components in such signalling pathways may

be positioned at different cellular locations. An example is the synthesis of cyclic adenosine

monophosphate (cAMP), one of the most important second messengers [1]. When hor-

mones in the extracellular space stimulate G–protein coupled receptors that are located in

the plasma membrane, membrane bound adenylate cyclases are activated. In turn, they

catalyse the formation of cAMP from adenosine triphosphate (ATP), which diffuses through

the cytosol. cAMP then triggers a multitude of reactions including gene expression. Hence,

the overall signal may travel from the extracellular space through interactions in the plasma

membrane and the cytosol to the nucleus. This layout immediately reveals that the con-

centration of the signalling molecules involved varies considerably in space and time. The

concentration of activated adenylate cyclase is only high in regions of activated G–protein

coupled receptors. Consequently, cAMP is only synthesised in the same region giving rise
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to huge concentration gradients around it [2]. They persist only as long as the stimulus is

present and therefore vary in time.

The cAMP pathway illustrates spatio-temporal characteristics that are equally applicable

to another major second messenger: Calcium. Intracellular Calcium plays an important

role in fertilisation, secretion of enzymes, muscle contraction, neuronal computing or pro-

grammed cell death, to name only a few [3, 4]. Among the different routes that lead to

an increase in cytosolic Calcium, one shares similarities with the synthesis of cAMP. Upon

stimulation of G–protein coupled receptors, inositol 1,4,5-trisphosphate (IP3) is formed at

the plasma membrane, which then diffuses through the cytosol to receptors that are located

on the membrane of the endoplasmic reticulum (ER). Upon binding to these IP3 receptors

(IP3Rs), Ca2+ is liberated from the ER resulting in a transient increase of the cytosolic

Ca2+ concentration. Similar to the localised production of IP3 at the plasma membrane,

release of Ca2+ from the ER occurs only at specific sites, which correspond to clusters of

IP3R channels. Depending on the cell type, these clusters form either regular or irregular

arrays. For instance, in Xenopus oocytes, clusters are scattered randomly on the membrane

of the ER with distances between 2–7 µm [5]. To appreciate that such a separation is in-

deed responsible for localised elevations of the intracellular Ca2+ concentration, we need

to consider two points. Firstly, the open probability of IP3R channels depends on the cy-

tosolic Ca2+ concentration. At base level, IP3Rs are unlikely to be activated, but a small

increase in the Ca2+ concentration leads to a significant increase in the open probability [6].

Therefore, Ca2+ that is released from a cluster and diffuses to adjacent clusters amplifies

the open probability there. However, this increase is minute since, secondly, the diffusion

length of Ca2+ in the cytosol is approximately 1 µm, so that only little of the liberated Ca2+

from one cluster reaches the neighbouring clusters. Considering Ca2+ diffusion as the main

coupling mechanism between nearby clusters, the coupling is weak, which in turn gives rise

to spatially localised Ca2+ release.

This picture is even emphasised by the small lateral extension of a cluster. Latest results

demonstrate that clusters consist of only 4–8 tightly packed channels, which restricts the

diameter of a cluster to less than 100 nm [7]. These new findings contrast earlier values of

100–300 nm, which were based on theoretical estimates of 5–40 channels per cluster [8, 9].

Such low copy numbers of channel molecules allow us to characterise the state of a cluster in

terms of channel states. Taking into account that these channel states depend on constant
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binding and unbinding of Ca2+ and IP3 at designated binding sites, the stochastic nature of

chemical association and dissociation entails that channels switch randomly between different

states. These fluctuations readily lead to stochastic cluster states since the number of

channels per cluster is too small to average over channel state fluctuations. Hence, a cluster

of IP3R channels presents a spatially localised release site whose intrinsic dynamics is highly

stochastic.

From a modeller’s perspective, these ideas impose strong bounds on the methods to anal-

yse intracellular Ca2+ dynamics. The traditional route was based on the assumption that

cells correspond to well–stirred reactors, i.e. all dynamics was deterministic and spatially

homogenous. Early studies in this spirit [10–14] yielded valuable insights and paved the

way for more sophisticated experimental and theoretical investigations. Even today, such

classical approaches may generate new predictions and hence serve as a starting point for

a more elaborate analysis. However, in the quest to unravel the full dynamical repertoire

of intracellular Ca2+ dynamics, we need to proceed along new avenues of spatially resolved

models that treat Ca2+ release as a stochastic variable. This corresponds to a transition

from deterministic ordinary differential equations to partial differential equations coupled to

stochastic schemes that describe the dynamics of IP3R channels. In this article, we review

quantitative results for release currents through a cluster of IP3R channels that underpin the

notion of huge gradients around a conducting cluster. After demonstrating that these gra-

dients are responsible to eliminate Ca2+ oscillations in deterministic models of Ca2+ release,

we report on stochastic schemes to quantitatively model single cluster dynamics. Finally,

we suggest a non-Markovian formulation of intracellular Ca2+ dynamics circumventing the

drawbacks of partial differential equations and state space explosion at the cell level.

II. RELEASE CURRENTS THROUGH A CLUSTER OF IP3R CHANNELS

Calcium released through clusters of IP3R channels does not only induce a multitude of

downstream signals, but it feeds immediately back on the dynamics of IP3 receptors. Al-

though the precise mechanistic details are still actively debated (see [15–17] for recent re-

views), the role of Calcium as both an agonist and antagonist of the IP3 receptor is well

established. Since such feed-backs depend on binding and unbinding of Ca2+ to specific

sites on the receptor, estimates of the local Ca2+ concentration at a liberating cluster are an
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essential ingredient of any modelling work. However, the diameter of IP3R channel clusters

ranges between 20-300 nm, which does not allow for any measurement. Hence, we performed

numerical simulations to gain a quantitative insight into Ca2+ release. Figure 1 depicts the

geometry that we have chosen. The set-up mimics the immediate environment of an IP3R

endoplasmic reticulum

cytosol

ER  membrane

channel 

FIG. 1: Geometrical setup for release simulations. The liberating cluster is presented by a concen-

tric hole in the the ER membrane.

cluster. On this scale, the membrane of the ER can be considered locally flat and adjacent

clusters are sufficiently apart. Hence, there is only one cluster in the cylindrical simulation

volume, in which the lower part corresponds to the ER and the upper part to the cytosol.

The membrane between the two compartments is located at constant height, and the IP3R

cluster is presented by a hole in the centre of the membrane. For the time being, we do

not model any gating activity, but consider the situation when a fixed number of channels

is already open. This translates into a Ca2+ flux through a conducting area of constant

radius R. The time evolution of the Ca2+ concentration in the cytosol is governed by the

reaction-diffusion equations

∂c

∂t
= D∇2c− k+

m(Bm − bm)c + k−
mbm − k+

s (Bs − bs)c + k−
s bs , (1a)

∂bm

∂t
= Dm∇2bm + k+

m(Bm − bm)c− k−
mbm , (1b)

∂bs

∂t
= k+

s (Bs − bs)c− k−
s bs . (1c)

Here, c denotes the concentration of free cytosolic Calcium, bm and bs refer to the con-

centrations of cytosolic Ca2+ bound mobile and cytosolic Ca2+ bound stationary buffer,

5



respectively. The first term of the right hand side in equation (1a) represents diffusion,

whereas the remaining expressions correspond to unbinding from and binding to mobile and

stationary buffers, respectively. Note that both buffer types obey the same kinetic scheme,

but only the mobile buffer diffuses. The dynamics in the ER takes the same form as in the

cytosol, i.e.

∂E

∂t
= DE∇2E − k+

Em(BEm − bEm)E + k−
EmbEm − k+

Es(BEs − bEs)E + k−
EsbEs , (2a)

∂bEm

∂t
= DEm∇2bEm + k+

Em(BEm − bEm)E − k−
EmbEm , (2b)

∂bEs

∂t
= k+

Es(BEs − bEs)E − k−
EsbEs , (2c)

where E corresponds to the free lumenal Ca2+ concentration, and bEm and bEs denote the

concentration of lumenal Ca2+ bound mobile and lumenal Ca2+ bound stationary buffer,

respectively. The two compartments are coupled by fluxes through the ER membrane.

Ca2+ flows through the conducting cluster according to

J = Ψ
E − αc

β + γE + δc
, r ≤ R . (3)

Equation (3) corresponds to a saturating barrier model of a conducting pore with a single

ion binding site [18], which was suggested in measurements by Bezprozvanny and Ehrlich

[19]. The five constants Ψ, α, β, γ, δ were determined by fitting flux simulations to ex-

perimental data from [19] as outlined in [20]. Outside the cluster, a constant leak occurs

that is proportional to the concentration difference over the membrane. In addition, Ca2+

is pumped back from the cytosol into the ER by sarco-endoplasmic reticulum Ca2+ ATPase

(SERCA) pumps, which we model by a Hill function with coefficient 2:

J = Pl(E − c)− Pp
c2

K2
d + c2

, r > R (4)

Under the assumption that Fick’s law holds, theses fluxes relate to the concentration fields

by

D
∂c

∂z
= DE

∂E

∂z
= −J . (5)

No-flux boundary conditions were imposed at the surfaces of the cylinder. We employed an

explicit scheme to discretise the diffusion operator and a 4th order Runge-Kutta algorithm

for the reaction terms [21]. Spatial discretisation was 2 nm for single channel simulations,

2
√

2 nm and 4 nm for larger clusters.
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In a first step, we will apply our framework to Ca2+ liberation through a single IP3R channel.

This requires us to determine the radius R of the conducting membrane patch, i.e. the size

of a channel pore. Direct data for IP3R channels is still unavailable, but Jiang et al. recently

measured the three-dimensional structure of an IP3R channel by cryo-electron microscopy

of purified receptors. Their data suggest an overall extension of approximately 15 nm [22].

This is comparable to results by Suhara et al. [23] who investigated IP3R channels in a

fluid environment employing atomic force microscopy. Both studies agree with estimates for

RyR channels, which represent another major Ca2+ releasing channel [24]. Mejia-Alvarez

et al. argue that the pore size can be well approximated by the extension of the lumenal

sponge, i.e. the volume around the pore in which negative charges reside [25]. They conclude

that the pore measures between 5–10 nm. Based on these findings, we set the single channel

radius RS to 6 nm. The left panel in Figure 2 shows the concentration profile around a single

channel at two different time points after release began. The peak concentration of almost

80 µM is obtained within the first microsecond. After that, the profile broadens slightly,

but the overall shape remains almost constant. Note the narrow width of the concentration

profile and hence the large gradients around the pore. Bearing in mind that typical open

dwell times for single channels are a few milliseconds, (see e.g. [26, 27]) the profile almost

instantaneously equilibrates on this time scale. A similar tendency can be observed in the

current as depicted in the right panel of Figure 2. After an initial transient lasting a few

microseconds, the current settles on a constant value.
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FIG. 2: Left: Spatial profile of free cytosolic Ca2+ 0.9 µs (dashed) and 1 ms (solid) after channel

opening. Right: Single channel current in the first 50 µs upon channel opening. Parameter values

as in Set 2 in Table I except
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These results illustrate that the concentration of free Ca2+ around a conducting channel

reaches values that are more than 3 orders of magnitude larger than resting concentrations

in a cell. This difference will grow even further when we consider release through multiple

channels in a cluster. Such orchestrated release, which is called a puff, raises the question

whether it represents the sum of individual channels, or whether channels interact during

Ca2+ liberation. We could consider channels to be independent if the depletion zone in the

ER around a liberating channel is smaller than the distance between neighbouring chan-

nels. Our simulations reveal that the lumenal concentration profile possesses a full width

at half minimum of 10 nm after 15 ms. When we relate this to the inter-channel distance

of approximately 12 nm as calculated by Swillens at al. [8], adjacent channels indeed in-

teract. To account for such crosstalk, Swillens and co-workers demonstrated that the flux

through mutually dependent channels corresponds to a flux through a single channel with a

conducting area that equals the sum of the pore sizes of all individual channels. Hence, we

set the area of a cluster with NO open channels to πNOR2
S, which entails a cluster radius of

R = RS

√
NO. Figure 3 shows the time evolution of concentration profiles of free cytosolic

Ca2+ for different numbers of conducting channels at various distances from the cluster. The
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FIG. 3: Time dependence of the concentration profiles of cytosolic Ca2+ at different distances r

from the channel cluster. Lines show results for 1, 2, 4, 11.11, and 21.77 open channels from lower

to higher values. Release through a single channel was simulated for 0.115 s, all other release events

lasted 400 ms. Note that all concentrations are increases above base level.

upper left panel depicts concentrations at the centre of the cluster. After initial transients,
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concentrations remain constant at levels between approximately 100 µM and 170 µM for

2 to 21.77 releasing channels. The rational number of open channels is a consequence of

the finite grid chosen for the simulations. Having fixed a certain number of grid points as

radius R, the number of open channels follows from NO = R2/R2
S as outlined above. As for

a single channel, we find here as well that profiles reach a steady state almost immediately.

Moving away from the cluster, concentrations drop significantly. At a distance of 2.4 µm the

strongest current produces concentrations of ∼ 30 nM above base level only. Three times

further away, the increase above base level lies in the nano-molar range. These results imply

that firstly profiles of free cytosolic Ca2+ are strongly localised around a releasing cluster

giving rise to very large gradients. Secondly, the increase of Ca2+ at neighbouring clusters

is minute due to an inter-cluster distance of 2–7 µm.

The large concentrations during a puff require us to reconsider earlier gating models of the

IP3 receptor as e.g. published in [12, 14, 28, 29]. There, state transitions of the receptor

were coupled to bulk concentrations. However, averaged concentrations are 2–3 orders of

magnitudes smaller than those experienced at a liberating cluster. Since transition rates

in these models are directly proportional to the Ca2+ concentration, we will investigate the

impact of such highly elevated Ca2+ concentrations on the dynamics of an IP3R channel

cluster in the next section.

III. Ca2+ PUFFS AND THE DETERMINISTIC GATING OF IP3 RECEPTOR

CHANNELS

The previous section focussed on properties of Ca2+ liberation through a constant number

of open channels. Here, we would like to go a step further and include changes in the

number of conducting channels during a Ca2+ puff. Our goal is to probe the response of

deterministic gating models of the IP3 receptor to localised concentration fields, since these

models occupy a prominent spot in the ongoing study of intracellular Ca2+. The focus on

deterministic models entails that we will work with a release density rather than a discrete

number of release channels. However, this transition does by no means correspond to a

homogenisation of ion channels. In the spirit of Swillens et al. [8], we allow the size of the

conducting membrane patch to vary between some maximal value, when all channels are

open, and 0, when all channels are closed. Hence, Ca2+ release is still spatially restricted.
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For the sake of computational convenience, we adapt a spherical geometry, so that the IP3R

channel cluster corresponds to a sphere of radius a that is centred in a larger sphere of

radius b. The latter represents the cytosol. Let p denote the probability for a channel to

be open, then the radius of the conducting cluster volume is given by a = a0
3
√

p, where a0

corresponds to the maximal radius when all channels in the cluster are open. The third root

stems from the fact the size of the conducting volume is proportional to the open probability.

The functional form of p depends on the model of the IP3 receptor. Here, we choose the

one proposed by De Young and Keizer [12]. They argue that a single receptor expresses

three binding sites: an activating IP3 binding site, an activating Ca2+ binding site and an

inhibiting Ca2+ binding site. The state of a receptor can hence be expressed by a binary

triplet ijk where the first digit corresponds to the IP3 binding site and the last two to the

Ca2+ activating and Ca2+ inhibiting binding sites. An index equals 1 if an ion is bound and

0 otherwise. A receptor is deemed activated if IP3 and Ca2+ are bound to their respective

activating site, so that 110 represents the active state of the receptor. Let pijk denote the

fraction of receptors in the state ijk, then the equations of motion for the set {pijk} takes

the form

ṗijk = gijk (c, {pijk}) , i, j, k ∈ [0, 1] , (6)

where c refers to the cytosolic Ca2+ concentration. Note that equation (6) subsumes eight

coupled equations. However, only seven of the eight variables are independent since proba-

bility is conserved, i.e.
1∑

i,j,k=0

pijk = 1 . (7)

Therefore, we only need to consider seven equations in (6). For the specific form of the

functions gijk, we refer the reader to [12, 30]. To close equation (6), we have to specify

the time evolution of the cytosolic Ca2+ concentration. In concurrence with the previous

section, we set it to

ċ = D∇2
rc + kl(E − c)− kpc + kc(E − c)Θ(a− r) . (8)

Here, the first term on the right hand side describes diffusion of Ca2+ governed by the

Laplace operator ∇2
r in spherical co-ordinates. The remaining expressions correspond to a

leak flux, SERCA pumps of strength kp and Ca2+ release. The latter is restricted to the

region r ≤ a by the Heaviside function Θ, which is 0 for negative arguments and otherwise
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1. The linear SERCA pump model corresponds to a biophysical model [31] in the limit of

no co-operativity and low affinity when lumenal gating is neglected.

The value of a = a0
3
√

p is usually time dependent because of the coupling to the open

probability p. The value of p can be computed from properties of the IP3 receptor channel.

Early flux measurements [6, 32] revealed that an IP3R channel consists of 4 receptors,

and that the channel is conducting when at least 3 of the 4 receptors are activated. The

tetrameric structure was recently confirmed by Jiang et al [22]. Therefore, we employ

a = a0p110
3
√

4− 3p110 . (9)

Equations (6), (8) and (9) form the dynamical system that describes Ca2+ liberation through

a localised release site of time dependent size. To gain insight into how it responds to the

large Ca2+ concentrations that we reported in the previous section, we perform a linear

stability analysis. We begin with the stationary solutions to equations (6) and (8). The

Heaviside function in equation (8) allows us to solve it separately for 0 ≤ r < a and r ≥ a.

Throughout our analysis, an overbar indicates stationary values. We find the fixed point of

the cytosolic Ca2+ concentration to be

c(r) = B(a)
exp(k2(r − 2b))− exp(−k2r)

r
Θ(r − a) + A(a)

sinh(k1r)

r
Θ(a− r) , (10a)

k2
1 =

kl + kp + kc

D
, k2

2 =
kl + kp

D
. (10b)

The two unknowns A and B are determined by matching c and its first derivative at a.

Turning back to the gating dynamics, a closer inspection of equation (6) reveals that the

right and side varies along the radial co-ordinate due to variations of c. Since the Ca2+

concentration does not vary significantly within a cluster, we decide to evaluate c at the

boundary, which results in a unique set of gating variables pijk. With constant c(a), it

follows from equation (6) that the stationary value for an active receptor is given by [33]

p110 =
d2c(a)I

(c(a) + d5)(d1d2 + c(a)d3 + c(a)I + d2I)
. (11)

d1 and d3 denote the dissociation constant for IP3 binding in the absence and presence of

inhibitory Ca2+, respectively. The parameters d2 and d4 refer to dissociation constants for

the inhibiting Ca2+ binding site depending on whether IP3 is bound or not. The activating

Ca2+ binding site is characterised by the dissociation constant d5, and I denotes the IP3

concentration.
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Up to now, the value of a is still undetermined. However, inserting equation (11) into

equation (9) and subsequently employing the expression for c(a) turns equation (9) into an

implicit equation for a. This concludes the computation of the stationary state.

We proceed by linearising equations (6) and (8) around the stationary solutions. Let y and

δa be the perturbations of the Ca2+ concentration and the radius, respectively, then the

linearised Ca2+ dynamics reads as

ẏ = D∇2
ry − (kl + kp)y −Θ(ā− r)kcy + kc(E − c̄)δD(r − ā)δa , (12)

where δD refers to Dirac’s delta function. The perturbation δa follows from equation (9) as

[33]

δa =
∂f

∂p110

z110(a)

[
1− ∂f

∂p110

∂p110

∂r

]−1

, (13)

where z110 denotes the perturbation of the gating variable p110 around its equilibrium value.

We used the short hand notation f(p110) = a0p110
3
√

4− 3p110, and all partial derivatives in

equation (13) have to be evaluated at (c(a), p110(a)). A comparison of equation (12) with

equation (8) reveals that the time dependent radius leads to an additional flux at the cluster

edge. Once we make the ansatz y(r, t) = u(r) exp(ωt) and linearise the gating dynamics, we

find that the eigenvalue ω is determined by [33]

k2 + k1 coth(k1a)− kc(E − c(a))

D

aδa

sinh(k1a)
= 0 , (14a)

with

k1 =

√
kl + kp + kc + ω

D
, k2 =

√
kl + kp + ω

D
. (14b)

Hence, stability of the linearised Ca2+ profile is established by inspecting the real part of ω

as a solution to equation (14a).

Before we present results for the stability analysis outlined above, we need to consider the

choice of parameter values. The original De Young Keizer model was set-up and fitted to

averaged Ca2+ concentrations. Since they result from a homogeneous release density, the

release strength kDK
c estimated by De Young and Keizer has to be re-scaled to accommodate

for localised Ca2+ liberation. Let L be a typical inter-cluster distance, then we set a3
0kc =

L3kDK
c . This relation assures flux conservation between the two models, because there is one

localised cluster of volume a3
0 for every volume L3 in the homogeneous model. This scaling

results in kc = 34500 s−1, which is close to realistic values [20]. Other critical parameters
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are the dissociation constants, as they measure the sensitivity of the binding and unbinding

processes.

The impact of the dissociation constant for Ca2+ activation is illustrated in Figure 4. It

depicts the IP3 concentration for a Hopf Bifurcation and two saddle node bifurcation in

dependence on d5. The Hopf bifurcation occurs always at higher values of d5 than both saddle

node bifurcations. All three bifurcations coalesce in a cusp at approximately 0.375 µM.

Below this point, only a single linearly stable fixed point exists. Taking into account that

experimentally reported values for d5 range between 77 nM [26] and 330 nM [34] (De Young

and Keizer employed 82.34 nM), oscillations do not occur for measured dissociation constants

d5 in the presence of localised Ca2+ release.
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FIG. 4: IP3 concentration of the saddle node bifurcations (solid and dashed dotted) and the Hopf

bifurcation (dashed) in dependence on d5. Parameters values are d1 = 0.13 µM, d2 = 3 µM,

d3 = 0.9434 µM, d4 = 0.4133 µM, kp = 80 s−1, kl = 0.002 s−1, kc = 34500 s−1, E = 750 µM,

a0 = 0.03 µm, D = 40 µm2s−1.

The only way to induce Ca2+ oscillations in this deterministic framework is the use of un-

physiologically high values of d5. But even then, these oscillations could never be observed

in experiments. Figure 5 provides a first evidence. It shows bifurcation diagrams for two

different values of the Ca2+ diffusion coefficient representing buffered diffusion (left panel)

and free diffusion (right panel). A single fixed point exists for most values of the IP3 concen-

tration. Two saddle node bifurcation occur at small values of I, and a Hopf bifurcation gives

rise to oscillations on the upper branch. These persist from the Hopf bifurcation towards

smaller values of the IP3 concentration and vanish in a putative homoclinic bifurcation close

to the lower saddle node point. Hence, oscillations occur only in a restricted range of IP3
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concentrations, which is too small to be of experimental relevance.

0 0.40.2 0.30.1 0.60.5

IP
3
 (μM)

1

2

5

0

3

4

C
a2

+
 (

μ
M

) 

0 0.05 0.1 0.15

IP
3
 (μM)

1

2

0

3

4

C
a2

+
 (

μ
M

) 
5

FIG. 5: Stationary values of the Ca2+ concentration for D = 40 µm2s−1 (left) and D = 220 µm2s−1

(right) computed from equation (10a) at r = a. Solid lines denote linearly stable fixed points,

dashed and dotted lines denote linearly unstable points. Parameters as in Figure 4 and d5 =

0.8234 µM.

The characteristics of the oscillations as shown in Figure 6 corroborate our idea even fur-

ther. The left panel depicts oscillations at the centre of the releasing cluster. After an initial

transient, which illustrates that we indeed reach realistic values of the Ca2+ concentration

at a cluster, the Ca2+ dynamics settles into small amplitude oscillations. Moving away from

the cluster reduces the amplitude considerably. At a distance of 1.588 µm, the Ca2+ con-

centration changes less than a nanomolar. These oscillations are too small to be measured,

and hence cannot represent observed global oscillations.

When we probe the parameter space even further, the toplogy of the bifurcation diagram

changes significantly. Instead of two saddle node points as in Figure 5, only one saddle node

bifurcation occurs as illustrated in Figure 7. Beyond the Hopf bifurcation on the upper

branch, two stable solutions exist and extend infinitely towards larger values of the IP3

concentration.

Moreover, we discovered a period doubling sequence, which suggests that oscillations might

not only vanish due to a (putative) homoclinic bifurcation. Figure 8 demonstrates that

decreasing the IP3 concentration gives rise to a period-2 and then to a period-4 solution. As

for the regular oscillations discussed above, these closed orbits only exist for a small range

of IP3 concentrations and the amplitude of the oscillations is again considerably damped

when moving away from the cluster [33].

14



1500 50 100
t (s)

20

19.5

19

C
a2

+
 (

μ
M

)

150
0

40

0

30

20

10

50 100
t (s)

C
a2

+
 (

μ
M

)

FIG. 6: Oscillation of the Ca2+ concentration at r = 0 µm (left) and r = 1.588 µm (right). Note

the difference in the order of magnitude for the amplitude and mean. Parameters as in Figure 5

and D = 40 µm2s−1, a2 = a4 = 0.2 (µMs)−1, a5 = 1 (µMs)−1.
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FIG. 7: Stationary values of the Ca2+ concentration for D = 220 µm2s−1 computed from equation

(10a) at r = a. Solid lines denote linearly stable fixed points, dotted lines linearly unstable fixed

points. Parameter values are d1 = 0.13µM, d2 = 12.588 µM, d3 = 0.9434 µM, d4 = 1.7346 µM,

d5 = 2.4702 µM, kp = 80 s−1, kl = 0.002 s−1, kc = 700 s−1, E = 750 µM, a0 = 0.11 µm,

a2 = a4 = 0.0167 (µMs)−1, a5 = 0.667 (µMs)−1.

The reason for the absence of oscillations at experimentally supported parameter values

lies in the saturation of all feedback processes. The highly elevated Ca2+ concentrations

at a cluster are orders of magnitude larger than any dissociation constants, and hence

deterministic gating mechanisms have already reached their maximal response. Since this

behaviour is often characterised by an extended plateau — as is the case for frequently

used Hill functions — no feedback can be exerted anymore. The only way to reintroduce
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FIG. 8: Oscillations of the Ca2+ concentration at r = 0 µm for different values of the IP3 concen-

tration. At t = 100 s, we decreased I from 0.22 µM to 0.218 µM (left panel), whereas I = 0.215 µM

for all times in the right panel. Parameter values as in Fig 7 and D = 50 µm2s−1.

oscillations into localised Ca2+ release is to allow for fluctuations. These fluctuations arise

from the small number of channels per cluster. The state of a cluster does not change

smoothly, but jumps in response to changes in single channels. These alterations arise from

random association and dissociation of Ca2+ and IP3 at their regulatory sites. Hence, we

need to extend the description of gating dynamics from deterministic equations to the field

of stochastic processes.

IV. A MASTER EQUATION APPROACH TO Ca2+ PUFF DYNAMICS

The insight that fluctuations constitute the driving force behind intracellular Ca2+ oscilla-

tions necessitates a change in perspective. The dynamics of a cluster does not depend on

averaged properties of a large number of ion channels, but it is the behaviour of individual

channels that determines any response. This holds especially true for the initiation of a

Ca2+ puff. It is the transition of a single channel to the open state in a background of closed

channels that sets off Ca2+ liberation. Therefore, the essential ingredient to quantify the

beginning of a puff is the probability of an individual channel to open between t and t + dt

when the Ca2+ concentration is at base level.

Single channel properties like this have been studied extensively in the past, and powerful

methods have been developed to characterise the stochastic behaviour of plasma membrane

ion channel [35, 36]. However, the large number of states of a single IP3R channel, which can
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range between 330 and 1800 depending on the receptor model, requires different approaches.

This holds especially true for the computation of the transition probability to the open state.

In general, the calculation of this probability depends on the morphology of the ion channel.

In case of the IP3R channel, there are 4 receptors per channel, and as pointed out earlier,

the channel is conducting when at least 3 of the 4 receptors are activated. Given a specific

receptor model, there might be more than one configuration of all four receptors in the open

state of the channel. Consider for a moment the De Young Keizer model and the situation

when 3 of the 4 receptors are activated. Then 3 receptors are in the state 110, but the

fourth can be in any other of the 8 receptor states except 110. Since the four receptors are

deemed independent and indistinguishable, combinatorial analysis yields 7 distinct receptor

configurations that correspond to this open channel state.

Before we address the general case of multiple receptor configurations, we take a step back

and consider an ion channel where all receptors need to be in the activated state A for the

channel to be open. Hence, there is exactly one conducting configuration in terms of receptor

states. The last transition before the channel opens is therefore the one where all but one

receptor are in the activated state. This entails that up to this point any of the receptors

can have visited the activated state A arbitrarily often, so that the probability density for a

channel is not a power of the single receptor probability density.

The notion of arriving in the activated state links the activation of a channel to first passage

time problems. Generally, let q(X, t|Y, τ) denote the probability of the channel to be in the

state X at time t when it was in the state Y at time τ , and F (X, t|Y, 0)dt the probability

of arriving in the state X for the first time in the interval [t, t + dt] when the initial state

was Y . Then these two quantities satisfy the relation [37]

q(X, t|Y, 0) = δX,Y δ(t) +

t∫
0

dτq(X, t|X, τ)F (X, τ |Y, 0). (15)

The probability of being in X at time t equals the probability of arriving there for the

first time in some interval [τ, τ + dτ ], τ ≤ t, times the probability of being in X at time

t given the initial condition (X, τ). The integral sums over all τ between 0 and t, and

the delta functions take care of initial values. In the case of a time-homogeneous process,

q(X, t|Y, τ) = q(X, t−τ |Y, 0) [38], so that the Laplace transform of equation (15) for X 6= Y

readily follows as

q̂(X, s|Y, 0) = F̂ (X, s|Y, 0)q̂(X, s|X, 0) . (16)
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Since F (X, t|X, 0) = δ(t), we finally obtain

F̂ (X, s|Y, 0) =
q̂(X, s|Y, 0)

q̂(X, s|X, 0)
(1− δX,Y ) + δX,Y . (17)

The feasibility of the Laplace back-transform to compute F (X, t|Y, 0) depends crucially on

the functional form of q̂. To construct the latter, we first focus on the dynamics of a single

receptor. Since the following derivation holds for any receptor model, we consider a receptor

with n states and any transitions between them. Bearing in mind that these transitions are

stochastic as they derive from chemical interactions, we describe them by a master equation

[38, 39]. Let P be a vector that contains the probabilities p(i, t|j, 0) to be in the receptor

state i at time t with initial state j, i.e. P (t|j, 0) = (p(1, t|j, 0), . . . , p(n, t|j, 0)), then the

dynamics of P is governed by dtP (t|j, 0) = WP (t|j, 0). The elements wij of the matrix

W ∈ Rn×n correspond to transition rates from the receptor state j to the receptor state i.

All diagonal elements wii are such that each column sums to 0. For a time independent

matrix W that can be diagonalised, a solution of P reads as

P (t|j, 0) =
n∑

i=1

cjiVi exp (λit) . (18)

The coefficients cji ∈ R are determined by initial conditions. λi ∈ R and Vi = (v1i, . . . , vni)

denote an eigenvalue and the corresponding eigenvector of W , respectively.

Having established the probability for a single receptor, we can incorporate equation (18) into

a channel state. Let there be h independent receptors per cluster [24], then the probability

to be in the activated channel state A at time t given some initial state I at time 0 follows

as

q(A, t|I, 0) =
n∏

i=1

p (a, t|i, 0)mi =
n∏

i=1

(
n∑

j=1

cijvja exp (λjt)

)mi

. (19)

The initial state is such that mi receptors are in state i, i = 1, . . . , n. Some algebra and

combinatorial analysis reveal that equation (19) can be cast into the compact form [40]

q =
r∑

j=1

Mj ({mi}) exp (ηjt) , (20)

where ηj is a linear combination of eigenvalues of W , and the constants M are determined

by initial conditions. The upper limit r =
(

h+n−1
n−1

)
counts the number of ways to distribute

h receptors on n receptor states. We can immediately compute the Laplace transform of
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equation (20), which yields

q̂(A, s|I, 0) =
r∑

j=1

Mj (m)

s− ηj

. (21)

Since the common denominator is independent of initial conditions, it cancels when we insert

equation (21) into equation (17), so that we find

F̂ (A, s|I, 0)=
q̂(A, s|I, 0)

q̂(A, s|A, 0)
=

q̃(A, s|I, 0)

q̃(A, s|A, 0)
, I 6= A , (22)

with q̃(A, s|I, 0) =
∑

j Mj (m)
∏

k 6=j(s− ηk). Consequently, the first passage time density in

the time domain follows readily as

F (A, t|I, 0) =
r−1∑
j=1

q̃(A, sj|I, 0)

q̃′(A, sj|A, 0)
exp (sjt) , I 6= A , (23)

using contour integration. The prime indicates the derivative with respect to s, and {sj} is

the set of all zeros of q̃(A, s|A, 0).

Equation (23) allows us to quantify the initiation of a Ca2+ puff if each channel in a cluster

possesses a unique open state in terms of its receptor states. However, the multimeric

structure of ion channels often leads to more than one conducting state, as we discussed

for the IP3R channel earlier. This requires us to generalise our previous derivation to ra

open channel states Ai, i = 1, . . . , ra < r, so that the overall conducting state is given by

A =
∑

i Ai. Let F (AiA, t|I, 0)dt denote the probability to arrive in the open state Ai for the

first time without having visited any of the other active states Aj, j 6= i, given some initial

state I at time 0. Since all Ai are mutually exclusive, the probability to initiate a puff in

the interval [t, t + dt] follows as F (A, t|I, 0) =
∑

i F (AiA, t|I, 0) [41]. This leads us directly

to a generalisation of equation (15)

q (Ai, t|I, 0) = δAi,Iδ(t) +
ra∑

j=1

t∫
0

dτF (AjA, τ |I, 0)q(Ai, t|Aj, τ) , (24)

i = 1, . . . , ra, which is equivalent to

q̂ (Ai, s|I, 0) =
ra∑

j=1

F̂ (AjA, s|I, 0)q̂(Ai, s|Aj, 0) , (25)

for I 6= Ai. Equation (25) is a system of ra equations for the ra unknowns F̂ (AjA, s|I, 0),

which can be solved by standard techniques as demonstrated in [40]. Note that F̂ (AjA, s|I, 0)

are fractions of polynomials and hence can be Laplace back-transformed in analogy with
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equation (22). The left panel in Figure 9 illustrates that results from our analytical approach

are almost indistinguishable from stochastic simulations. We used the transition matrix

W3 =


−6 10 12

2 −15 3

4 5 −15

 . (26)

Having first passage time densities at the channel level at our disposal, we can now move on

to a cluster with N channels. This raises the question of how to specify initial cluster states.

On the one hand, we could prescribe the numbers {bi} of subunits in state i, i = 1, . . . , n,

and then distribute them onto all hN subunits. However, the mere number of subunits does

not uniquely fix the cluster state in terms of channel states, as rearrangement of subunits

between different channels can result in different channel states. Let {u} = (u1, . . . , ur),∑
i ui = N , denote an arbitrary, but fixed collection of channel states that complies with

the set {bi}. Then, the probability for a cluster to be activated is given by

F{u}(t) =
r∑

i=1

uiF (A, t|Ii, 0)Gui−1(A, t|Ii, 0)
∏
j 6=i

Guj(A, t|Ij, 0) , (27)

with

G(A, t|Ii, 0) = 1−
t∫

0

F (A, τ |Ii, 0)dτ . (28)

G(A, t|Ii, 0) is the probability that a channel that was originally in the ith channel state

has not yet been activated at time t. Note that G(A, t|A, 0) = δ(t). Equation (27) states

that a cluster is activated for the first time when one channel opens for the first time while

all other channels are still closed. Since equation (27) represents only one specific channel

configuration, we obtain the first passage time density for a cluster by averaging over all set

of channel states {u} that can be derived from the subunit collection b = {bi}, i.e. [40]

F̄b(t) = 〈F{u}(t)〉u|b. (29)

The right panel in Figure 9 illustrates this procedure for a cluster of 7 trimeric channels,

where the subunit transition matrix W is given by

W4 =


−15 2 0 3

5 −4 3 0

0 2 −9 3

10 0 6 −6

 . (30)
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The analytical approach is an excellent agreement with direct stochastic simulations.

0 5

0

0.01

0.02

0.03

t(s)

F
(A

,t
|I

,0
)d

t

0 2
0

0.02

0.04

0.01 0.02
0.3

0.35

F
b
(t

)d
t

t (s)

t (s)

F
b
(t

)d
t

FIG. 9: Left: Escape probability F for a channel with 3 3-state subunits using eqs. (23) and (25).

The initial state is I = (0, 0, 3), and the absorbing state is A = (0, 2, 1) ∪ (1, 2, 0). Right: Escape

probability F̄b for a cluster of 7 trimeric channels. Each subunit is modelled by 4 states. 10 is

the activated state of the subunit. Initial conditions are (n00, n10, n11, n01) = (2, 8, 4, 7), and the

absorbing state is when a channel has 3 subunits in 10 for the first time. The inset shows a blow

up of the delta-peak at t = 0. Lines - analytic results, shaded areas - histograms from stochastic

simulations (500000 trials).

Another way to assign an initial cluster state is in terms of the probability o(i) of a single

subunit to be in state i initially. Then,

Fch(t) =
r∑

j=1

h!

m1j! · · ·mnj!

n∏
i=1

o(i)mijF (A, t|Ij, 0) , (31)

where Ij indicates the jth channel state as initial condition given and mij represents the

number of subunits in the state i given the jth channel state (
∑

i mij = h). Fch(t) corre-

sponds to a distribution averaged over all initial conditions. The probability density for a

cluster to be activated for the first time is in this formulation

Fcl(t) = NFch(t)G
N−1
ch (t) , (32)

with

Gch(t) = 1−
t∫

0

Fch(τ)dτ . (33)
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A fundamental difference between equation (29) and equation (32) is that the first one

requires numbers of subunits as input, whereas the latter is based on probabilities. Never-

theless, they are closely related. When we choose probabilities o(i), then a specific initial

configuration b of subunits is sampled with a probability

p ({b}) =
(Nh)!

b1! · · · bn!
.

n∏
i=1

o(i)bi . (34)

Hence, the relation between the two first passage time densities is given by

Fcl(t) =
∑

F̄{b}(t)p ({b}) . (35)

The left panel of Figure 10 illustrates this concept. Originally, equations (29) and equation

(32) yield different probability densities, but the scaling in equation (35) transforms one into

the other. The right panel of Figure 10 shows that there is almost no difference between the

application of equation (34) and statistics obtained from stochastic simulations.
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FIG. 10: Left: Comparison between equation (29) (dashed line) for initial conditions (37, 38) and

equation (32) (diamonds) for (po, pc) = (0.5, 0.5). The discrepancy is resolved by equation (35)

(grey solid line). Right: Distribution of initial number of activated subunits for (po, pc) = (0.5, 0.5)

from stochastic simulations (bars) and evaluated from a binomial distribution (solid line). All

computations are performed for a cluster of 25 trimeric channels, of which each subunit is modelled

by two states with transition rates r = g = 0.1 s−1.

So far, our approach was based on the master equation of a single receptor, from which we

constructed first channel and then cluster dynamics. The advantage of this method is that

usually the number of receptor states is small. Hence, the ensuing master equation presents
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a low dimensional ordinary differential equation, for which it is computationally cheap to

evaluate all eigenvalues and eigenvectors. The highest computational costs arise for the

Laplace back-transform, as we have to find all zeros {si} of a large order polynomial [40].

We can alleviate the complexity of the last step by directly constructing the master equation

for a channel. The price we pay is to analyse a high dimensional master equation because

there are r channel states as defined after equation (20) in contrast to only n receptor states.

However, such a shift of computational load can be beneficial [42].

To derive the channel master equation, we first construct the transition probabilities pij to

move from channel state j to channel state i in the infinitesimal time interval dt. Since

we still assume that only a single binding site can change state in an each epoch dt, the

transition probability is zero between channel states for which the number of receptors in

any receptor state differs by more than one. Otherwise we have pij = φwkl if a transition

from receptor state l to state k corresponds to a change in channel state from j to i and

there are φ receptors in state l.

We pointed out earlier that there might be more than one activated channel state Ai, i =

1, . . . , ra. Given some initial channel state I, we obtain the probability to arrive in any

of the activated states Ai for the first time by solving the channel master subject to the

condition q(Ai, t|I, 0) = 0 for all t ≥ 0 [38]. Such absorbing boundary conditions in state

space entail that we can delete all lines and rows in the transition matrix P = pij that

correspond to the activated states. This leaves us with the master equation ẏ = P̃ y, where

y = {q(X, t|I, 0)|X 6= Ai} and hence P̃ ∈ Rr−ra×r−ra . Let f(A, t|I, 0) be the probability

that the channel is activated in the interval [0, t] then

f(A, t|I, 0) = 1−
∑

X 6=Ai

q(X, t|I, 0) = 1−
ra∑

i=1

ra∑
j=1

cjVjie
λj t , (36)

where λj and Vj = Vji denote the eigenvalues and eigenvectors of P̃ , respectively. The

coefficients cj are determined by initial conditions. From equation (36), the probability for

a channel to open for the first time in the interval [t, t + dt] then follows as

F (A, t|I, 0) =
d

dt
f(A, t|I, 0) = −

ra∑
i=1

ra∑
j=1

cjλjVjie
λj t . (37)

A comparison of equation (37) to (23) shows that the eigenvalues of P̃ correspond to the set

of zeros {si}.
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All cluster properties readily follow from equations (32) and (33) because initial conditions

are defined in terms of channel states and not with respect to receptor states. Figure 11

shows results for the first passage time probabilities of a cluster when we apply three different

models for the IP3 receptor. Firstly, we investigated a nine-state model suggested in [43, 44],

which we reduced to an eight state model. The second model is a variation of the first one

that takes into account sequential binding as proposed by Taylor and Adkins [45]. The last

implementation foots on work by Sneyd et al [29] with modifications suggested in [46] and

studied in [47]. For more details, we refer the reader to [42]. All three plots demonstrate

excellent agreement between our analytical approach and direct stochastic simulations. Ini-

tial conditions are sampled according to the equilibrium channel state distribution, which

corresponds to the eigenvector associated with the zero eigenvalue of P .
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FIG. 11: First passage time probability density F for a cluster of 5 tetrameric IP3 channels for

different receptor models. Each receptor is based on [43, 44] (left), [45] (middle) and [29] (right).

See text for details. Parameter values are listed in Table II for the left and middle panel except

a2 = a5 = 10−3 (µMs)−1, b2 = 0.016 s−1 and b5 = 8 10−4 s−1 for the middle panel. Table III shows

parameter values for the right panel.

With the probability distribution for Ca2+ puff initiation at our disposal, we are now in the

position to analyse whole cell signals. Recent measurements in various cell types [48, 49]

have revealed that global Ca2+ oscillations are stochastic. In the next section, we address

the question whether such random behaviour at the cell level can indeed be caused by

fluctuations at the cluster level.
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V. GLOBAL CALCIUM OSCILLATIONS

A trademark of global Ca2+ oscillations is the orchestrated action of Ca2+ puff sites in a

cell. The degree of recruitment during a single transient varies with cell size, so that almost

all Ca2+ puff sites respond in smaller cells, but a lower ratio of clusters may be involved in

larger cells. Recent experiments in small cancer cells revealed the expression of less than 10

puff sites [50]. Inspired by these findings, we here consider a cell with 8 clusters. They are

arranged at the vertices of a cube of edge length d, which is embedded in a larger sphere.

The dynamics of the cytosolic Ca2+ concentration is governed by a variation of equation (8),

i.e.

ċ = D∇2c− kpc + σ
∑∗

i

δ(r − ri) , (38)

where the asterisk indicates a summation restriction to conducting clusters only. Puff sites

are located at positions ri, and σ denotes the release strength of a liberating cluster. For

computational convenience, we set σ to a constant value that does not depend on the number

of open channels per cluster, although future implementations will use a more sophisticated

approach [51]. Based on a single channel current of 0.2 pA [52] and the assumption of three

open channels per puff, we estimate σ ≈ 3000 µmols−1. Note that the unit of σ follows from

our choice of measuring concentrations in µM, space in µm and time in s. We demonstrated

in Section II that concentration profiles around a liberating cluster equilibrate fast on the

time scale of release. Hence, we performed a quasi steady-state analysis of equation (38), so

that the increase of Ca2+ at a closed cluster positioned at rj is given by

cj =
σ

D

∑∗

i

exp(−λ|rj − ri|)
4π|rj − ri|

, λ =

√
kp

D
, (39)

where the spatial dependence results from the Green’s function of the Helmholtz equation

[53]. The Ca2+ concentration at an open cluster readily follows as

co
i =

σ

D

exp(−λa)

4πa
, (40)

where a corresponds to a typical cluster radius. We describe the initiation of Ca2+ release

at a closed cluster by waiting time densities F (A, t − t′) as derived in Section IV. These

distributions are always computed from the actual Ca2+ concentration at the quiescent puff

site, and t′ refers to the time of the last concentration change within the entire cell. Since

we are interested in Ca2+ oscillations, we need to consider a mechanism by which channels
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close. Under the assumption that we may treat termination of release as a cluster property

rather than at the level of single channels, we employ a Poisson process with IP3 dependent

rate µ(I) for this purpose. Hence, the probability density for a cluster to close reads as

Fcl(I) = µ(I)e−µ(I)t . (41)

As the Ca2+ concentration around a conducting cluster is highly elevated in comparison to

base level concentrations c0, we use a closing rate that is independent of c0. The dependence

on the IP3 concentration follows from the experimental observation that the open probabil-

ity of IP3R channels increases with rising IP3 concentrations. The larger number of channels

that can open at higher IP3 concentrations translates into a monotonically decreasing be-

haviour of µ(I).

Putting opening and closing distributions together, we simulated whole cell responses us-

ing a recent hybrid algorithm [54]. Figure 12 illustrates that global Ca2+ oscillations can

indeed arise from local Ca2+ puff dynamics. As observed in experiments, there is a clear

division between Ca2+ puffs and Ca2+ oscillations. In the latter, seven and eight clusters

participate, since as soon as more than one Ca2+ puff occurs in a small time window, the

Ca2+ concentration at adjacent clusters increases to such an extent as to facilitate channel

opening. Moreover, the stochastic nature of global Ca2+ oscillations is clearly visible.

VI. CONCLUSION

A quantitative understanding of intracellular Ca2+ signals ultimately starts from the basic

building block of all cellular Ca2+ patters: Ca2+ puffs and Ca2+ sparks. In the study at hand,

we focussed on Ca2+ puffs, which refer to Ca2+ liberation through IP3 receptor channels.

Experiments have provided strong evidence that the IP3R channel does not only release

Ca2+, but its gating dynamics strongly depends on Ca2+ levels in both the cytosol and the

lumen (see e.g. [55, 56]). Therefore, we first investigated the range of Ca2+ concentrations

that occur at a releasing cluster. We performed simulations in a three dimensional geometry

that mimics the local environment of a cluster. Importantly, we took into account that a

cluster possesses a finite radius (i.e. is not a point source) and that adjacent clusters are

far away in terms of the diffusion length of intracellular Ca2+. Hence, Ca2+ liberation is

a spatially confined process. We found that peak concentrations at a cluster reach up to
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FIG. 12: Stochastic simulation of global Ca2+ oscillations based on local Ca2+ puff dynamics. Each

cluster contains five tetrameric channels, and each receptor is based on the De Young Keizer model

[12]. One open cluster corresponds to a Ca2+ puff, larger numbers of open clusters indicate a global

oscillation. Parameter values are c0 = 0.03 µM, IP3 = 1 µM, µ = 5.5 s−1, σ = 3000 µmols−1,

D = 220 µm2s−1, kp = 80 s−1 and d = 1.5 µm. See Table IV for parameter values of the De Young

Keizer model.

approximately 170 µM for 22 open channels, while a single channel still gives rise to almost

80 µM. These concentrations are 2–3 orders of magnitude larger than bulk concentrations.

Moreover, concentration profiles decay rapidly around a cluster. In a distance of 2.4 µm,

the strongest current leads to an increase of ∼ 30 nM above base level only, which reduces

to less than 3 nM at a range of 7.2 µm.

These findings have significant consequences for both single cluster dynamics and cluster-

cluster coupling. The impact on the latter is revealed through the amplification of the open

probability of IP3R channels in nearby clusters bearing in mind that an increase in cytosolic

Ca2+ results in a larger open probability. An excess of a few nanomolar delivered from one

cluster might not be enough to raise the open probability significantly. Hence, a single Ca2+

puff is most likely unable to initiate a propagating Ca2+ wave as it cannot induce activity

in adjacent clusters. The beginning of a wave requires a minimum number of Ca2+ puffs in

close proximity and hence represents a nucleation process.

At the single cluster level, the dynamics of IP3 receptors is subject to the highly elevated

local Ca2+ concentrations. Given that binding and unbinding of Ca2+ influences the state

of a receptor, these state changes are driven by much larger concentrations than previously

recognised. However, most of the modelling work in the past foots on averaged concentra-
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tions. The existence of global oscillations was predicted based on bulk concentrations, as

was the computation of frequencies and amplitudes. In the light of our new results, shad-

ows fall on the validity of these findings. Hence, we investigated the behaviour of the De

Young Keizer model [12] as one of the prototypical frameworks of the IP3 receptor under

the influence of localised concentration fields.

In a three dimensional geometry, we introduced a Ca2+ source the size of which changed

in response to the open fraction of IP3R channels. This ansatz combines the deterministic

spirit of the De Young Keizer model with confined Ca2+ liberation. The former considers

a large number of IP3R channels, which we account for by using a source density. Since

the release area is bounded by some maximal radius, we satisfy the constraint of localised

release. A linear stability analysis revealed that for the parameter values that De Young

and Keizer originally used, oscillations do not exist. There is only one linearly stable fixed

point. But even if we induce oscillations in this deterministic approach by changing some

parameter values, the amplitude is too small as to be observable in experiments. Moreover,

they only exist in a small window in parameter space, which renders them experimentally

almost insignificant. Hence, adjusting parameter values in the original De Young Keizer

model does not reinstall oscillations.

The reason why oscillations do not exist lies in the interplay between the sensitivity of gating

processes and the largely elevated Ca2+ concentrations. A measure of those sensitivities is

given by dissociation constants. Although we still lack exact numbers (see [57] in this issue

for a recent contribution), we know orders of magnitude [58]. It turns out that realistic Ca2+

concentrations exceed these dissociation constants 10–1000 times. Taking into account that

in deterministic models Ca2+ association and dissociation respond only to concentrations

around the dissociation constants, all gating processes saturate. Hence, there is no feedback,

which is essential for maintaining oscillations. Although we only considered the De Young

Keizer model, these observations hold true for other gating schemes of the IP3 receptor as

well since they rely on similar dissociation constants. The only way to rescue oscillations

is to resort to stochastic dynamics. The basis for fluctuations is the small number of ion

channels per cluster and therefore the small number of binding sites. Since IP3 and Ca2+

constantly bind and unbind at their designated binding sites, the state of an IP3R channel

changes randomly. These fluctuations are neither averaged nor even damped in a cluster

due to the limited number of channels.
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With these findings in our minds, we derived master equations to describe the initiation of

Ca2+ puffs. On the one hand, we started from the master equation of a single receptor, from

which we constructed channel state probabilities and then first passage time probabilities

for a cluster. On the other hand, we went straight to the master equation for a channel.

Although being equivalent, these two approaches differ in the distribution of computational

load. The advantage of the first method lies in being exact and avoiding the combinatorial

blow up present in the second way because a receptor has usually much fewer states than a

channel. However, computing time scales for the first passage time probability can be easier

starting from the channel master equations.

In addition to direct simulations [43, 49, 59, 60], other stochastic models have been proposed

[9, 47, 61–63]. Although some of them start from a master equation, they often approximate

it by a Langevin equation for computational convenience. However, such a simplification

might not be applicable to an IP3R channel cluster. These approximations rely on the

presence of a large parameter as e.g. the number of ion channels or the reaction volume

[38, 39], but neither of them is large in the current setting. Another step is the use of

simple channel models that disregard the presence of multiple receptors. But our results

indicate that the coupling between different receptors essentially shapes the probability

distribution for a Ca2+ puff. The method that we outlined above does without any of these

approximations and hence offers a powerful tool to quantify Ca2+ puffs.

Moving from the cluster level to whole cell dynamics, we demonstrated that stochastic Ca2+

puff dynamics can give rise to random whole cell Ca2+ oscillations. These results corroborate

earlier simulations [59] and findings in Section II that the initiation of global Ca2+ oscillations

represents indeed a nucleation process. Only the occurrence of a minimum number of nearby

Ca2+ puffs can trigger cellular responses.

A quantitative measure of these global Ca2+ oscillations is the time between successive

spikes, which is sometimes called the inter spike interval (ISI). The results presented here

and elsewhere suggest a partition of an ISI into a stochastic and a deterministic component.

The random contribution is set by the probabilities to initiate a puff and then form a critical

nucleus. The deterministic time scale is controlled by spike duration and recovery from a

spike. Recent experiments [48] demonstrated that the standard deviation of ISIs is similar

to the average ISI. Therefore, fluctuations are of the same order as the mean, so that the

stochastic time scale as quantified by waiting time distributions is not a minor aberration
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of the ISI, but contributes significantly to it.

The advantage of employing waiting time densities lies in the reduction of the number of

states by many orders of magnitude while conserving information on molecular fluctua-

tions. Instead of driving stochastic multi-cluster simulations with high dimensional master

equations based on single receptor dynamics, we only need to draw transition times from

a probability density. The highly elevated Ca2+ concentrations at releasing clusters enter

the calculation of waiting time densities and the coupling function, but in our approach the

time evolution of these concentration fields does not depend on the simulation of a partial

differential equation anymore. This results in another huge reduction in computational cost.

The price that we pay for such a decrement is a Non-Markovian description [64]. Although

Non-Markovian processes often escape analytical treatment, some choices of waiting time

densities allow us to derive closed form expressions [64]. This is subject of ongoing research

and will be presented elsewhere. In principle, the description of intracellular Ca2+ dynamics

could become Markovian again, if we applied a quasi-steady state approximation to all tran-

sitions within the lumped states of individual clusters. However, experiments that quantify

inter puff intervals clearly showed that they do not obey simple exponential distributions,

indicating that the dynamics within the lumped states is relevant [65]. Information on these

internal transitions is conserved in the waiting time distributions we use. These distribu-

tions can be directly measured as puff duration and inter puff interval densities, so that the

formulation of our theory rests on experimentally accessible quantities.

The insights that we gain from studying intracellular Ca2+ dynamics extend beyond the

scope of this versatile second messenger. On the one hand, localised production of signalling

molecules is shared by many other cellular pathways as e.g. cAMP cascades. The growing

interest in microdomains [66] and confined G-protein coupled receptor signalling [67] rep-

resent other applications. At the same time, there is a renewed interest in waiting time

distributions within the physics community [64], where they arise naturally in the theory of

hierarchical dynamical systems. Taken all this together, intracellular Ca2+ might bridge the

gap between originally unrelated fields.
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Parameter Value (Set 1) Value (Set 2)
Geometric parameters
height of the cytosol 9 µm
radius of the cytosol 12 µm
height of the ER hER 0.028 0.060 µm
radius of the ER RER 12 µm
leak flux coefficient Pl 0.02 µms−1

Channel flux constants
Ψ 9.3954 µms−1

α 1.497 10−3

β 1.1949 10−4

γ 1.1444 10−7 µM−1
δ 1.1556 10−7 µM−1

single channel radius Rs 0.006 µm
pump flux coefficient Pp 40 µMµms−1

pump diss. coefficient Kd 0.2 µM
Diffusion coefficient
D 223 µm2s−1

DE 223 110 µm2s−1

Dm 40 µm2s−1

DEm 30 16.95 µm2s−1

On-rates of buffers
k+

s 50 (µMs)−1

k+
m 700 (µMs)−1

k+
Em 1 (µMs)−1

k+
Es 1 (µMs)−1

Buffer dissociation constants Ki = k−i
k+

i

Ks 2 µM
Km 0.2428 µM
KEs 350 µM
KEm 350 µM
Total concentrations of buffers
Bs 80 µM
Bm 40 µM
BEs 50 5 mM
BEm 50 5 mM
total concentration of Ca2+ in the ER 67.87 7.430 mM
resting concentration of free Ca2+ in the ER 715.56 µM

TABLE I: Parameter values for Section II. Voids in the value column of Set 2 mean that the value
of Set 1 is valid.
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Parameter Value Parameter Value

a0 550.0 s−1 b0 80.0 s−1

K1 0.0036 µM a1 60.0 (µMs)−1

K2 16.0 µM a2 0.2 (µMs)−1

K3 0.8 µM a3 5.0 (µMs)−1

K4 0.072 µM a4 0.5 (µMs)−1

K5 0.8 µM a5 150.0 (µMs)−1

TABLE II: Parameter values for the left panel in Figure 11. See [43, 44] for details.

Parameter Value Parameter Value

k2 37.4 (µMs)−1 k−2 1.4 s−1

k3 0.11 (µMs)−1 k−3 29.8 s−1

k4 4.0 (µMs)−1 k−4 0.37 s−1

k5 2.0 (µMs)−1 l1 10.0 (µMs)−1

l3 100.0 (µMs)−1 l5 0.1 (µMs)−1

L1 0.12 µM L3 0.025 µM

L5 38.2 µM l2 1.7 s−1

l−2 0.8 s−1 l4 37.4 (µMs)−1

l−4 2.5 s−1 l6 4707.0 s−1

l−6 11.4 s−1

TABLE III: Parameter values for the right panel in Figure 11. See [29] for details.
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