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Abstract This paper introduces an approach that integrates Natural Language
Processing (NLP) and knowledge graphs with Reconfigurable Manufacturing Sys-
tems (RMS) to enhance flexibility and adaptability. We utilize a chatbot interface
powered by GPT-4 and a structured knowledge base to simplify the complexities
of manufacturing reconfiguration. This system not only boosts reconfiguration ef-
ficiency but also broadens accessibility to advanced manufacturing technologies.
We demonstrate our methodology through an application in capability match-
ing, showcasing how it facilitates the identification of assets for new product
requirements. Our results indicate that this integrated solution offers a scalable
and user-friendly approach to overcoming adaptability challenges in modern man-
ufacturing environments.
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1 Introduction

Manufacturing is evolving due to increased demand for personalized products and
resource unpredictability. This change requires agile, adaptable systems, leading to
the adoption of Reconfigurable Manufacturing Systems (RMS) [1]]. RMS combines the
high output of Dedicated Manufacturing Lines (DML) [2]] with the flexibility of Flexible
Manufacturing Systems (FMS) [3]], allowing for quick adaptation to market shifts while
maintaining efficiency. However, reconfiguring manufacturing processes to meet varying
demands presents challenges, as traditional methods often lack the required dynamism
and intuitive interfaces for effective decision-making [4].

Addressing these challenges, recent advancements in Natural Language Processing
(NLP) [5], knowledge graphs [6]], and Large Language Model (LLM) [7]] present a prom-
ising solution. The integration of these technologies into Reconfigurable Manufacturing
System (RMS) can significantly enhance data interaction and system efficiency. By
leveraging LL.Ms and knowledge graphs, this paper introduces a methodology that sub-
stantially improves the reconfiguration process in manufacturing systems. Central to our
approach is a chatbot interface that enables seamless, intuitive user interactions, facilit-
ating a more efficient, accessible, and user-friendly reconfiguration process. This marks
a significant advancement in the field of manufacturing system design and optimization.
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The paper is organized as follows: Section [2] reviews relevant literature on LLMs,
knowledge graphs and chatbot. Section[3]details the proposed methodology, emphasizing
the integration of NLP, LLMs, and knowledge graphs in RMS. Section [] validates our
approach through one case study in capability matching. Finally, Section [5] concludes
the paper, highlighting our findings and future research directions.

2 Related work

2.1 Large Language Models and Generative Pre-trained Models

The field of artificial intelligence (Al) encompasses a wide array of technologies, among
which LLMs [8]] and Generative Pre-trained Models (GPTMs) [9]] represent significant
areas of innovation and application. These models have fundamentally transformed our
approach to NLP, making it possible to interact with digital systems more intuitively
and human-like.

LLMs are sophisticated Al systems designed to understand, generate, and interact
with human language at a remarkable scale. These models are trained on extensive
datasets comprising texts from diverse sources, enabling them to grasp the nuances
of language, including grammar, context, and semantics. LLMs can perform a variety
of tasks, such as text generation, summarization, translation, and more, making them
invaluable tools in many domains [[10].

2.2 Knowledge Graph

The knowledge graph concept represents a transformative approach to managing and
utilizing information, highlighted by the introduction of Google’s Knowledge Graph
project in 2012 [15)]. This initiative aimed to enhance the search engine’s ability to
deliver relevant results by understanding the relationships between different pieces of
information, thus significantly improving user experience.

A knowledge graph is a structured form of knowledge representation in triples that
connects entities (such as objects, events, or concepts) through various relationships [[16].
This structure is particularly adept at representing heterogeneous data, allowing for the
nuanced depiction of the complexity inherent in real-world information. The strength of
knowledge graphs lies in their dual-layer architecture: the schema layer and the entity
layer.

The schema layer provides the foundation for the knowledge graph, defining the
types of entities that exist within the graph and the possible relationships between them.
It establishes a formal structure for the data, ensuring consistency and enabling effective
reasoning and inference. The schema layer adheres to standards like Resource Descrip-
tion Framework (RDF) and Web Ontology Language (OWL), set by the World Wide Web
Consortium, which facilitate the creation of application-independent, knowledge-centric
graphs that are understandable by both humans and machines.



3 Proposed methodology

Motivated by the scarcity of research in manufacturing reconfiguration for chatbots and
the accuracy challenges due to data representation shortcomings, there’s a critical need
for innovative approaches. A methodology for constructing the chatbot using LLMs
has been proposed. Its purpose is to facilitate interaction between humans and robots
through speech or text. The chatbot’s structure comprises the following components:

1. Human-Machine Interplay Block: This block facilitates user and machine com-
munication. It is designed to present information to the user and gather user inputs,
functioning across web browsers, desktop software, or graphical user interfaces
(GUIs).

2. Logic Block: The core processing unit where the business logic resides, this block
interprets the user’s intent, accesses the necessary data, and determines the appro-
priate response based on the chatbot’s algorithms and rules.

3. Data Block: Serving as the repository of all knowledge, this block manages and
retrieves information from a structured Knowledge Base, ensuring that the chatbot’s
responses are informed and contextually relevant.

The relationship among the three components is illustrated in Figure T} depicting a
sequence that begins with the human-machine interplay system receiving a query from
the user. This query is passed to the logic block, where natural language processing
and logical analysis occur. Concurrently, the data block retrieves necessary information
and provides support to the logic block, facilitating further processing if required. After
processing the information, the logic block generates a response, which is then displayed
to the user by the human-machine interplay system, completing the cycle of interaction.
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Figure 1: Workflow diagram depicting the interaction between the Human-Machine
Interplay Block, Logic Block, and Data Block.



4 Mo et al.

3.1 Human-Machine Interplay Block

The Human-Machine Interplay Block acts as the interface for direct interaction between
the user and the chatbot, primarily facilitating the reception of user inputs and the
presentation of the chatbot’s responses. This block is tailored to ensure an intuitive
and seamless communication flow, exclusively handling the input and output processes
without delving into the complexities of input interpretation, which the Logic Block
manages.

— Receiving Input: Captures and forwards user queries to the Logic Block. Input can
be in the form of text or, if submitted as voice, is converted to text via Automatic
Speech Recognition (ASR) technology.

— Displaying Results: Presents the processed responses from the chatbot to the user,
utilizing a clear and user-friendly format.

3.2 Logic Block

The Logic Block serves as the central processing unit of our chatbot framework, intelli-
gently orchestrating the flow of information from user inputs to generating appropriate
responses. This block processes inputs received through the Human-Machine Interplay
Block, utilizes the NLP techniques for comprehension and intent determination, and
formulates responses based on a detailed Knowledge Base (KB). Within this block,
sophisticated decision-making algorithms are employed to handle user queries by effi-
ciently

— Parsing and comprehending user inputs through advanced NLP techniques.

— Retrieving relevant information from the KB.

— Utilizing public LLMs like GPT-3 or GPT-4 when the KB does not provide a
sufficiently accurate answer, ensuring a broader scope of response generation.

— Employing decision-making algorithms to select the optimal response, prioritiz-
ing answers from the KB for precision and supplementing with LLM-generated
responses when necessary.

3.3 Data Block

The Data Block’s effectiveness in our chatbot framework is significantly amplified
through the integration of a knowledge graph designed to represent and manage hetero-
geneous data accurately while facilitating machine learning applications. The knowledge
graph is structured into two principal layers, each serving a distinct purpose in the data
management ecosystem:

— Schema Layer: Defines the architecture of the graph, specifying entity types and
their possible interrelations.
— Entity Layer: Contains the instantiated data that populates the schema structure.

The knowledge graph’s construction from diverse information sources is guided
by the need to support complex reasoning and facilitate machine learning. Through
these mechanisms, the Data Block ensures the chatbot’s responses are precise, relevant,
and reflective of the latest available information, thereby enhancing the overall user
experience.



4 Implementation

4.1 Construction of the ChatBot

In alignment with the proposed methodology outlined in Section 3] the construction of
our chatbot encompasses three essential components. These include the design of the
human-machine interplay block, the logic block, and the data block.

The human-machine interplay block is responsible for visualizing the interaction
between humans and machines. We have implemented this block using the React Simple
Chatbot package as the visualization interface, which is integrated into our system with
JavaScript. This package was selected for its robustness, ease of use, and compatibility
with modern web technologies. The implementation of this block is a critical step in
ensuring that our chatbot is accessible and user-friendly, providing a solid foundation
for the sophisticated processing capabilities that follow in the subsequent blocks.

In the Logic Block of our chatbot framework, we utilize advanced NLP techniques
and harness the capabilities of public LLMs like GPT-3 or GPT-4, while also leveraging
a structured KB for domain-specific accuracy. This setup allows us to evaluate the
sufficiency of the KB’s response for a given query. If the response from the KB is deemed
adequate, it is used for its precise domain-specific information. Otherwise, the query is
directed towards an LLM for a broader understanding. This approach ensures a versatile
and adaptive response mechanism capable of addressing a wide array of user queries
with high accuracy and relevancy. To facilitate this, we have integrated the OpenAl
API into our system using JavaScript, enabling seamless interaction between the logic
block and the human-machine interplay block. This integration not only showcases
the efficient use of GPT-4 for generating responses but also highlights the system’s
scalability and adaptability, significantly enhancing the user experience by providing
timely and contextually relevant information.

The Data Block is a critical component of our chatbot framework, primarily focused
on creating, managing, and retrieving knowledge from the KB. It encompasses the
comprehensive development of a knowledge graph and integrates closely with the Logic
Block for efficient data retrieval based on user queries. This section is designed to
leverage KB creation information detailing its construction, integration, and operational
use within the chatbot.

The development of the KB is achieved by constructing a knowledge graph specific-
ally tailored for the domain of manufacturing reconfiguration, following the methodo-
logy outlined by Mo et al. [[17]]. This approach results in a complex structure adept at
encapsulating the diverse and intricate nature of data within manufacturing.

The Data Block’s capabilities, critical for the chatbot’s operation, extend into ad-
vanced data retrieval mechanisms intricately integrated with the Logic Block. This
integration is pivotal for efficiently processing user queries and retrieving pertinent data
from the KB to generate responses. To facilitate this sophisticated interaction between
the database and the Logic Block, we employ the Neo4j-Driver API for JavaScript. This
choice of technology enhances our retrieval process as follows:

— Neodj-Driver API Integration: Through the Neo4;j-Driver API, custom algorithms
within the Logic Block directly interact with the graph database, executing Cypher
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queries to fetch relevant data. This direct integration ensures seamless communic-
ation between our chatbot’s processing logic and the KB stored in Neo4j, enabling
efficient and accurate data retrieval. Neo4j provides an accurate answer to solve the
limitation of the public LLM.

— Query Interpretation: The Logic Block, utilizing GPT-4’s NLP capabilities, inter-
prets user queries and translates them into specific, actionable Cypher queries for
the knowledge graph. This translation is crucial for making the retrieval requests
precise and tailored to the user’s needs. If the answer from the Neo4; is not available,
then this one will used to generate a general answer.

— Data to Response Conversion: Once data is retrieved, the Logic Block transforms
this information into coherent and informative responses. Leveraging the response
generation capabilities of GPT-4, the chatbot articulates the data into user-friendly
answers, providing insights and information directly derived from the KB.

4.2 Application in Capability Matching

Capability matching emerges as a critical function within the context of adapting man-
ufacturing systems to new product requirements, often driven by specific customer
demands. This adaptive process necessitates a real-time evaluation of the manufacturing
system’s capabilities in relation to the new product specifications. Our chatbot system
plays a crucial role in facilitating this evaluation, leveraging advanced NLP and data-
base query technologies. A typical user interaction scenario might involve querying the
system about the assets required for a specific task, such as “What are the required assets
for task 100?”

Initially, the user submits a query related to manufacturing reconfiguration, specific-
ally targeting capability matching for a new task. This query is input into the chatbot
interface, where the GPT-4 model processes the natural language input, translating it
into Cypher query language understandable by the Neo4j database. Upon execution of
this query, the database returns a list of candidate assets suitable for the task at hand.

For instance, as depicted in the process flow, querying for the execution requirements
of task 100 yields a selection of candidate assets, including “Fanuc M-900ib/400L",
“KUKA KR 240 R3330”, “Fanuc M-2000iA/1700L", among others. Subsequent inquir-
ies about specific assets, such as requesting the cost of “Fanuc M-900iB/400L", are
similarly processed by the chatbot, with the response generated based on data retrieved
from the Neo4j database, as shown in Figure

This integrated chatbot system, by converting user inquiries into actionable data-
base queries and presenting the information in a user-friendly manner, significantly
enhances the decision-making process in manufacturing reconfiguration. It exemplifies
the practical application of combining Al-driven NLP with graph database technologies
to streamline complex operations within industrial settings.

5 Conclusions

This paper presented an approach leveraging advancements in LLMs and knowledge
graphs to address the complexities of reconfiguring manufacturing systems. By integrat-
ing NLP capabilities with a robust knowledge representation framework, we proposed
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Figure 2: Displaying cost information from the chatbot

a methodology that significantly enhances the adaptability and efficiency of RMS. Our
approach democratizes access to RMS, making it more accessible to users with varying
levels of technical expertise, thereby facilitating a broader adoption of this technology
in the manufacturing industry.

Throughout this study, we demonstrated the application of our methodology in
one critical manufacturing reconfiguration area: capability matching. It highlighted the
practical benefits of our approach, showcasing its potential to streamline the reconfigur-
ation process and improve operational efficiency. By enabling more effective interaction
between users and manufacturing systems, our methodology offers a path toward more
agile and responsive manufacturing operations that adapt to changing market demands
and customer preferences.
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