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Abstract: Sentiment analysis is a vital component of natural language processing (NLP), enabling
the classification of text into positive, negative, or neutral sentiments. It is widely used in customer
feedback analysis and social media monitoring but faces a significant challenge: bias. Biases, often
introduced through imbalanced training datasets, can distort model predictions and result in unfair
outcomes. To address this, we propose a bias-aware sentiment analysis framework leveraging Bias-
BERT (Bidirectional Encoder Representations from Transformers), a customized classifier designed to
balance accuracy and fairness. Our approach begins with adapting the Jigsaw Unintended Bias in
Toxicity Classification dataset by converting toxicity scores into sentiment labels, making it suitable
for sentiment analysis. This process includes data preparation steps like cleaning, tokenization,
and feature extraction, all aimed at reducing bias. At the heart of our method is a novel loss
function incorporating a bias-aware term based on the Kullback-Leibler (KL) divergence. This
term guides the model toward fair predictions by penalizing biased outputs while maintaining
robust classification performance. Ethical considerations are integral to our framework, ensuring the
responsible deployment of Al models. This methodology highlights a pathway to equitable sentiment
analysis by actively mitigating dataset biases and promoting fairness in NLP applications.

Keywords: sentiment analysis; natural language processing; transformer models; bias mitigation;
social media analytics

1. Introduction

Sentiment analysis, often referred to as opinion mining [1,2], is a key area within
natural language processing (NLP) that focuses on recognizing and categorizing emotions
or sentiments expressed in text. With the digital era generating an enormous amount of user-
generated content, sentiment analysis has become an essential tool across many fields [3].
Businesses use it to track customer feedback, healthcare providers use it to assess mental
health, politicians to monitor public sentiment, and social scientists to explore societal
trends [4]. It is vital to understand how people feel about a product, service, or issue, which
in turn can influence everything from brand management to market predictions based on
consumer input and online conversations [5].

This research focuses on addressing one of the most pressing challenges in sentiment
analysis within such interconnected ecosystems: mitigating bias in sentiment predictions.
Bias can manifest in many ways, such as favoring one demographic over another, misclas-
sifying sentiments in underrepresented groups, or amplifying stereotypes [4]. Such biases
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can have far-reaching implications, from reinforcing societal inequalities to eroding trust in
Al systems [6]. By developing a bias-aware sentiment analysis framework, this study aims
to enhance the reliability and fairness of sentiment predictions, particularly in applications
where fairness is paramount [7].

1.1. Background and Motivation

The rise of the Internet and, more recently, social networks has led to an explosion
of text data [8,9], giving us an unprecedented opportunity to better understand human
emotions and opinions. Sentiment analysis has been gaining momentum as a way to
automatically process and make sense of this overwhelming volume of information. Its
applications are broad, ranging from automating customer service interactions [10] to track-
ing public sentiment around elections [11], and even monitoring mental health trends [12].
However, as the technology has evolved, so have the challenges. One of the toughest
hurdles is the inherent complexity of human emotion. People express their feelings in
so many ways, sometimes with sarcasm, idioms, or cultural references—that it can be
difficult for a machine to detect these subtleties [13]. As a result, creating a model that
works universally, in different contexts and cultures, is difficult.

An additional challenge comes from the potential for bias in sentiment analysis mod-
els [14,15]. These biases often creep in through the training data and can lead to skewed
predictions. For instance, if a model is trained on data from one specific demographic, it
may not be able to accurately interpret the sentiments of people from other backgrounds.
This becomes especially problematic when applying sentiment analysis to sensitive areas
such as sexual orientation, religion, or disability, where biased results could have serious
consequences. Given these challenges, our research is driven by two primary motivations:
developing a sentiment analysis approach that is both technically accurate and ethically
sound. Our goal is to address the technical hurdles of sentiment analysis while also con-
fronting the ethical issues involved in deploying these models, particularly in delicate or
high-impact areas.

1.2. Objective and Contribution

In this research, our objective was to present a novel sentiment analysis approach that
strengthens not only accuracy but also ethical decency. We are particularly interested in the
possible risks of unfair or inaccurate forecasts in contexts where these could lead to very
significant harm, for example, sexuality, religious belief, and disability.

The key contributions of our work are as follows.

1.  Development of Bias-BERT and bias-aware loss function: A novel sentiment analysis
model, named Bias-BERT, is tailored to handle biased sentiment prediction; there is a
special loss function for this model, which includes a bias-aware term based on KL
divergence. These target class distributions are specially created during the model
training for it to learn and reduce biases towards those classes, so that predictions can
be fairer.

2. Real-time user feedback integration: Our unique approach integrates the real-time
user feedback loop. This enables users to help provide feedback on the accuracy of
the model as well as any biases that may be present in the predictions. It relays this
feedback to the other models, and they all learn together while maintaining a higher
quality model that accounts for any bias.

3. Comprehensive bias evaluation and ethical considerations: We also achieved an
unbiased evaluation of biased predictions using the same sets of test examples by
validating across multiple demographic groups including but not limited to race,
gender, and sexuality; comparative experiments demonstrate that debiasing does
indeed reduce bias significantly from the baseline. We also look at the ethical consid-
erations when utilizing bias-aware sentiment models and provide best practices for
responsible and equitable use.
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4.  Contribution to fair Al research: Our research contributes towards the broader move-
ment for fair Al by offering a blueprint for the development of bias-aware models.
Although we are centered around sentiment analysis, this framework is versatile and
works for a wide range of NLP tasks, contributing to fairness in Al applications across
numerous industries.

The real significance of this research lies in its ability to advance sentiment analysis
by tackling the key challenge of bias. By creating a model that prioritizes both accuracy
and fairness, our study hopes to contribute to the development of more equitable and
trustworthy sentiment analysis tools. These tools can be used in a wide range of fields,
from helping businesses better understand their customers to helping researchers in the
social sciences.

The rest of this paper is structured as follows. In Section 2, we review existing work
in sentiment analysis and bias mitigation. Section 3 explains our proposed methodology.
Section 4 presents the experimental setup and results, followed by a discussion of ethical
considerations in Section 5. Finally, Section 6 concludes the paper and highlights potential
directions for future research.

2. Related Work

Sentiment analysis has seen tremendous growth over the past few decades. In this
section, we cover the major developments in sentiment analysis and the recent focus on
mitigating bias in these models.

2.1. Sentiment Analysis

Sentiment analysis, a key area within Natural Language Processing (NLP), revolves
around identifying and categorizing emotions or sentiments found in text. The primary
aim is to classify the text into categories like positive, negative, or neutral. In the early
days of sentiment analysis [16,17], lexicon-based methods were the most popular. These
approaches relied on predefined lists of words, each assigned a sentiment score to reflect
whether the word conveyed a positive or negative meaning [18]. The overall sentiment of a
text was then calculated by adding up the sentiment scores of all the words in the text [19,20].
While straightforward and not requiring labeled data, lexicon-based approaches struggled
with context-sensitive words and idiomatic phrases, making it hard for them to pick
up on more nuanced sentiments. As machine learning techniques evolved, sentiment
analysis shifted towards more data-driven methods. Algorithms such as support vector
machines (SVMs) [21] and naive Bayes [22] became popular for this task. These models
require labeled data for training, where each text sample is tagged with its respective
sentiment [23,24]. Once trained, these models can predict the sentiment of new unlabeled
text. While more accurate than lexicon-based methods, machine learning models are
computationally demanding and require large quantities of labeled data.

Deep learning has completely transformed sentiment analysis by enabling models to
detect more complex patterns and relationships in text [25,26]. Recurrent Neural Networks
(RNNs) and Convolutional Neural Networks (CNNs) [27] are often used in this space.
RNN:Ss [28] are particularly effective in analyzing sequences, which makes them great for
processing sentences and longer texts. On the other hand, CNNSs, originally designed for im-
age processing, have also been proven effective in text classification [29,30]. Although these
models generally outperform traditional machine learning methods, they come with higher
computational costs and complexity [31]. Recently, transformer-based architectures [32],
especially BERT (Bidirectional Encoder Representations of Transformers) [33], have set new
performance benchmarks in NLP, including sentiment analysis. Developed by Google,
BERT is pre-trained on a massive corpus and can be fine-tuned for specific tasks, providing
a powerful and flexible framework for modern NLP applications. BERT’s strength comes
from its ability to capture context using a self-attention mechanism [30,34], allowing it to
understand the sentiment of a word based on its surrounding text. This is particularly use-
ful in sentiment analysis, where the context can drastically change the meaning of a word.
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Various transformer variants such as GPT [35], RoBERTa [36], and DistilBERT [37] have
been developed to improve BERT or address specific challenges. These models highlight
the adaptability and strength of transformer architectures, with fine-tuning allowing them
to specialize in tasks like sentiment analysis across different domains. However, the high
computational demands of these models remain a challenge, often requiring specialized
hardware for optimal performance.

2.2. Bias in Sentiment Analysis

The issue of bias in machine learning, particularly in sentiment analysis, has gained
significant attention. Bias can appear in many forms, including gender, race, age, and socio-
economic status [26]. Tackling these biases is crucial for ethically sound sentiment analysis
models. The bias in sentiment analysis models often comes from the training data [26].
For example, if the data primarily consist of reviews from one demographic, the model
may end up biased toward the perspectives of that group. Similarly, if the data include
gendered language or culturally specific phrases, the model can inherit these biases [38].
Understanding the makeup of the training data is the first step in recognizing where bias
could be introduced. Detecting bias in sentiment analysis models is both challenging
and necessary [39]. Several tools and methods have been developed to help identify and
measure bias. For instance, the Al Fairness 360 toolkit offers a set of metrics to understand
bias in model predictions [40]. These metrics can reveal disparities in how a model performs
between different demographic groups, helping researchers focus on where bias needs to
be addressed.

Once bias is detected, the next step is finding ways to reduce it. Various techniques
have been proposed [41,42], each with its own strengths and weaknesses. One common
approach is to re-sample the training data to ensure they represent different groups more
fairly [43]. Another strategy is to add regularization terms to the model loss function,
penalizing biased predictions [44]. More advanced techniques, such as adversarial training,
aim to prevent the model from learning sensitive attributes, reducing the chance of biased
predictions [45]. The intersection of sentiment analysis and bias mitigation has led to the
emerging field of bias-aware sentiment analysis [46,47]. This area focuses on building
models that are not only good at predicting sentiment but are also mindful of the biases
they may introduce. Bias-adaptive training methods [47,48] adjust the training process
in response to detected biases in the data or model. For example, if the model shows a
bias towards a certain demographic, the training algorithm can be modified to place more
emphasis on correctly classifying underrepresented groups [45]. Another way to achieve
bias-aware sentiment analysis is by tweaking the loss function during training [49]. Bias
in sentiment analysis can have real-world effects, from reinforcing harmful stereotypes to
unfairly disadvantaging certain groups. Our work aims to make a meaningful contribution
to this area by proposing a new methodology that not only improves accuracy, but also
actively reduces bias.

2.3. Research Gap

Although a significant amount of research has been conducted in the field of sentiment
analysis, there are still some crucial gaps that our study aims to address. First, most existing
research does not consider the potential influence of implicit bias in the sentiment analysis
process. Such biases can skew the results and lead to inaccurate or misleading conclusions.
Our research seeks to mitigate this by developing a bias-aware sentiment analysis technique.
Secondly, the majority of sentiment analysis techniques are binary in nature, considering
only positive or negative sentiments. This can overlook the nuances of human emotions
and the complexity of language. Our multi-dimensional approach to sentiment analysis
allows for a more comprehensive understanding of sentiments expressed in text. Lastly,
there is a lack of effective methods for detecting gender-inclusive language in sentiment
analysis. With the rise of awareness around gender inclusivity, it is essential to develop
techniques that can accurately analyze sentiments in a gender-inclusive language. Our
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research proposes a novel methodology for this purpose, contributing to the broader
efforts to make Al and NLP technologies more inclusive and representative of diverse
user populations.

In light of these gaps, our research presents significant contributions to the field of
sentiment analysis. By addressing these issues, we aim to improve the accuracy and
inclusivity of sentiment analysis techniques, making them more useful and relevant in
today’s diverse and dynamic digital landscape. In this research, we propose a novel method
for bias-aware sentiment analysis that combines the approaches of data augmentation and
adversarial training. We also introduce bias-penalizing terms into the loss function. These
terms effectively act as a regularization mechanism that discourages the model from making
biased predictions. By optimizing this modified loss function, the trained model aims to be
both accurate in its sentiment classification and mindful of potential biases. We evaluated
our method on a dataset of movie reviews, and we show that it outperforms baseline
methods in terms of accuracy and bias.

3. Proposed Methodology

The proposed methodology for bias-aware sentiment analysis incorporates the Jigsaw
Unwanted Bias in the Toxicity Classification dataset, BERT embeddings, and user feedback
for continuous improvement. The approach includes five major stages:

1. Data adaptation: adaptation of the Jigsaw Unintended Bias dataset for sentiment
analysis by introducing polarity labels based on toxicity scores.

2. Data preprocessing: text cleaning, tokenization, and feature extraction using BERT.

3.  Bias-aware sentiment classifier: introduction of a novel classifier, Bias-BERT, designed
to mitigate bias in sentiment predictions.

4. Loss function and implicit bias reduction: incorporation of Kullback-Leibler (KL)
divergence as a bias metric in the loss function.

5. User feedback loop: integration of real-time user feedback for model refinement.

The following subsections provide detailed insights on the various stages of the
proposed method. Figure 1 shows the architecture of the proposed method.
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Figure 1. Architecture of the proposed method.
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3.1. Dataset

The data set used in this study is the Jigsaw Unntended Bias in Toxicity Classification
dataset [50], a large-scale public dataset released by the Conversation Al team, an initiative
founded by Jigsaw and Google. This data set contains 1,971,916 instances of online com-
ments, annotated with toxicity scores and additional attributes. It was designed to enable
machine learning models to better understand toxicity in comments while addressing bias
and fairness challenges.

To facilitate training, validation, and testing, the dataset is divided into three subsets:
¢  Training set: comprising 1,804,874 instances, this subset is used to train and fine-tune

the model.

*  Validation set: containing 70,180 instances, this subset is used for hyperparameter
tuning and intermediate evaluations during model development.

o  Test set: consisting of 96,862 instances, this subset is reserved for evaluating the
model’s performance on unseen data.

Table 1 provides an overview of the corrected dataset distribution.

Table 1. Distribution of the Jigsaw Unintended Bias in Toxicity Classification dataset.

Subset Number of Instances
Total 1,971,916
Training set 1,804,874
Validation set 70,180

Test set 96,862

The data set includes a variety of toxicity types, ranging from subtle to explicit forms,
and is annotated with demographic and contextual metadata, allowing robust bias analysis.
This diversity makes it an ideal choice to evaluate the fairness and accuracy of sentiment
analysis models.

To further enhance the utility of the dataset, we added sentiment polarity labels
to adapt it to sentiment analysis tasks. The toxicity score of each comment was used
to classify it into one of three sentiment categories: positive, neutral, or negative. This
modification ensured that the data set aligned with the objectives of this study, facilitating
the development and testing of our bias-aware sentiment analysis framework.

3.2. Data Adaptation

The main task in the data adaptation step was to convert the Jigsaw Unexpected Bias
data set, originally designed for toxicity detection, into a format suitable for sentiment
analysis. The dataset includes a comment text column containing individual comments
and a target column with continuous toxicity scores ranging from 0 to 1, alongside various
attributes of the toxicity subtype.

To better align toxicity scores with a classification scheme based on toxicity levels, we
introduced a new categorization that assigns comments to three distinct toxicity levels:
low, mild and high as shown in Table 2. This categorization directly reflected the degree of
toxicity in the comments and made the data set more suitable for sentiment analysis that
involved understanding toxicity levels, rather than conventional sentiment categories.

Table 2. Mapping toxicity scores to toxicity levels.

Toxicity Range Toxicity Level
0.0-0.3 Low (non-toxic)
0.3-0.7 Mild

0.7-1.0 High (toxic)
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Steps for Adaptation

1.  Load the Jigsaw Unintended Bias dataset into a Panda DataFrame.

2. Define the thresholds for toxicity scores to determine toxicity levels. In this study, we
set a lower threshold at 0.3 and an upper threshold at 0.7.

3. Add anew column called toxicity_level to the DataFrame. Each comment was assigned
a label (low, mild, or high) based on its toxicity score.

4. Save the updated data set with the toxicity_level column for further modeling develop-
ment and testing.

This approach enhanced sentiment analysis by interpreting toxicity as a spectrum of
sentiment. Non-toxic comments were classified as low, toxic comments as high, and those
that were neither benign nor harmful were labeled as mild. This also ensured that the
dataset was in alignment with the toxicity analysis while maintaining the focus on senti-
ment analysis.

3.3. Data Preprocessing

The data preprocessing stage involved transforming the adapted Jigsaw Unexpected
Bias data set into a suitable format to develop the bias-aware sentiment analysis model.
Using the spaCy [51] library, essential preprocessing techniques were applied to ensure
consistency and improve the quality of the textual data. Text normalization was performed
to standardize the input by removing special characters, extra whitespaces, and digits,
and converting all text to lowercase. Tokenization splits the text into individual tokens
for structured analysis, allowing the model to process words or phrases effectively. Noise
reduction techniques, such as the removal of common stopwords and the lemmatization of
tokens to their root forms, were employed to emphasize meaningful content while eliminat-
ing redundant or irrelevant information. These preprocessing steps ensured that the data set
was clean, concise, and optimized for bias-aware sentiment analysis, without overloading
the model with unnecessary information.

Feature Extraction

The preprocessed text was converted into numerical features using the Bidirectional
Encoder Representations from Transformers (BERT) model, which served as the feature
extraction backbone for our bias-aware sentiment analysis model. BERT is a pre-trained
deep learning model designed for a wide range of natural language understanding tasks,
including sentiment analysis. It generates contextualized embeddings for input text, cap-
turing rich semantic and syntactic relationships between words. For each preprocessed
comment, the feature extraction process was formalized as follows:

x; = extract_features BERT(T(c})) 1)

where x; is the feature vector for the ith comment, extract_features_BERT(-) is the feature
extraction function using BERT, and T(c}) represents the tokenized and preprocessed
version of the comment ¢]. The BERT model generates a fixed-length feature vector for
each comment, obtained by averaging or pooling the final hidden layer embeddings of the
tokenized text. Specifically, these embeddings encapsulate the following key features:

1.  Contextual word representations: each token’s embedding accounts for its meaning
in the context of the surrounding words, which is critical for understanding nuances
in sentiment.

2. Global comment representation: By applying techniques such as extraction or pooling
of [CLS] token embedding (e.g., mean pooling) on all token embeddings, BERT
provides a holistic representation of the entire comment.

3. Subtle semantic features: BERT captures complex relationships, such as sarcasm or indi-
rect sentiment, which are often missed by traditional bag-of-words or TF-IDF approaches.

These features were highly expressive and enabled the downstream model to accu-
rately predict sentiment while minimizing bias. After feature extraction, the dataset was
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split into training, validation, and testing subsets to facilitate model development and
performance evaluation.

This detailed feature extraction process ensured that the adapted Jigsaw Unexpected
Bias dataset was effectively transformed into a robust format suitable for bias-aware
sentiment analysis using BERT. The pseudocode of the proposed method is shown in
Algorithm 1.

Algorithm 1 Bias-aware sentiment analysis with Bias-BERT

Require: Training dataset Dy,in, test dataset Diest, demographic group G
Ensure: Trained model M, accuracy, precision, recall, F1-score
1: function PREPROCESSDATA(D)

2 for each comment ¢ in D do
3 ¢ + clean(c)
4 ¢ < tokenize(c)
5: ¢ < normalize(c)
6: end for
7 return D
8: end function
9: function FILTERBYGROUP(D, G)
10: D¢ + H
11: for each comment c in D do
12: if c.group = G then
13: Dg.append(c)
14: end if
15: end for
16: return Dg

17: end function
18: function TRAINMODEL(Xrain, A)
19: Initialize Bias-BERT model M

20: Lcg < define_cross_entropy_loss()

21 Lypias < define_KL_divergence_loss()
2: L Lee(y, fa(%) + ALpias + # T4 fi
23: M + minimize_loss(M, Xirain, L)

24: return M

25: end function
26: function UPDATEMODEL(M, feedback)
27: for each f in feedback do

28: Update M based on f
29: end for
30: return M

31: end function

32: Dirain < PreprocessData(Dirain)

33: Dyest < PreprocessData(Dyest)

34: Dirain-G < FilterByGroup (Dyrain, G)
35: Diest-g ¢ FilterByGroup(Diest, G)

36: Xirain < extract_features(Diain.G)

37: Xiest < extract_features(Dyest.G)

38: A < hyperparameter_value

39: M < TrainModel(Xirain, A)

40: feedback < collect_user_feedback()
41: if feedback # empty then

42: M < UpdateModel(M, feedback)
43: M « TrainModel( Xrain, A)

44: end if

45: predictions <— M.predict(Xest)

46: Evaluate predictions to get accuracy, precision, recall, Fl1-score
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3.4. Bias-Aware Sentiment Classifier

In this section, we introduce Bias-BERT, a sentiment classifier leveraging the power of
BERT to perform sentiment analysis while actively mitigating biases in predictions. The clas-
sifier integrates a bias-aware loss function to ensure fairness, reduce biases, and enhance
the interpretability of its outputs.

Let the input text be denoted as x and its corresponding sentiment label as y. The BERT
model learns a mapping function f(-) from x to y, i.e.,, y = f(x). In Bias-BERT, the goal
is to learn a debiased mapping function fy;(-), to ensure accurate sentiment classification
while minimizing biases. This is achieved through the bias-aware loss function, defined as:

L= Lcey, fap(x)) + ALpias (2)

where L represents the cross-entropy loss for sentiment classification, Ly, is the bias-
aware loss term that penalizes deviations from fairness, and A is a hyperparameter control-
ling the trade-off between classification accuracy and bias mitigation.

The bias-aware term Ly, is formulated using the Kullback-Leibler (KL) divergence,
which measures the divergence between the predicted sentiment distribution P(y|x) and a
reference unbiased distribution Q(y). The bias-aware term is expressed as:

P(y|x
Luis = Dia(PUy13) | Q) = L Py} og (> ) ®
y )
where P(y|x) is the predicted probability distribution of sentiment labels for input x,
and Q(y) is the reference unbiased distribution, typically a uniform distribution where all
sentiment classes are equally likely.

3.5. Loss Function with User Feedback Integration

To enhance the model’s adaptability and fairness, a user feedback loop is incorporated
into the training process, focusing on a representative subset of predictions rather than the
entire dataset. This approach ensures feasibility while providing meaningful real-world
insights into the model’s performance and fairness. The unified loss function is defined as:

N
L= Lce(y, fav(x)) + ALpjas + 1 Y fi (4)
i=1

where Lcp(y, fap(x)) is the cross-entropy loss for sentiment classification. Ly, is the
bias-aware loss term that penalizes deviations from fairness, computed using Kullback—
Leibler (KL) divergence. YN , f; aggregates user feedback f; over N feedback instances. A
and y are hyperparameters that control the trade-offs between accuracy, bias mitigation,
and feedback integration.

3.5.1. User Feedback Process

Feedback was collected selectively from a curated subset of predictions rather than
the entire training dataset to ensure scalability and practicality. Specifically, we sampled
10,000 comments from the test set and engaged a diverse group of users, including domain
experts, researchers, and general users. This diverse group of participants was carefully
chosen to provide diverse perspectives and reduce the risk of introducing new biases.

Types of Feedback Collected

1. Accuracy feedback: Users indicated whether the sentiment prediction was correct
or incorrect.

2. Biasfeedback: Users identified any perceived biases in the predictions, specifying their
nature (e.g., racial, gender, cultural) and optionally providing contextual comments
for further refinement.
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3.5.2. Incorporating Feedback into Training

The feedback signals f; were systematically aggregated to inform model adjust-
ments. The L feegpack term in the unified loss function accounted for user feedback and was

expressed as:
N

Lfeedback = Zfl/ ®)
i=1
where f; is a numeric representation of the feedback provided for the ith prediction. Feed-
back was categorized into actionable patterns, and model parameters were adjusted ac-
cordingly during training.

Feedback Integration Steps

1.  Feedback was aggregated and categorized to identify recurring issues or biases.

2. The bias-aware loss function Ly;,; was updated to incorporate these patterns, penaliz-
ing frequently reported biases more heavily.

3. The model parameters were iteratively updated to minimize the unified loss function
L, ensuring continuous improvement.

4.  Retraining cycles were conducted periodically with feedback-adjusted parameters,
and performance was re-evaluated using standard and fairness-specific metrics.

This feedback-driven training mechanism allowed the model to dynamically adapt to
real-world contexts, enhancing both accuracy and fairness. By focusing on a manageable
subset of predictions and engaging a diverse group of users, the feedback loop balanced
practicality and impact while avoiding the need for exhaustive labeling of the entire dataset.

3.6. Training Process and Implementation

The training process began with feature extraction, where the input text was tokenized
and passed through the BERT model to extract contextual embeddings. The extracted
features were used to predict sentiment labels. The loss function, combining cross-entropy
loss, KL divergence, and user feedback penalties, was then computed. During training,
model parameters were iteratively updated to minimize total loss L, ensuring a balance
between precision and fairness. The evaluation of the model involved standard metrics
such as accuracy, precision, recall, and F1-score, along with fairness-specific metrics to
validate bias reduction.

4. Experimental Results and Discussion
4.1. Evaluation Metrics

In this research, we evaluated the performance of our proposed methodology using
the following standard metrics:

4.1.1. Accuracy

The proportion of correctly classified instances out of the total instances.

Number of correct predictions
Total number of predictions

Accuracy =

(6)

4.1.2. Precision

The proportion of true positive predictions out of the total positive predictions made

by the model.
Precision — True Positives %
"~ True Positives + False Positives
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4.1.3. Recall

The proportion of true positive predictions out of the total actual positive instances.

Recall — True Positives (8)
~ True Positives + False Negatives

4.1.4. F1-Score

The harmonic mean of precision and recall, which provides a balanced measure of the
performance of the model.

Precision - Recall
F1- =2
score Precision + Recall ©)

4.2. Baseline Models

We compared the performance of our proposed methodology with several baseline
models, including Logistic Regression, SVM, Multilayer Perceptron (MLP), LSTM, and sev-
eral recent transformer-based models. Logistic regression (LR) is a straightforward linear
model for binary classification that uses the logistic function to model class probabilities,
making it a popular choice for foundational classification tasks due to its simplicity and in-
terpretability [52]. Support Vector Machines (SVMs), a discriminative classifier, are effective
for both linear and non-linear classification tasks, as they identify the optimal hyperplane
for separating data points, providing robust performance in text classification tasks [53].
Multilayer Perceptron (MLP), a feedforward artificial neural network, is capable of model-
ing complex, nonlinear relationships in data and is often used as a baseline in deep learning
studies [54]. Long Short-Term Memory (LSTM), a type of Recurrent Neural Network (RNN),
is specifically designed to address the problem of vanishing gradients, making it highly
suitable for sequence-based tasks such as text and sentiment analysis [55]. In addition, we
included several modern transformer-based models to reflect the current state of the art
in sentiment analysis. RoBERTa, a variant of BERT, improves key training techniques and
hyperparameters to improve the robustness of the model and performance [56]. Distil-
BERT [56], a smaller, faster version of BERT, is designed for efficiency, offering reduced size
and faster inference while retaining much of BERT’s performance. These baseline models,
which include both traditional methods and recent advances in NLP, provide a strong set
of comparisons to evaluate the effectiveness of our proposed method in sentiment analysis,
particularly in terms of mitigating bias.

4.3. Existing Models in the Literature

We further compare the performance of our proposed methodology with existing
models in bias-aware sentiment analysis, including counterfactual data enhancement, ad-
versarial training, Bias-Product-of-Experts (BPoE), and Bias-Regularized Neural Networks.
These models were selected for comparison due to their focus on addressing bias in ma-
chine learning and their relevance in similar contexts. Counterfactual data augmentation
generates counterfactual samples by altering specific words or phrases in the original text,
creating new examples to help the model mitigate unintended bias in sentiment predic-
tion [57]. Adversarial training incorporates an adversarial component that predicts the
presence of bias in input data, while the main model is trained to minimize both sentiment
classification loss and adversarial bias detection loss, enabling the model to learn repre-
sentations less sensitive to biases [7]. Bias-Product-of-Experts (BPoE) employs multiple
specialized “expert” classifiers, each handling specific subsets of data and combines their
predictions to reduce the influence of biases [58]. Bias-Regularized Neural Networks in-
clude a bias regularization term in the loss function, penalizing biased predictions and
encouraging the model to learn more unbiased representations [59]. Lastly, we included
BiasFinder, a model that uses metamorphic testing to uncover biases in sentiment anal-
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ysis systems, ensuring fairness and helping to identify biases that might otherwise go
unnoticed [60].

4.4. Comparison with Baseline Models

Table 3 summarizes the performance of our proposed method against baseline models
(Logistic Regression, SVM, MLP, LSTM, RoBERTa, and DistilBERT) on the test set, evalu-
ated using accuracy, precision, recall, and F1-score. Logistic regression and SVM achieved
modest performance, with accuracies of 76.5% and 77.8%, respectively, reflecting their limi-
tations in handling complex, nonlinear data. The MLP model showed better results (79.3%
accuracy), leveraging its ability to capture intricate patterns, while LSTM outperformed
it with 81.0% accuracy, demonstrating the benefit of modeling sequential relationships.
RoBERTa and DistilBERT, both transformer-based models, also demonstrated high per-
formance, with RoBERTa achieving 85.0% accuracy and DistilBERT reaching 84.5%. Our
proposed method significantly outperformed all baseline models, achieving 92.5% accuracy
and an Fl-score of 92, showing a clear advantage in both accuracy and bias mitigation.

Table 3. Comparison of the proposed method with baseline models and existing models in the
literature on the test set. (Bold represent performance of proposed method).

Model Accuracy Precision Recall F1-Score

Baseline Models

Logistic Regression 0.765 0.734 0.698 0.716
SVM 0.778 0.751 0.719 0.735
MLP 0.793 0.762 0.748 0.755
LST™M 0.810 0.781 0.769 0.775
RoBERTa 0.850 0.836 0.812 0.824
DistilBERT 0.845 0.825 0.800 0.812
Existing Models in the Literature
Counterfactual data augmentation 0.805 0.784 0.771 0.778
Adpversarial training 0.820 0.798 0.783 0.791
Bias-Product-of-Experts (BPoE) 0.815 0.792 0.779 0.786
Bias-Regularized Neural Network 0.825 0.803 0.788 0.796
BiasFinder 0.850 0.833 0.808 0.819
Proposed method 0.925 0.932 0.921 0.926

4.5. Comparison with Existing Models in the Literature

Table 3 presents a comparison of our proposed method with state-of-the-art models
for bias-aware sentiment analysis, including counterfactual data augmentation, adversarial
training, Bias-Product-of-Experts (BPoE), Bias-Regularized Neural Network, and Bias-
Finder. The evaluation metrics included accuracy, precision, recall, and F1-score. The pro-
posed method significantly outperformed all other models, achieving an accuracy of 92.5%
compared to 82.5% from the next best model, the bias-regulated neural network. Further-
more, Bias-BERT demonstrated superior precision (93.2%) and recall (92.1%), indicating its
ability to make accurate predictions and capture a large proportion of relevant instances
while minimizing false positives and negatives. The Fl-score of the proposed method
(92.6%) further highlighted its balanced performance between precision and recall, out-
performing the next highest F1 score of 79.6% from the bias-regulated neural network.
Other models, such as counterfactual data augmentation, adversarial training, and BPoE,
exhibited lower performance across all metrics, with F1-scores ranging from 77.8% to 79.1%.
These results clearly demonstrated the effectiveness of the proposed method in not only
addressing bias in sentiment analysis, but also achieving superior overall classification
performance, making it a robust and reliable solution for sentiment prediction tasks.
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4.6. Confusion Matrix

The confusion matrix provides a comprehensive evaluation of classification perfor-
mance, capturing true positives (TP), true negatives (TN), false positives (FP), and false
negatives (FN). Figure 2 illustrates the confusion matrices for the proposed method, baseline
models (MLP, LSTM), and existing approaches such as Bias-Product-of-Experts (BPoE), Bias-
Regularized Neural Network, and adversarial training. The proposed method achieved
the highest classification accuracy with 45,300 TP, 47,262 TN, and the lowest FP (1800)
and FN (2500), showcasing its robustness in sentiment classification. In contrast, the MLP
model recorded higher FP (2400) and FN (3000), reflecting its limitations in handling com-
plex data. The LSTM model showed better performance with reduced FP (2100) and FN
(2700), leveraging sequential information effectively. Among existing methods, the Bias-
Regularized Neural Network exhibited competitive performance with 2100 FP and 2800 FN,
outperforming BPoE, which had higher FP (3100) and FN (2900). Adversarial training
achieved a balance with FP at 2600 and FN at 2700 but remained less effective than the
proposed approach.

MLP (Baseline)

Proposed Method

Predicted
Negative Positive
Predicted
Negative Positive

47,262 46,762
Positive Negétive Positive Negétive
Actual Actual
Bias-Regularized NN RoBERTa
2] (3]
2 =
o =X
g2 gy
] 47,062 T 46,900
o o
9] 9]
=4 ‘ 2 . g
Positive Negative Positive Negative
Actual Actual
DistilBERT BiasFinder
g g
- =g
83 88
D5 La
82 B2
£t 46,950 &% 47,000
(o)} (o))
7] (3]
= ‘ b= - g
Positive Negative Positive Negative
Actual Actual

Figure 2. Confusion matrices for the proposed method and other models.

4.7. Bias Evaluation

In this section, we take a closer look at how well our model performed across different
demographic groups from the Jigsaw data set. The main goal here was to understand
how effectively the model mitigated bias when dealing with diverse categories of people.
The data set was divided into several key demographic groups: race, ethnicity, sex, sexual
orientation, religion, and disability. Breaking down the data in this way helped us ensure
that our model performed fairly and consistently across various groups, which is essential
for bias-aware sentiment analysis.

* Race and ethnicity: This group included categories such as race (e.g. Asian, Black,
White) and ethnicity (e.g., Latino, Hispanic, and other cultural or national groups).
It is important to note that race generally refers to physical characteristics, such as
skin color and facial features, while ethnicity refers to broader cultural factors like
language, nationality, and traditions. For example, Asian is a broad racial category
that includes various ethnicities such as Chinese, Indian, Japanese, and Korean, each
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with its own distinctive cultural identity. Similarly, Latino refers to an ethnicity that

encompasses individuals from various racial backgrounds.

*  Gender: this included male, female, transgender, and other gender identities.

*  Sexual orientation: here, we included heterosexual, homosexual (gay or lesbian),
bisexual, and other orientations.

*  Religion: the religious groups included Christian, Jewish, Muslim, Hindu, Buddhist,

atheist, and others.

¢ Disability: this group covered physical disabilities, intellectual or learning disabilities,

psychiatric or mental illness, and other disabilities.

The demographic distribution of the Jigsaw Unexpected Bias in Toxicity Classification
dataset, presented in Table 4, includes various categories such as race, ethnicity, sex,
sexual orientation, religion, and disability, highlighting the diversity of the data used for

bias evaluation.

Table 4. Demographic distribution of the Jigsaw Unintended Bias in Toxicity Classification dataset.

Demographic Group

Number of Instances

Percentage of Total

Race and Ethnicity

Asian (ethnicity) 396,383 20.09%
Black (race) 507,751 25.74%
White (race) 461,295 23.41%
Latino (ethnicity) 452,083 22.92%
Other (ethnicity/race) 154,312 7.82%
Gender
Male 1,085,162 54.98%
Female 800,673 40.67%
Transgender 48,525 2.46%
Other (gender) 37,556 1.90%
Sexual Orientation
Heterosexual 1,601,163 81.26%
Homosexual (gay/lesbian) 235,669 11.96%
Bisexual 77,050 3.91%
Other (sexual orientation) 56,034 2.84%
Religion
Christian 787,217 39.94%
Jewish 122,202 6.20%
Muslim 255,480 12.95%
Hindu 144,209 7.31%
Buddhist 82,057 4.16%
Atheist 148,418 7.52%
Other (Religion) 432,233 21.91%
Disability
Physical disabilities 198,010 10.04%
Intellectual disabilities 154,512 7.84%
Psychiatric/mental illness 106,748 5.41%
Other (disabilities) 64,445 3.27%

For each of these groups, we evaluated the performance of the model using precision,
recall, and Fl-score as the key evaluation metrics. Precision told us how many of the
model’s positive classifications were correct, recall measured how well the model identified
all relevant positive cases, and the Fl-score provided a balance between the two. What we
were really interested in was how our model performed compared to the baseline models
and other existing approaches. These comparisons allowed us to see how effective our
method was in reducing bias across different demographic groups. It was important that
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our model not only achieved high accuracy, but also treated each group fairly, minimizing
biased predictions.

4.7.1. Race and Ethnicity

Table A1l presents the results of the bias evaluation in different demographic groups
for various models. In this study, the proposed method significantly outperformed baseline
models and other models with bias-awareness in precision, recall, and F1-score across all
racial and ethnic categories. For the Asian group, the proposed method achieved a precision
of 92.4%, recall of 92.8%, and an F1-score of 92.6%, while Logistic Regression showed
considerably lower performance with 73.5%, 71.0%, and 72.2%, respectively. Similarly,
in the Black group, the proposed method achieved the highest F1 score of 93.5%, while
the next-best model, the Bias-Regularized Neural Network, scored only 79.6%. Across
Latino, White, and other groups, the proposed method consistently achieved superior
results, with Fl-scores of 92.9%, 94.3%, and 93.7%, respectively. Furthermore, RoBERTa
and DistilBERT showed strong performance, with F1-scores ranging from 84.6% to 85.2%,
demonstrating their competitiveness compared to the proposed method. These results
highlight the robustness of the proposed method in providing a fair and accurate sentiment
analysis in various racial and ethnic groups, effectively minimizing bias in the process.

4.7.2. Gender

Table A2 presents the results of the bias evaluation between different gender groups,
comparing precision, recall, and F1-score for various models. The proposed method con-
sistently outperformed both the baseline and existing bias-aware models in all metrics.
For the male group, the proposed method achieved 93.1% precision, 93.7% recall, and a
93.4% F1-score, significantly outperforming Logistic Regression (F1-score of 71.6%), SVM
(73.5%), MLP (75.5%), and LSTM (77.5%). Among bias-aware models, the Bias-Regularized
Neural Network provided the best performance with an Fl-score of 79.6% but still fell
short compared to the proposed method. Similarly, for the female group, the proposed
method achieved 93.0% precision, 93.6% recall, and a 93.3% F1-score, far surpassing both
baseline and bias-aware models. RoBERTa, DistilBERT, and BiasFinder also performed well
with Fl-scores of 92.9%, 92.5%, and 92.4%, respectively, demonstrating strong performance,
though still behind the proposed method. For the transgender and other gender groups,
the proposed method attained Fl-scores of 93.1% and 93.5%, respectively, again outper-
forming all other models. Notably, among the bias-aware models, the Bias-Regularized
Neural Network remained the top performer with an F1-score of 79.6% but still failed to
match the proposed method. RoBERTa, DistilBERT, and BiasFinder maintained competitive
performance with F1 scores ranging from 92.4% to 92.9%. These results emphasize the
robustness and fairness of the proposed method, demonstrating its superior ability to
perform unbiased sentiment analysis across diverse gender groups.

4.7.3. Sexual Orientation

Table A3 presents the results of the bias evaluation for different groups of sexual orien-
tation using precision, recall, and F1-score. Across all groups—heterosexual, homosexual,
bisexual, and others—Bias-BERT consistently outperformed baseline models and existing
bias-aware methods. For the heterosexual group, Bias-BERT achieved 93.3% precision,
93.9% recall, and a 93.6% F1-score, far surpassing Logistic Regression (F1-score of 71.6%),
SVM (73.4%), MLP (75.7%), and LSTM (77.5%). Among bias-aware models, BiasFinder
performed the best with a 92.2% F1 score, followed by the Bias-Regularized Neural Net-
work with a 79.7% Fl-score, but both still lagged behind Bias-BERT. A similar pattern
was observed for the homosexual and bisexual groups, where Bias-BERT maintained its
dominance with F1 scores of 93.3% and 93.4%, respectively. BiasFinder achieved F1 scores
of 92.3% and 92.4% for these groups, while Bias-Regularized Neural Network achieved
an Fl-score of 79.7%, but both still fell short of Bias-BERT. The ’other sexual orientation’
showed the same trend, with Bias-BERT delivering an F1-score of 93.5%, significantly ahead
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of other models. The proposed Bias-BERT demonstrated superior performance across all
sexual orientation groups, highlighting its robustness and fairness in addressing biases and
ensuring a balanced sentiment analysis across diverse groups.

4.7.4. Religion

Table A4 presents the results of the bias evaluation for various religious groups, com-
paring the performance of the proposed Bias-BERT model with the baseline and existing
bias-aware models using precision, recall, and Fl-score. For all religious groups—Christian,
Jewish, Muslim, Hindu, Buddhist, atheist, and others—Bias-BERT consistently outper-
formed other models. For example, in the Christian group, Bias-BERT achieved 93.0%
precision, 93.6% recall, and a 93.3% F1-score, far exceeding Logistic Regression (F1 score of
71.6%) and advanced baseline models such as LSTM (77.5% F1 score). Similarly, among bias-
aware models, Bias-Regularized Neural Network performed best with an F1 score of 79.6%
but still fell short of Bias-BERT. This trend held across all groups, with Bias-BERT main-
taining superior performance, such as an F1 score of 93.5% for the Jewish group, 93.6% for
the Muslim group, 93.4% for the Hindu group, and 93.3% for the Buddhist group. Even
for groups with potentially underrepresented data, such as atheists and others, Bias-BERT
excelled with F1 scores of 93.5% and 93.6%, respectively, outperforming both baseline and
bias-aware models. Additionally, RoBERTa, DistilBERT, and BiasFinder showed strong
performance, but still lagged behind Bias-BERT, with Fl-scores ranging from 92.2% to
92.4% across different groups. In this analysis, our proposed Bias-BERT demonstrated
remarkable robustness and fairness, achieving consistent and superior results across all
religious groups, thus validating its effectiveness in delivering an accurate and unbiased
sentiment analysis.

4.7.5. Disability

Table A5 summarizes the performance of Bias-BERT, baseline models, and existing
bias-aware models across different disability groups using precision, recall, and F1-score.
Bias-BERT consistently outperformed all other models across all groups, demonstrating
its superior ability to provide accurate and unbiased sentiment analysis. For the physical
disability group, Bias-BERT achieved 93.1% precision, 93.7% recall, and a 93.4% F1-score,
far surpassing Logistic Regression (F1-score of 71.6%) and advanced baseline models like
LSTM (F1-score of 77.5%). Bias-aware models such as the Bias-Regularized Neural Network
achieved an F1 score of 79.0%, while models like RoBERTa and DistilBERT reached F1-
scores of 89.7% and 88.7%, respectively but still fell behind Bias-BERT. A similar trend was
observed for the group of intellectual and learning disabilities, where Bias-BERT scored
93.0% precision, 93.6% recall, and a 93.3% F1-score, again outperforming all other models,
including BiasFinder (F1 score: 90.1%). For the psychiatric or mental illness group, Bias-
BERT maintained its dominance with a score of 93.5% F1, followed by RoBERTa at 90.3%
and DistilBERT at 89.2%. Similarly, for the other disability group, Bias-BERT achieved
a 93.6% F1 score, outperforming all baseline and bias-aware models. Our Bias-BERT
delivered the best results in all disability groups, underscoring its robustness, fairness,
and effectiveness in mitigating bias while ensuring accurate sentiment analysis.

4.8. ROC Analysis

A Receiver Operating Characteristic (ROC) analysis is a great way to evaluate the
performance of classification models. By plotting the true positive rate (TPR) against the
false positive rate (FPR) across various thresholds, we can assess the balance between
sensitivity and specificity. The Area Under the ROC Curve (AUC-ROC) is a handy metric
that summarizes the overall performance of the model. A perfect classifier would have an
AUC-ROC of 1, while a random guess would be 0.5. Figure 3 presents the ROC curves for
our proposed method, as well as the baseline models and existing models from the literature.
The AUC-ROC scores clearly highlight that our method consistently outperformed the
others, further demonstrating its strength in classification tasks.
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The ROC analysis really underscored just how effective our method was, particularly
when it came to handling bias-aware sentiment analysis. This aligned nicely with the
confusion matrix and bias evaluation results, giving us even more confidence in the strength
of our approach.

Receiver Operating Characteristic

1.0

Our Framework (AUC = 0.985)
Logistic Regression (AUC = 0.743)
—— SVM (AUC = 0.850)
—— MLP (AUC = 0.897)
" —— LSTM (AUC = 0.892)
—— CDA (AUC = 0.887)
AT (AUC = 0.914)
—— BPoE (AUC = 0.926)
BRNN (AUC = 0.935)
—— RoOBERTa (AUC = 0.930)
—— DistilBERT (AUC = 0.920)
BiasFinder (AUC = 0.930)
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Figure 3. ROC curves for the proposed method, baseline models, and existing models in the literature.

4.9. Matthews Correlation Coefficient (MCC)

The Matthews Correlation Coefficient (MCC) is a solid metric to evaluate classification
performance because it takes a balanced approach. It factored in true positives, false
positives, true negatives, and false negatives, giving a more rounded view of how well a
model is performing. MCC scores range from —1 to 1, where 1 means perfect predictions, 0
implies that the model is essentially guessing, and —1 means it is getting things completely
wrong. The formula for calculating the MCC is as follows:

(TP x TN) — (FP x FN)
\/(TP + FP)(TP + FN)(TN + FP)(TN + FN)

where TP, TN, FP, and FN represent true positive, true negative, false positive, and false
negative counts, respectively. We calculated the Matthews Correlation Coefficient for our
proposed method and compared it with the baseline models and existing models in the
literature. The results are presented in the table below.

As we can see in Table 5, our method clearly outperformed both the baseline models
and the existing ones from the literature in terms of MCC. This highlighted how much better
our approach was at delivering balanced and accurate classification results. Furthermore,
newer models such as RoBERTa and DistilBERT showed strong MCC values but still
fell short compared to the proposed method. This solidified the effectiveness of our
approach in achieving a higher degree of precision, recall, and balanced performance across
various categories.

MCC =

(10)
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Table 5. Comparison of Matthews Correlation Coefficient (MCC) for the proposed method, baseline
models, and existing models in the literature.

Model MCC
Logistic Regression 0.45
SVM 0.50
MLP 0.53
LSTM 0.58
Counterfactual data augmentation 0.62
Adversarial training 0.65
Bias-Product-of-Experts (BPoE) 0.63
Bias-Regularized Neural Network 0.66
RoBERTa 0.80
DistilBERT 0.78
BiasFinder 0.76
Proposed method 0.85

4.10. User Feedback Loop Analysis
4.10.1. User Feedback Impact Analysis

To evaluate how the user feedback loop actually affected the model’s performance, we
ran a comparison of the key metrics both before and after incorporating the feedback. Here
is what we carried out:

e  First, we gather performance metrics such as accuracy, precision, recall, and F1-score
from the model, both before and after feedback was added.

*  We also checked the bias-specific metrics to see how well the model reduced bias
across different demographic groups after including feedback.

*  Finally, we performed statistical tests, including t-tests, to determine if the improve-
ments were significant.

The results showed a clear improvement in the model’s overall performance once the
user feedback was factored in. Table 6 provides a summary of the metrics before and after
feedback integration.

Table 6. Performance metrics before and after user feedback integration.

Metric Before Feedback After Feedback Improvement (%)  p-Value
Accuracy 0.925 0.975 5.41% 0.01
Precision 0.932 0.980 5.15% 0.02
Recall 0.921 0.970 5.32% 0.01
F1-score 0.926 0.975 5.29% 0.01
Bias metric (KL) 0.150 0.100 —33.33% 0.01

The p-values of the t-tests made it pretty clear that the improvements across all the
key metrics—such as accuracy, precision, recall, and F1-score—were statistically signifi-
cant. This really emphasized how effective the user feedback loop was in improving the
model performance, while also helping to reduce bias. By integrating real-world feedback,
the model was not just becoming more accurate; it was also learning to be more fair in how
it handled different groups, which is crucial for addressing any inherent biases.

4.10.2. Longitudinal Study: Impact of User Feedback over Time

To evaluate the impact of the user feedback loop on the performance of the model,
we conducted a six-month longitudinal study. This study aimed to track improvements in
performance and bias reduction metrics as the model was retrained with collected feedback
data over time.
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Data Collection and Labeling

During the study, approximately 15,000 data points were collected monthly, resulting
in a total of 90,000 instances over six months. The data were gathered from publicly avail-
able online forums, moderated to ensure ethical compliance, and anonymized to maintain
user privacy. The feedback data were labeled by a team of domain experts and crowd-
sourced annotators using standardized guidelines to ensure high-quality annotations.

Methodology
The study followed three primary steps:

1.  Data collection: performance and bias metrics, including accuracy, precision, recall,
Fl-score, and KL divergence, were recorded at monthly intervals.

2. Trend analysis: changes in the metrics were analyzed over time to observe patterns of
improvement and bias reduction.

3. Consistency check: statistical tests were performed to ensure that the observed trends
were significant and sustained over the study period.

Figure 4 illustrates the evolution of key performance metrics—accuracy, precision,
recall, and F1-score—plotted on the left axis, and the bias metric (KL divergence) on the
right axis.
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Figure 4. Trend analysis of model performance over six months.

Findings

The results showed a consistent improvement in all performance metrics, with ac-
curacy increasing from just above 92% to almost 98% at the end of the study. Precision,
recall, and F1-score followed similar upward trends, indicating improved prediction quality.
Simultaneously, the bias metric (KL divergence) exhibited a steady decline, starting above
0.15 and decreasing to approximately 0.10, underscoring the effectiveness of the feedback
loop in reducing bias.

Consistency Check

To validate these trends, we performed a statistical consistency check, confirming
that the observed improvements in performance metrics and bias reduction were statisti-
cally significant. This indicated that the user feedback loop substantively contributed to
sustained improvements in both accuracy and fairness.

The longitudinal study demonstrated the efficacy of iterative retraining with user
feedback to improve both the model performance and its ability to mitigate bias effectively
over time.

4.11. Analysis of Loss Function, Bias Reduction, and Additional Metrics

The loss function is a key player in our approach, consisting of two components: the
loss of cross-entropy (Lcg) and the bias-aware loss term (Ly;,5). The bias-aware term was
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specifically designed to address any hidden biases in the dataset. In this section, we dive
deeper into how this loss function impacted model performance, backed by empirical tests.

Table 7 presents the evolution of the components of the loss function in ten iterations
of the training process. As the training proceeds, the cross-entropy loss gradually decreases,
indicating that the model is learning to predict sentiment labels accurately. The bias-aware
loss term also decreases over time, suggesting that the model is successfully reducing the
bias in its predictions.

In addition to the analysis of loss values, we also examined the Kullback-Leibler (KL)
divergence and other bias metrics. The KL divergence quantifies the difference between
the model’s predictions and a uniform distribution, with a lower divergence indicating a
closer match between the two distributions.

Table 8 provides a comprehensive view of the model’s behavior over ten iterations
concerning bias metrics.

Table 7. Results for the loss function and bias reduction terms.

Iteration Lce Lyias L

1 0.693 0.034 0.727
2 0.684 0.030 0.714
3 0.675 0.026 0.701
4 0.665 0.022 0.687
5 0.655 0.018 0.673
6 0.645 0.015 0.660
7 0.635 0.012 0.647
8 0.625 0.010 0.635
9 0.615 0.008 0.623
10 0.605 0.006 0.611

Table 8. Values obtained for the Kullback-Leibler (KL) divergence and additional bias metrics.

Iteration P(y;|x;) U(y;) Dkr Disparate Impact Equal Opportunity Difference

1 0.50 0.50 0.00 1.00 0.00
2 0.55 0.50 0.05 0.95 0.05
3 0.60 0.50 0.10 0.90 0.10
4 0.65 0.50 0.15 0.85 0.15
5 0.70 0.50 0.20 0.80 0.20
6 0.75 0.50 0.25 0.75 0.25
7 0.80 0.50 0.30 0.70 0.30
8 0.85 0.50 0.35 0.65 0.35
9 0.90 0.50 0.40 0.60 0.40
10 0.95 0.50 0.45 0.55 0.45

4.11.1. Kullback-Leibler (KL) Divergence (Dk)

The KL divergence measures the difference between the predicted probability dis-
tribution of the model P(y;|x;) and a uniform probability distribution U(y;). Initially,
the divergence is zero, indicating that the predictions of the model closely match a uniform
distribution. This suggests that the model starts with no inherent bias. As the iterations
progress, the divergence increases, indicating that the predictions of the model are de-
viating from a uniform distribution. This is expected as the model learns from the data.
However, the controlled increase suggests that the model is not overfitting to potential
biases in the data.

4.11.2. Disparate Impact

Disparate Impact is a fairness metric that quantifies the ratio of positive outcomes
for a protected group to the positive outcomes for a nonprotected group. A value of one
indicates perfect fairness, while values deviating from one indicate potential bias. The table
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shows that the dispersion impact starts at one and gradually decreases. This suggests that
as the model trains, it might be favoring one group over another, leading to potential bias.

4.11.3. Equal Opportunity Difference

This metric measures the difference in true positive rates between the protected and
nonprotected groups. A value of zero indicates no bias, while a nonzero value indicates a
disparity in opportunities between groups. The table indicates that the Equal Opportunity
Difference starts at zero and increases over iterations. This suggests that there might be a
growing disparity in the model’s predictions for different groups.

The combined analysis of the loss function, KL divergence, and bias metrics visually re-
inforced the effectiveness of our approach in managing implicit biases in sentiment analysis.

5. Ethical Considerations

The proposed model was designed with an emphasis on fairness and bias mitigation,
particularly in the context of sentiment analysis. However, it is important to consider the
ethical implications of deploying such models in real-world applications. In this section,
we outline the key ethical considerations associated with the development, evaluation,
and deployment of our model.

5.1. Bias and Fairness

One of the main objectives of our proposed method was to reduce bias in sentiment
analysis, especially when dealing with demographic groups such as race, gender, sexual
orientation, religion, and disability. Although we strove to minimize bias, it is crucial to
acknowledge that no model is entirely free from biases. Models are inherently influenced
by the data they are trained on, and any pre-existing biases in the data may inadvertently
affect model predictions. For instance, if the training data underrepresent certain groups,
the model might still exhibit biases that disproportionately affect those groups.

We took steps to mitigate these biases, including using techniques like adversarial
training and counterfactual data augmentation. However, it is essential to continue to
monitor the performance of the model in diverse demographic groups and refine it to
further reduce any unintended biases that may arise. Transparent reporting of these biases
and performance disparities is necessary to foster trust in the model’s fairness.

5.2. Privacy and Data Security

Another critical ethical consideration is the privacy and security of the data used
to train and evaluate the model. Our proposed model used publicly available datasets,
such as the Jigsaw Unexpected Bias in Toxicity Classification dataset, which contains user-
generated content from social media platforms. These datasets may include sensitive or
personally identifiable information (PII), even if anonymized.

It is essential to ensure that the data is handled responsibly. Data collection, processing,
and usage should comply with privacy regulations such as the General Data Protection
Regulation (GDPR) and other applicable privacy laws. We advocate for the use of tech-
niques such as differential privacy to further safeguard individual privacy when utilizing
real-world datasets.

5.3. Transparency and Accountability

Transparency and accountability are key ethical principles when developing Al models.
In the case of the proposed sentiment analysis model, transparency involves making the
model’s architecture, training data, and evaluation methodologies publicly accessible. This
allows for scrutiny and helps identify potential ethical concerns, such as hidden biases or
fairness issues.

In addition, accountability mechanisms must be in place to ensure that the model is
used responsibly. This includes clear guidelines for deployment and continuous evaluation
of its impact on different demographic groups. We encourage the responsible use of the
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model in real-world applications, ensuring that it does not reinforce harmful stereotypes or
discriminatory practices.

5.4. Impact on Vulnerable Groups

The deployment of sentiment analysis models, including our proposed model, can
have significant implications for vulnerable groups, particularly when used in decision-
making processes. For example, biased sentiment analysis can affect social media mod-
eration, recruitment processes, and content recommendation systems in ways that disad-
vantage underrepresented groups. It is crucial to regularly assess how the model affects
these groups and make adjustments to improve fairness, reduce harm, and ensure that it
promotes positive societal outcomes.

We also advocate for the participation of various stakeholders, including individuals
from underrepresented communities, in the development and evaluation of sentiment
analysis systems. This can help identify concerns that may not be apparent to developers
and ensure that the model is used in ways that promote equity.

5.5. Model Interpretability

Al models, especially complex ones like deep learning architectures, often function
as ‘black boxes’, making it difficult to understand how they arrive at certain decisions.
While our model shows significant performance improvements in reducing bias, it is crucial
to prioritize interpretability to ensure transparency and build trust among users. Efforts
should be made to develop explainable models or tools that allow users to understand how
decisions are made, particularly when the model is used in high-stakes applications such
as hiring, lending, or content moderation.

Explainable Al (XAI) methods, such as saliency maps or attention mechanisms, can
be applied to provide insights into which features most influence the model’s predictions.
Ensuring that these explanations are accessible and understandable for non-experts is also
an important consideration.

5.6. Ethical Use of Al in Society

Finally, it is essential to consider the broader social implications of using Al models
for sentiment analysis. Al has the potential to reinforce existing power structures, but it
can also be a force for positive change if used ethically. We encourage stakeholders to
use our proposed model in ways that respect human dignity and autonomy. Al systems
should not be used to perpetuate discrimination, spread misinformation, or infringe on
individuals’ rights.

Although our proposed model advances the field of bias mitigation in sentiment
analysis, it is vital to continually address the ethical considerations associated with its
development and deployment. Ongoing efforts to ensure fairness, transparency, privacy,
and accountability will help maximize the positive impact of the model on society.

6. Conclusions

This research presented a novel methodology for sentiment analysis that tackled the
challenges of bias and representation, especially in sensitive areas like sexual orientation,
religion, and disability. Our approach not only improved accuracy but also prioritized
ethical considerations, ensuring that the model predictions were fair and respectful of
diverse perspectives. The transparency and interpretability built into the methodology
further enhanced its potential as a leading solution for sentiment analysis.

In the future, we plan to refine and expand this methodology by incorporating a
feedback loop where users or domain experts can validate the model’s predictions. This
feedback will be invaluable for fine-tuning our bias mitigation techniques and ensuring ro-
bustness in diverse settings. Additionally, as language and societal norms evolve, the model
will need continuous updates. Exploring ensemble techniques and alternative model ar-
chitectures will be key to further improving performance. Engaging with a broader range
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of stakeholders, especially those from marginalized communities, will help guide these
future developments, ensuring that our solutions remain both technically advanced and
ethically responsible.
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Appendix A

Table A1l. Bias evaluation results for different demographic groups.

Group Model Precision Recall F1-Score
Proposed method 0.924 0.928 0.926
Logistic Regression 0.735 0.710 0.723
SVM 0.762 0.740 0.751
MLP 0.775 0.763 0.769
LSTM 0.789 0.779 0.783
Asian RoBERTa 0.853 0.839 0.846
DistilBERT 0.840 0.830 0.835
Counterfactual data augmentation 0.784 0.771 0.778
Adversarial training 0.798 0.783 0.791
Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786
Bias-Regularized Neural Network 0.803 0.788 0.796
BiasFinder 0.818 0.808 0.813
Proposed method 0.932 0.938 0.935
Logistic Regression 0.730 0.710 0.720
SVM 0.760 0.740 0.750
MLP 0.773 0.761 0.767
LSTM 0.786 0.776 0.780
Black RoBERTa 0.855 0.840 0.847
DistilBERT 0.845 0.835 0.840
Counterfactual data augmentation 0.784 0.771 0.778
Adversarial training 0.798 0.783 0.791
Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786
Bias-Regularized Neural Network 0.803 0.788 0.796

BiasFinder 0.821 0.811 0.816
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Table Al. Cont.
Group Model Precision Recall F1-Score
Proposed method 0.927 0.930 0.929
Logistic Regression 0.735 0.712 0.723
SVM 0.765 0.745 0.755
MLP 0.778 0.766 0.772
LSTM 0.791 0.781 0.785
Latino RoBERTa 0.856 0.841 0.849
DistilBERT 0.845 0.835 0.840
Counterfactual data augmentation 0.784 0.771 0.778
Adversarial training 0.798 0.783 0.791
Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786
Bias-Regularized Neural Network 0.803 0.788 0.796
BiasFinder 0.819 0.809 0.814
Proposed method 0.940 0.945 0.943
Logistic Regression 0.730 0.710 0.720
SVM 0.762 0.742 0.752
MLP 0.775 0.763 0.769
LSTM 0.788 0.778 0.783
White RoBERTa 0.860 0.845 0.852
DistilBERT 0.850 0.840 0.845
Counterfactual data augmentation 0.784 0.771 0.778
Adpversarial training 0.798 0.783 0.791
Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786
Bias-Regularized Neural Network 0.803 0.788 0.796
BiasFinder 0.823 0.813 0.818
Proposed method 0.935 0.939 0.937
Logistic Regression 0.731 0.710 0.720
SVM 0.762 0.742 0.752
MLP 0.775 0.763 0.769
LSTM 0.788 0.778 0.783
Other RoBERTa 0.857 0.842 0.849
DistilBERT 0.847 0.837 0.842
Counterfactual data augmentation 0.784 0.771 0.778
Adversarial training 0.798 0.783 0.791
Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786
Bias-Regularized Neural Network 0.803 0.788 0.796
BiasFinder 0.822 0.812 0.817
Table A2. Bias evaluation results for different gender groups.
Group Model Precision Recall F1-Score
Proposed method 0.931 0.937 0.934
Logistic Regression 0.734 0.698 0.716
SVM 0.742 0.717 0.729
MLP 0.758 0.739 0.748
LSTM 0.770 0.762 0.766
Male Counterfactual data augmentation 0.776 0.761 0.768
Adversarial training 0.789 0.772 0.780
Bias-Product-of-Experts (BPoE) 0.783 0.765 0.774
Bias-Regularized Neural Network 0.794 0.780 0.787
RoBERTa 0.926 0.932 0.929
DistilBERT 0.922 0.928 0.925
BiasFinder 0.921 0.926 0.923
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Table A2. Cont.

Group Model Precision Recall F1-Score

Proposed method 0.930 0.936 0.933

Logistic Regression 0.734 0.698 0.716

SVM 0.745 0.725 0.735

MLP 0.761 0.748 0.754

LSTM 0.773 0.765 0.769

Female Counterfactual data augmentation 0.781 0.764 0.772

Adversarial training 0.793 0.776 0.784

Bias-Product-of-Experts (BPoE) 0.786 0.768 0.777

Bias-Regularized Neural Network 0.798 0.781 0.789

RoBERTa 0.925 0.931 0.928

DistilBERT 0.921 0.926 0.924

BiasFinder 0.920 0.925 0.922

Proposed method 0.928 0.934 0.931

Logistic Regression 0.734 0.698 0.716

SVM 0.740 0.717 0.728

MLP 0.759 0.742 0.750

LSTM 0.771 0.763 0.767

Transgender Counterfactual data augmentation 0.777 0.762 0.769

Adversarial training 0.789 0.773 0.781

Bias-Product-of-Experts (BPoE) 0.782 0.764 0.773

Bias-Regularized Neural Network 0.794 0.779 0.786

RoBERTa 0.925 0.931 0.928

DistilBERT 0.921 0.926 0.924

BiasFinder 0.920 0.925 0.922

Proposed method 0.932 0.938 0.935

Logistic Regression 0.734 0.698 0.716

SVM 0.744 0.723 0.733

MLP 0.761 0.745 0.753

LSTM 0.773 0.765 0.769

Other gender Counterfactual data augmentation 0.780 0.764 0.772

Adpversarial training 0.791 0.774 0.782

Bias-Product-of-Experts (BPoE) 0.784 0.766 0.775

Bias-Regularized Neural Network 0.796 0.779 0.787

RoBERTa 0.926 0.932 0.929

DistilBERT 0.922 0.926 0.924

BiasFinder 0.920 0.925 0.922

Table A3. Bias evaluation results for different sexual orientation groups.

Group Model Precision Recall F1-Score

Proposed method 0.933 0.939 0.936

Logistic Regression 0.734 0.698 0.716

SVM 0.749 0.719 0.734

MLP 0.765 0.750 0.757

LSTM 0.780 0.770 0.775

Counterfactual data augmentation 0.785 0.775 0.780

Heterosexual . o

Adpversarial training 0.802 0.785 0.793

Bias-Product-of-Experts (BPoE) 0.795 0.782 0.788

Bias-Regularized Neural Network 0.805 0.790 0.797

RoBERTa 0.920 0.915 0917

DistilBERT 0.912 0.905 0.909

BiasFinder 0.915 0.920 0917
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Table A3. Cont.

Group Model Precision Recall F1-Score

Proposed method 0.930 0.936 0.933

Logistic Regression 0.734 0.698 0.716

SVM 0.749 0.719 0.734

MLP 0.765 0.750 0.757

LSTM 0.780 0.770 0.775

Homosexual Counterfactual data augmentation 0.785 0.775 0.780

omose Adversarial training 0.802 0.785 0.793

Bias-Product-of-Experts (BPoE) 0.795 0.782 0.788

Bias-Regularized Neural Network 0.805 0.790 0.797

RoBERTa 0.920 0.915 0.917

DistilBERT 0.912 0.905 0.909

BiasFinder 0.915 0.920 0917

Proposed method 0.931 0.937 0.934

Logistic Regression 0.734 0.698 0.716

SVM 0.749 0.719 0.734

MLP 0.765 0.750 0.757

LSTM 0.780 0.770 0.775

Bi 1 Counterfactual data augmentation 0.785 0.775 0.780

1sexua Adversarial training 0.802 0.785 0.793

Bias-Product-of-Experts (BPoE) 0.795 0.782 0.788

Bias-Regularized Neural Network 0.805 0.790 0.797

RoBERTa 0.920 0.915 0.917

DistilBERT 0.912 0.905 0.909

BiasFinder 0.915 0.920 0.917

Proposed method 0.932 0.938 0.935

Logistic Regression 0.734 0.698 0.716

SVM 0.749 0.719 0.734

MLP 0.765 0.750 0.757

LSTM 0.780 0.770 0.775

Oth Counterfactual data augmentation 0.785 0.775 0.780

e Adversarial training 0.802 0.785 0.793

Bias-Product-of-Experts (BPoE) 0.795 0.782 0.788

Bias-Regularized Neural Network 0.805 0.790 0.797

RoBERTa 0.920 0.915 0.917

DistilBERT 0.912 0.905 0.909

BiasFinder 0.915 0.920 0.917

Table A4. Bias evaluation results for different religion groups.

Group Model Precision Recall F1-Score

Proposed method 0.930 0.936 0.933

Logistic Regression 0.734 0.698 0.716

SVM 0.751 0.719 0.735

MLP 0.762 0.748 0.755

LSTM 0.781 0.769 0.775

- Counterfactual data augmentation 0.784 0.771 0.778

Christian ) o

Adversarial training 0.798 0.783 0.791

Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786

Bias-Regularized Neural Network 0.803 0.788 0.796

RoBERTa 0.918 0.925 0.921

DistilBERT 0.914 0.920 0.917

BiasFinder 0.919 0.926 0.922
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Table A4. Cont.
Group Model Precision Recall F1-Score
Proposed method 0.932 0.938 0.935
Logistic Regression 0.734 0.698 0.716
SVM 0.751 0.719 0.735
MLP 0.762 0.748 0.755
LSTM 0.781 0.769 0.775
Jewish Counterfactual data augmentation 0.784 0.771 0.778
Adpversarial training 0.798 0.783 0.791
Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786
Bias-Regularized Neural Network 0.803 0.788 0.796
RoBERTa 0.919 0.926 0.922
DistilBERT 0.915 0.921 0.918
BiasFinder 0.920 0.927 0.923
Proposed method 0.933 0.939 0.936
Logistic Regression 0.734 0.698 0.716
SVM 0.751 0.719 0.735
MLP 0.762 0.748 0.755
LSTM 0.781 0.769 0.775
Muslim Counterfactual data augmentation 0.784 0.771 0.778
Adpversarial training 0.798 0.783 0.791
Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786
Bias-Regularized Neural Network 0.803 0.788 0.796
RoBERTa 0.920 0.927 0.923
DistilBERT 0.916 0.922 0.919
BiasFinder 0.921 0.928 0.924
Proposed method 0.931 0.937 0.934
Logistic Regression 0.734 0.698 0.716
SVM 0.751 0.719 0.735
MLP 0.762 0.748 0.755
LSTM 0.781 0.769 0.775
Hindu Counterfactual data augmentation 0.784 0.771 0.778
Adpversarial training 0.798 0.783 0.791
Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786
Bias-Regularized Neural Network 0.803 0.788 0.796
RoBERTa 0.918 0.926 0.922
DistilBERT 0.914 0.921 0.917
BiasFinder 0.919 0.927 0.923
Proposed method 0.930 0.936 0.933
Logistic Regression 0.734 0.698 0.716
SVM 0.751 0.719 0.735
MLP 0.762 0.748 0.755
LSTM 0.781 0.769 0.775
Buddhist Counterfactual data augmentation 0.784 0.771 0.778
Adpversarial training 0.798 0.783 0.791
Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786
Bias-Regularized Neural Network 0.803 0.788 0.796
RoBERTa 0.919 0.926 0.922
DistilBERT 0.915 0.921 0.918
BiasFinder 0.920 0.927 0.923
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Table A4. Cont.
Group Model Precision Recall F1-Score
Proposed method 0.932 0.938 0.935
Logistic Regression 0.734 0.698 0.716
SVM 0.751 0.719 0.735
MLP 0.762 0.748 0.755
LSTM 0.781 0.769 0.775
Atheist Counterfactual data augmentation 0.784 0.771 0.778
Adversarial training 0.798 0.783 0.791
Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786
Bias-Regularized Neural Network 0.803 0.788 0.796
RoBERTa 0.920 0.926 0.923
DistilBERT 0.916 0.922 0.919
BiasFinder 0.921 0.928 0.924
Proposed method 0.933 0.939 0.936
Logistic Regression 0.734 0.698 0.716
SVM 0.751 0.719 0.735
MLP 0.762 0.748 0.755
LSTM 0.781 0.769 0.775
Other religion ~ Counterfactual data augmentation 0.784 0.771 0.778
Adpversarial training 0.798 0.783 0.791
Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786
Bias-Regularized Neural Network 0.803 0.788 0.796
RoBERTa 0.920 0.927 0.923
DistilBERT 0.916 0.922 0.919
BiasFinder 0.921 0.928 0.924
Table A5. Bias evaluation results for different disability groups.
Group Model Precision Recall F1-Score
Proposed method 0.931 0.937 0.934
Logistic Regression 0.734 0.698 0.716
SVM 0.751 0.719 0.735
MLP 0.762 0.748 0.755
LSTM 0.781 0.769 0.775
Physical disability Counterfactual data augmentation 0.784 0.771 0.778
Adpversarial training 0.798 0.783 0.791
Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786
Bias-Regularized Neural Network 0.803 0.788 0.796
RoBERTa 0.915 0.924 0.919
DistilBERT 0.910 0.918 0.914
BiasFinder 0.920 0.927 0.923
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Table A5. Cont.

Group Model Precision Recall F1-Score

Proposed method 0.930 0.936 0.933

Logistic Regression 0.734 0.698 0.716

SVM 0.751 0.719 0.735

MLP 0.762 0.748 0.755

LSTM 0.781 0.769 0.775

{ntell'ectua.l o Counterfactual data augmentation 0.784 0.771 0.778
earning disability ) o

Adversarial training 0.798 0.783 0.791

Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786

Bias-Regularized Neural Network 0.803 0.788 0.796

RoBERTa 0.915 0.924 0.919

DistilBERT 0.910 0.918 0.914

BiasFinder 0.920 0.927 0.923

Proposed method 0.932 0.938 0.935

Logistic Regression 0.734 0.698 0.716

SVM 0.751 0.719 0.735

MLP 0.762 0.748 0.755

. LSTM 0.781 0.769 0.775

Psychla.t e or Counterfactual data augmentation 0.784 0.771 0.778

mental illness

Adpversarial training 0.798 0.783 0.791

Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786

Bias-Regularized Neural Network 0.803 0.788 0.796

RoBERTa 0.915 0.924 0.919

DistilBERT 0.910 0.918 0.914

BiasFinder 0.920 0.927 0.923

Proposed method 0.933 0.939 0.936

Logistic Regression 0.734 0.698 0.716

SVM 0.751 0.719 0.735

MLP 0.762 0.748 0.755

LSTM 0.781 0.769 0.775

Other disability Counterfactual data augmentation 0.784 0.771 0.778

Adpversarial training 0.798 0.783 0.791

Bias-Product-of-Experts (BPoE) 0.792 0.779 0.786

Bias-Regularized Neural Network 0.803 0.788 0.796

RoBERTa 0.915 0.924 0.919

DistilBERT 0.910 0.918 0.914

BiasFinder 0.920 0.927 0.923
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