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HIGHLIGHTS

e Proposing a fault-tolerant hierarchical EMS for an aircraft EPS to ensure system resilience in multiple faulty scenarios;
o Proposing a MILP-MPC strategy to optimise the long-term performance of the system considering future predictions;

e Proposing deterministic rule-based control strategies to cope with system real-time changes with a fast clock;

e Proposing four modes for the low level of the EMS to either cooperate collaboratively or independently;

e Considering various normal and faulty conditions during the flight, including both EMS external and internal faults.

ARTICLE INFO ABSTRACT

Keywords: The concept of More-Electric Aircraft (MEA) has the potential to improve the environmental, economic, and
Energy management system reliability performance in the energy and transportation sectors. To achieve this potential, it has become a
Model predictive control tendency to develop complex architectures of Electrical Power Systems (EPSs) for MEA to supply increasing

Hierarchical control
Fault tolerant control
Electrical power system
More electric aircraft

electrical power demands. Moreover, a reliable and intelligent Energy Management System (EMS) is critical to
coordinate the various EPS subsystems to ensure safe and efficient flight, following the real-time EPS operating
requirements and safety criteria, while reducing the operating costs for all flight stages. This paper presents a
fault-tolerant hierarchical EMS, for an innovative multi-converter-based aircraft EPS, to configure the system,
ensure power distribution, and manage energy storage in multiple faulty scenarios over different time scales.
There are two levels in this EMS: The High Level (HL) is based on Model Predictive Control (MPC), formulated by
Mixed-Integer-Linear-Programming (MILP), to optimise the long-term EPS performance while considering future
predictions; The Low Level (LL) adopts deterministic rules to cope with load changes and fault occurrences over
the short term, during the HL sample intervals, with a faster clock. In particular, the LL controller contains four
modes: to either cooperate with the HL online MPC or to operate independently, in either EPS normal or faulty
conditions. The proposed EMS is evaluated in two cases, firstly considering load deviations in a normal operating
scenario, and then considering behaviour in fault scenarios. The results indicate that the proposed EMS suc-
cessfully reduces the EPS operational costs while ensuring quick responses to dynamic changes with either EPS
component faults or EMS internal faults.

on the resulting environmental challenges [3,4]. Many initiatives have
been proposed to reduce the emissions in the next generation of aircraft
currently being developed, such as Power Optimized Aircraft (POA),
More Open Electrical Technologies (MOET) project [5], the CLEAN SKY
Joint Undertaking (CSJU) and Clean Aviation Joint Undertaking [6],
targeting international goals to reach net-zero emissions by 2050 [7-9].
As a result, the concept of More Electric Aircraft (MEA) has been pro-
posed as a major development trend for future aircraft to improve

1. Introduction and literature review
1.1. Background and motivation

In a little more than a century, commercial aviation has evolved into
the fastest, safest, and most far-reaching transportation mode [1,2].
However, the aircraft sector has recently been more and more focused
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Nomenclature

Indices of EPS architecture

j.l Index for HV and LV buses respectively
c Index for cells (modular DC/DC converters)
D.q Index for HV and LV loads respectively

NAPU Number of APU

NHVE Number of HV buses

NLVB Number of LV buses

N€ Number of cells

NBAT Number of batteries

NHVLeri - NHVIneri: Nymber of HV critical/non-critical loads
NELVLeri NLVIneri - Nymber of LV critical/non-critical loads

Indices of the EMS

H Prediction horizon

k Time intervals, keZ-¢

T Sampling time

N Total time steps

Ir**{*}  The recommendation values from the online MPC to the

low-level control

r°f{*}  The recommendation values from the offline dataset to the
low-level control
M{*} The measurement value from EPS to the EMS

THE, kML Sample time/Time step of high-level control

TLL, kL Sample time/Time step of low-level control

Parameters of EPS
Power limitations

PMAXS Initial estimation of maximum generator and APU output
power [kW]

pAHVmax  Maximum output power of APU bus to HV buses [kW]

P].*;V"““ Maximum power of HV buses [kW]

pjivémex Maximum power of connection link between HV bus j and
cell ¢ [kW]

pCmax Rated power of DC/DC converter cells [kW]

pLyemax  Maximum power of connection link between celll ¢ and LV

bus j [kW]
pdismax pehmax \aximum charging and discharging power for each
battery [ [kW]

piymax  Maximum power of LV buses [kW]
ESS limitations
B® Capacity of battery I [kWh]

HI, LO  Upper/Lower boundary for battery state of charge
Efficiency

7 Transmission efficiency in cables between the APU bus and
HV bus j

;1;5" Transmission efficiency in cables of HV bus connection
between bus j and j’

n}gvc Transmission efficiency in cables between the HV bus j and
cell ¢

e Efficiency of cell ¢

ke Transmission efficiency in cables between the cell c and LV
bus 1

nsh, nds  Charging/ Discharging efficiency of battery

i Transmission efficiency in cables of LV bus connection
between bus [ and I

Load priority

/IJI;VL"M The priority of the pth non-critical load on HV bus j

Ap/Fert The priority of the gth non-critical load on LV bus [

Parameters of the EMS
Load power
P};VLC”(k) The pth critical load power on HV bus j [kW]

P};VL"‘”'(k) The pth non-critical load power on HV bus j [kW]
PquVLm(k) The gth critical load power on LV bus I [kW]
PquL"C'i(k) The gth non-critical load power on LV bus [ [kW]
Failure

yf(k) Indicator for the failure of generator j

Yi¥“(k)  Indicator for the failure of connection link between HV bus
jand cell ¢

yLYC(k)  Indicator for the failure of connection link between cell ¢
and LV bus

Y€ (k) Indicator for the failure of cell ¢

yPAT(k)  Indicator for the failure of battery [

APU status RAPY(k)Indicator for the starting status of APU: when
RAPU(k) = 0, APU is not ready for connection, when
RAPY(k) =1, APU is ready for connection

Continuous decision variables of the EMS

Power

PGmax (k)  Maximum output power of generator/APU [kW]
PAPU(k)  Power flowing from APU to the APU bus [kW]
PfHVP (k) Power flowing from APU bus to the HV bus j [kW]
PAHV(k)  Power flowing from HV bus j to the APU bus [kW]
PjG(k) Power flowing from generator j to corresponding HV bus j
[kw]

P;}V(k) Power flowing from HV bus j to HV bus j' [kW]

PfC’VC(k) Power flowing from HV bus j to cell ¢ [kW]

PLYC(k)  Power flowing from cell ¢ to LV bus I [kW]

Ph(k) , PE(k) Charging/ Discharging power of battery on LV bus !
[kw]

PLY(k)  Power flowing from LV bus I to LV bus I' [kW]

ESS

SOCi(k) State of charge of battery on LV bus [

91(k) Tolerance for upper bound of state of charge of battery on
LV bus I

(k) Tolerance for lower bound of state of charge of battery on
LV bus 1

Binary decision variables of the EMS

Connections

SAPU(k)  Connection status of the link between APU and APU bus

SHV(k)  Connection status of the link between APU bus and HV bus
J

S}G (k) Connection status of the link between generator j and
corresponding HV bus j

S;j’,v(k) Connection status of the link between HV bus j and HV bus
i

SpVineri(k) - Connection status of the pth non-critical load power on
HV bus j

SiVC(k)  Connection status of the link between HV bus j and cell ¢

SLYC(k)  Connection status of the link between cell ¢ and LV bus !

SPAT(k)  Connection status of the link between LV bus [ and its
corresponding battery

SkV(k)  Connection status of the link between LV bus [ and LV bus

Sitneri(k) - Connection status of the gth non-critical load power on LV

bus [
Indicators of Power direction

s (k)

; Indicator for power flow direction from APU bus to the HV
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bus j
stV (k) Indicator for power flow direction from HV bus j to the
APU bus
.s;l,"(k) Indicator for power flow direction HV bus j to HV bus j
sfV(k)  Indicator for power flow direction HV bus j to HV bus j
seh (k) Indicator for charging the battery on LV bus [
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sfish(k)  Indicator for discharging the battery on LV bus [
sk (k) Indicator for power flow direction from LV bus to LV bus !
si¥ (k) Indicator for power flow direction from LV bus ! to LV bus [

APU starting decisions
ST*PYU(k) Indicator for the starting of APU: when STA?V(k) = 0, do
not start APU, when RAPU(k) = 1, start APU

energy efficiency and reduce gas emissions [10]. In MEA, several sub-
systems that once relied on hydraulic, mechanical, or pneumatic power
have been completely or partially replaced by electrical systems [11,12].
The electrification change increases the complexity of the aircraft
Electric Power System (EPS), encouraging the development of novel
architectures consisting of various power sources and Energy Storage
Systems (ESSs), buses with different voltage levels, numerous power
electronics converters with switches for flexible power transmission, as
well as increasing electrical power demands [13-15].

To cope with the increasingly complex onboard EPS, a more reliable
and intelligent Energy Management System (EMS) is required to
configure the system (i.e., opening/closing of interconnection switches),
to ensure power distribution, and to manage load demands and energy
storage, following the real-time EPS operating requirements and safety
criteria, while reducing the operating costs for all flight stages.
Considering the EPS dynamics/changes at different time scales, the EMS
must be able to control EPS operations over multiple time-scales, with
both fast reactions to ensure safety in the short-time (e.g., reacting to
changing power demands to avoid overloads or lack of power), and
longer term planning to improve efficiency, reduce switching/load
shedding/losses, and accommodate longer term safety issues such as
ensuring that flight-critical loads can remain powered in any power
shortage circumstances. Consequently, a hierarchical control architec-
ture can reasonably be adopted in the EMS to handle these different time
scales [16,17]. In addition, the design has to be resilient to faults in
communication, and decisions must be deterministic and replicable.
Consequently, designing a fault-tolerant hierarchical EMS is critical but
complex.

1.2. Literature review

Various algorithms have previously been studied for EMSs for
different EPSs. Aided by predefined safety and operational rules, the
MEA EPS reconfiguration solutions are studied in [18,19], considering
different failure scenarios and power loss minimisation, respectively. In
[20,21], a deterministic rule-based EMS is proposed to provide power
scheduling and emergency backup for a PV-battery-based and grid-
integrated microgrid. In [22], the rules are compiled as a Finite State
Machine (FSM) to realise the EPS reconfiguration operation in MEA. An
FSM is also adopted in [23] to schedule power and energy storage for
battery/supercapacitor/fuel cell hybrid source vehicles meeting dra-
matic changes in motor power demands. In addition, an improved FSM
method is proposed in [24] to define states based on both the battery’s
SOC and the stored hydrogen level for a renewable energy microgrid.
Although the authors of [21] argue that deterministic rule-based
methods are considered reliable and resilient for real-time responses,
optimisation-based methods are widely proposed for optimal control
sequences for an EPS and have better adaptivity to new operational
conditions. For example, [25] shows that the proposed Dynamic Pro-
gramming (DP)-based optimal EMS reduces the equivalent energy con-
sumption of the HEV by 6.1 % compared to the rule-based EMS,
although the rule-based method has robustness and low computational
loads. Moreover, [26] concludes that, compared to the FSM method, the
proposed Genetic Algorithm (GA) and Simulated Annealing optimiza-
tion Algorithm (SAA) achieve a 40 % and 19.3 % cost saving, respec-
tively, when managing power scheduling of a hybrid energy system

integrating batteries and renewable energy sources.

As reviewed in [27-29], a variety of algorithms have been applied in
energy management strategies, such as Dynamic Programming (DP),
Mixed-Integer Linear Programming (MILP), and Mixed Integer
Quadratic Programming (MIQP), GA, Particle Swarm Optimisation
(PSO), Machine Learning (ML), etc. A DP-based EMS is proposed in [30]
to reduce the hydrogen consumption and ageing costs of an ESS for an
aircraft battery-fuel cell system. The study compares the EMS perfor-
mance for five potential EPS configurations, indicating the advantage of
fuel cell active configuration. Researchers in [31] present the formula-
tion of a MILP-based EMS for large-scale power distribution networks,
integrating renewable energy sources, considering bidirectional power
flows and ESS degradation, aiming to reduce maintenance costs, power
losses, and voltage fluctuations. MILP-based EMS is also studied in [32]
to optimise the day-ahead energy scheduling and pricing strategies for a
multi-energy microgrid considering uncertainties of renewable genera-
tion. In [33], an MIQP-based EMS is proposed for an MEA to optimise the
power-sharing among generators and the ESS on one HV bus to improve
the generator efficiency and the usage of the ESS. In [34,35], EMS
strategies are proposed for aircraft to meet the targets of reducing block
fuel burn, energy consumption, and emissions, as well as meeting flight
missions. The proposed EMSs adopt Non-dominated Sorting Genetic
Algorithm II (NSGA-II), addressing the design trade-off. PSO-based EMS
is proposed for the aircraft electromechanical system in [36], to mini-
mise the fuel consumption of the aircraft engine and maximise the
cooling efficiency. [37,38] propose EMSs based on reinforcement
learning algorithms for multi-stack fuel cell hybrid vehicles and hybrid
electric propulsion aircraft, respectively. In [37], the proposed EMS
maintains battery state of charge (SOC) and minimises hydrogen con-
sumption with the consideration of fuel cell failure situations. The
proposed EMS in [38] optimises the thrust distribution and power dis-
tribution to reduce aircraft fuel consumption. The aforementioned
studies do not consider real-time EPS reconfiguration for power distri-
bution, aiming for techno-economic benefits as presented in [22]. In
[39], a GA-based algorithm is proposed to reconfigure PV arrays for
stratospheric airships, in order to improve the output power with a
smooth P—V curve.

In general, algorithms such as MILP and MIQP are categorized as
classical optimisation, while other algorithms, such as GA and PSO, are
categorized as soft computing [40]. Researchers compare the two cat-
egories of energy management studies in [40,41]. In [41], MILP and
NSGA-II methods-based EMS are compared to optimise the operating
cost and CO2 emissions for the operation planning of a district energy
system when considering uncertainties in energy demands and renew-
able energy generation. The study shows that MILP performs better than
NSGA-II in several aspects, such as computation time, implementation,
and constraint satisfaction. Moreover, [40] compares the performance
of classical optimisation and soft computing algorithms when solving
reconfiguration problems of power distribution systems. It was
concluded that classical optimisation algorithms perform better than
soft computing algorithms for small and medium-size systems (i.e., 33-
bus and 136-bus, respectively).

Combining the optimisation model with the receding horizon
framework, the Model Predictive Control (MPC)-based EMS optimises
forecasts of behaviour over a future time horizon, which leads the sys-
tem to act in advance of predicted future system changes [42,43]. EMSs
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Table 1

Comparison of the proposed EMS with EMSs for EPSs on aircraft in other research.
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Ref. EMS methods Multi-time EPS complexity Control targets* Fault considerations
scale ) . R . .
Single Multi PM LM RC ESM  Single Multiple EMS internal
bus bus fault faults communication fault
[18] Deterministic rules x x v v x v o ox v Vv x
[22] FSM x v x v vV Y v \/ x
[30] DP X \/ X \/ X X \/ X X X
[33] MIQP X v X \/ X X v v X X
[34] NSGA-II x v x voox x v x x x
[35] NSGA-IT x v x v o ox x v x x x
[36] PSO X X \/ \/ X X X X X X
MILP; MPC; Deterministic rules;
(441 Hierarchical control v * v v v v v v X *
MILP; SMPC; Deterministic rules;

[45] Hierarchical control v * v v v v v v x *
[46] MIQP, MPC, distributed control X X \/ \/ \/ \/ \/ X X X
[47,48] MPC, nonlinear programming X \/ X \/ X X \/ X X X
[49] MPC X v X \/ X X v X X X
[50] NSGA-II, MPC, disconnection rules X v X v X v v v X x
[51] MIQP, SMPC x x v v vV Y v v x
[55,56] Two-level fuzzy rules v v X v X X v X X X
[571 Two-level MPC v v x v o ox x v x x x
[58,59] MIQP, MPC, Hierarchical control \/ \/ X \/ X X \/ X X X
[68] Three-level fuzzy rules v X v v v X X v v X
This MILP, MPC, BR, FSM, Hierarchical

study control ‘/ x \/ \/ \/ ‘/ ‘/ ‘/ \/ \/

* In control targets, PM indicates power references; LM indicates load management; RC indicates reconfiguration; ESM indicates energy storage management.

targeting optimising power and load management of the EPS on an MEA
are formulated using MILP in an MPC framework in [44,45]. In [46], the
distributed tactical power control approach is combined with the MIQP-
MPC model to reduce the cost of fuel consumption for an EPS on MEA,
considering the increasing number of power electronic components
used. In [47,48], MPC-based EMSs are proposed to reduce the fuel
consumption of a hybrid aircraft propulsion system consisting of a gas
turbine, an electric motor, and a battery. [47] adopts a classical
nonlinear programming-based MPC strategy for the EMS, while [48]
proposes a nonlinear MPC with a cross-entropy method for the EMS.
Differing from the hybrid systems in [47-49] studies a hybrid battery-
fuel cell power system, and proposes an MPC-based EMS to minimise
the interval energy loss of the system. EPS faulty conditions are
considered when designing MPC-based EMS for aircraft power systems
in [50,51], and for ground power systems in [52,53]. In [50], power
management solutions are provided by the NSGA-II-MPC controller to
optimise electrical power system level efficiency. Although the faulty
condition is updated in the proposed MPC framework, the system
reconfiguration decisions are made by simple disconnection rules
because the EPS adopts a simple single-bus architecture. In contrast,
[51] presents a study for a more complex multi-bus EPS architecture.
Reconfiguration decisions under faulty conditions on MEA are further
optimized by adopting MIQP-MPC-based EMS when minimising the EPS
overall operational costs with the consideration of demand side uncer-
tainty. In [52], fault tolerance of renewable power sources is introduced
in the MILP-MPC model for residential grids aiming to reduce electricity
costs. However, the EMS response to EPS short-term changes and mul-
tiple faulty scenarios are unexplored. The fault detection and reconfi-
guration of a single bus microgrid is studied in [53], proposing a fault
mitigation block before updating the LP-MPC based EMS to follow the
predesigned power references. However, this method is not applicable
when the EPS architecture is complex and hard to decouple optimal
reconfiguration and power scheduling decisions.

In the aforementioned studies, EMSs contain a single layer to provide
all EPS decisions. Researchers in [54] argue that control of systems with
dynamics covering multiple time scales leads to a trade-off between
control performance and computational effort if solved with a conven-
tional single-layer MPC scheme. Hierarchical EMSs are widely adopted
to achieve diverse-timescale control while adopting various algorithms,

benefiting from different control levels, which complement one another
[16]. Hierarchical EMSs are proposed in studies of electric aircraft,
electric vehicles, electric ships, and grids. In [55,56], a two-level fuzzy
rule-based supervisory controller is designed for an MEA EPS, with the
first level to determine the total required power, while the second level
minimises the dissipated power and compensates for the slower dynamic
behaviour of the ESS. In [57], the authors propose a two-level MPC-
based EMS for an aircraft EPS, which supplies loads using hybrid power
sources, to reduce long-term energy costs and transients in voltage and
current regulation. Hierarchical MPC-based EMSs, modelled in MIQP,
are developed for an aircraft electro-thermal system in [58] and an
electro-mechano-thermal system in [59], to coordinate control decisions
among different energy domains and optimise energy efficiency and
dynamics. Studies in [54,60] propose a two-level MPC-based EMS for
electric vehicles. To reduce hydrogen consumption for an electric
vehicle in [54], the upper level optimises power trajectory and tem-
perature, and the lower level optimises electrical power. In [60], the
upper-level MPC optimises the battery capacity loss cost and battery
cooling cost, and a lower-level MPC minimises the battery capacity loss
cost. Three-layer EMSs are adopted for a hybrid power system on ships
in [61], consisting of one DP-MPC controller to optimise the power
scheduling of energy sources, one distributed controller to coordinate
the differences in the characteristics of multiple energy sources, and one
local controller to track the reference power. A similar EMS scheme is
proposed in [62] for a hybrid DC microgrid, while the top layer applies
optimisation without an MPC frame. For residential grids, two-level
EMSs are widely adopted. [63,64] introduce a two-level home EMS to
reduce daily household energy costs using the MPC-based HL and the
rule-based LL controllers, hence compensating for the effects of forecast
uncertainties and sample time resolution. In [65], the EMS contains an
upper-level MPC targeting end-user cost minimisation, and a lower-level
MPC maximising self-sufficiency and self-consumption of each local
energy community. For networked microgrids, the high-level EMS pro-
posed in [66] uses a blockchain model to manage transactions among
microgrids, and the low-level EMS uses the grid synchronization algo-
rithm to manage the interconnection of microgrids. In [67], a hierar-
chical EMS is proposed for a fuel cell-supercapacitor-lithium battery
hybrid energy storage system to maximise the system recovery power.
The upper level contains a maximum power operation mode and a state
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Fig. 1. An innovative EPS architecture for aircraft.

machine control algorithm operation mode, and the lower level adopts a
fractional-order sliding mode controller to handle system nonlinear
characteristics. However, none of the aforementioned studies explores
the faulty scenarios of the EPS. Considering the load operative mode and
health level of an MEA, a three-level hierarchical fuzzy rule-based EMS,
consisting of a task level, an optimisation level, and a detection level, is
studied in [68] for fault-tolerant load management. However, this study
lacks reconfiguration decisions under multiple faulty component sce-
narios for the onboard EPS. In contrast, multiple faulty component
scenarios are considered in [44,45]. A rule-based Low-Level (LL)
controller is proposed to collaborate with an MPC-based High-Level
(HL) controller in the EMS for an MEA EPS; however, the idea is rela-
tively general without the LL controller design details. In addition, none
of these mentions how the LL controller can operate when the online
MPC in the HL controller is unavailable. Moreover, although a variety of
EMS strategies are proposed for electric vehicles and grids, these studies
lack the consideration of aircraft’s particular safety and operational
requirements, the methods proposed in these studies cannot be applied
to aircraft EPSs.

1.3. Research gap and contribution

In summary, as presented in Table 1, although some studies propose
EMS:s for aircraft EPSs, there is little research on the multiple component
faulty scenarios and the corresponding reconfigurations for the onboard
EPS. In addition, in hierarchical EMS design studies, none mention the
EMS internal reliability when considering the EMS internal communi-
cation faults. Furthermore, innovative multi-converter-based EPS ar-
chitectures have recently attracted interest for future aircraft
[51,69-71]. Compared to current studies in the literature, the coordi-
nate design of a hierarchical EMS is more complex due to the growing

number of configuration requirements and nonlinearity in these
architectures.

Motivated by the research gaps, this paper proposes an intelligent
EMS containing a two-level hierarchical control framework for the
innovative multi-converter-based onboard EPS, which is able to deal
with multiple faulty scenarios, with optimisation. Table 1 presents the
comparison of the proposed EMS to other state-of-the-art studies of
EMSs for aircraft EPSs. This research considers EPS faulty scenarios
resulting in system power shortage. These faulty scenarios include a)
loss of one generator caused by bearing failure, short circuits, engine
shut down, etc.; b) loss of batteries caused by a short circuit, poor
connections, physical damage, etc.; ¢) loss of DC/DC converters caused
by overvoltage/undervoltage conditions, short circuit, overheating,
semiconductor wear-out, etc.; d) loss of transmission links caused by
connector failure, short circuits, and wear and tear. A HL controller
based on a MILP-MPC scheme is proposed to cope with the long-term
optimisation of EPS operations, while an LL controller with a faster
clock is designed to cope with load changes and fault occurrences over
the short term within the HL sample intervals. This LL controller is
designed based on a set of flight rules, which can work in both collab-
oration mode with the HL controller, or independent mode, when the
online MPC at the HL is unavailable. The unavailable online MPC sce-
nario is considered as an additional faulty condition within the EMS
controller, which can be caused by communication faults at the online
MPC input side or other real-time computation errors. The contributions
of this research are as follows:

1) This research presents the mathematical formulation of a MILP-MPC
model in the HL controller of an EMS. The model integrates
nonlinear efficiency characteristics and discrete configuration limi-
tations to calculate optimal power flow. In addition, varying weight
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Table 2

EPS components’ roles in normal and faulty operation cases.

EPS Component

EPS normal scenario EPS faulty scenario

Generators/APU

ESS

HVBs to LVBs
transmission
links

HV/LV bus
interconnections

Generators/APU are controlled based on voltage regulation to
stabilise the HV/APU bus voltage.

1) HV/LV loads must be 1) In a generator failure
supplied. scenario, the APU can be
2) The generator output used to supply the loads
power is used to charge and charge batteries.
the batteries according 2) The APU has a starting
to the EMS. time of about 20s before it

is available to be
connected to the APU bus.
An ESS is used to stabilise the LV bus voltage for each LV bus.

The ESS manages the ESSs can be used to supply LV

power deviations between loads when there is

the loads and power insufficient available power

transferred by cells. from the HV side caused by
component failures.

One DC/DC cell can be By reconfiguring the system

connected to any HV or LV with redundant links, the LV

bus by controlling the on/ side power shortage in

off status of the contactors transmission failure scenarios

for power transmission. is mitigated.

The buses are isolated for The bus interconnections are

aircraft safety reasons. allowed to maintain bus
voltage and supply critical
loads.

factors are adopted in the objective functions of the MILP-MPC
model to balance conflicting objectives, such as saving redundant
energy in an ESS and reducing power losses by reduced power
transmission. Moreover, offline MILP-MPC decisions are saved as a

Offline MILP I'”

Historical Load
profile

Before flight During flight
S(k=0)
A S(k=1) Backup
_____ Database
S(k=T) P (k")
-~ (mei(km +1) ]

prediction L AAAAAA

High Level Controller

(MILP-MPC-based)

Load profile |in different
flight stages
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database and available for complementary references when the on-
line MILP-MPC is unavailable.

2) A rule-based LL controller is designed with four modes - two of the
modes operate collaboratively when the online MILP-MPC is avail-
able to deal with EPS normal and failure scenarios, respectively,
while the other two modes operate independently when the online
MPC is unavailable. In each independent mode, an FSM-based al-
gorithm is proposed in addition to a Basic Rule (BR)-based algorithm
to improve the EMS performance in reducing continuous switching
of charging/discharging of ESS and connection/disconnection of
loads.

3) A comprehensive comparison study is conducted for two cases. The
first case presents the ESM performance in the EPS normal opera-
tional scenario, with real-time load demand deviating from the ideal
load prediction. The second case presents the EMS performance
when assuming a series of component faults occur during the flight.
In each case, the EMS in different modes and algorithms is simulated
and compared, including BR-based independent LL control, FSM-
based independent LL control, and collaborated HL and LL control.
Hence, the effectiveness of the proposed EMS design can be proven.

1.4. Outline

The rest of this paper is organised as follows. Section 2 introduces the
EPS architecture and the hierarchical framework of EMS. Section 3
presents the mathematical formulation of MILP-MPC for the HL
controller of EMS, and Section 4 demonstrates four modes of the LL
controller. In Section 5, simulation results for two case studies are
compared. The paper is concluded in Section 6.

Rule-based Low level Controller

Four modes

r {S(k e )} Independent modes: faulty online MPC
‘ Mode 4: faulty EPS ‘

‘ Mode 3: normal EPS ‘

S[néi[: o (S(kM), e (jHL ) cooperative modes: normal online MPC
MPC Mode 2: faulty EPS
MiS'("™), Py (k™). S0C(K™) Mode 1: normal EPS
y(k)

[
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Fig. 2. The proposed hierarchical EMS.
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Table 3
Control roles in each level.
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Functions LL controller roles HL controller roles
Load Shed sufficient loads if a power shortage happens to Online:
management keep critical loads being supplied Minimise load shedding and switching activities
EPS Respond immediately to EPS component failures: Online:
reconfiguration 1) isolate faults Provide configuration allowing minimum transmission power losses and switching activities in both

2) if needed, reconfigure the EPS by providing
available connections based on EPS symmetry
3) consider APU starting duration for APU connection

normal and faulty scenarios
Offline:
Provide configuration allowing minimum transmission power losses and switching activities in

normal scenarios, which can be referred to by the LL in EPS faulty scenarios to guide the optimisation

Power scheduling ~ Maintain instantaneous power balance and power

limitations

Online:
1) Minimise transmission power losses

2) Maintain average power balance and power limitations

ESS management Keep SOC within the limitations

Online:

1) Optimise ESS usage
2) Keep SOC within the desired limits

2. EPS architecture and hierarchical EMS framework
2.1. Electric power system

An innovative multi-converter-based EPS architecture is shown in
Fig. 1, consisting of a 270 V HVDC network and a 28 V LVDC network,
which is connected by multiple DC/DC power converters (named cells).
The EPS normal scenario and the faulty scenario are defined according
to the availability of the EPS components. Accordingly, the role of the
system components will change in different cases to ensure the power
supply requirements of the HV/LV loads are met. A detailed description
of the EPS components/subsystems’ roles is given in Table 2. In an MEA
system, the onboard loads usually change according to different flight
stages, including ground, take off, climb, cruise, descent, loiter, and
landing [46]. Moreover, it is required to ensure aircraft critical loads,
such as flight control systems, are supplied in all scenarios, while non-
critical loads can be shed in faulty scenarios, when needed, following
the load priorities. For example, an ice protection unit is obviously less
preferred to be shed than an entertainment load.

2.2. Hierarchical EMS framework

The hierarchical framework proposed in this work includes two
levels, as presented in Fig. 2. The LL control is conducted very quickly,
every Tf’“ (i.e. 0.1 s). In contrast, the HL control is based on a slower
clock THL (i.e. 1 min).

As presented in Fig. 2, the HL controller contains two decision-
making parts. The first part is the online MILP-MPC, with the primary

usage to provide power references of cells (PC! <kHL)) and on/off sta-

tuses of all contactors (S (kHL)) to the LL controller in the cooperative

modes (Mode 3 and Mode 4). In the meantime, this online MILP-MPC
takes the load predictions for the horizon, e.g. P, P + D),
..., Pk + N-1), as well as the system updates from the LL controller,
into the online optimization calculations. The system updates include
the realistic on/off status of all contactors (S’(kHL)), all load power de-
mands (P(k™)), the SOC of ESSs (SOC(kHL)), and all EPS faulty infor-

mation (y (kHL> ). The online optimization is multi-objective and gives an

optimized control sequence for KR 1), kM 4+ N-1, where N
indicates the total time steps contained in the finite prediction horizon
H. However, only the first sample of the optimized control sequence is
applied, and the horizon is shifted to the next time step k- + 1. This is
known as the receding horizon. The second part is the backup database

providing S (kHL) to the LL controller in the independent modes (Mode 1

and Mode 2) when the online strategy is unavailable because of real-
time communication or computation failures. This backup database is
generated before the flight by conducting an offline MILP optimisation

model similar to MILP-MPC, for all flight stages in the EPS normal sce-
nario. This offline database aids the LL in decoupling the EPS reconfi-
guration problem (i.e., all connection decisions) from power flow
calculations, which is essential in improving the feasibility of rules in the
LL controller. Otherwise, determining the EPS configurations and power
flows simultaneously results in nondeterministic rules in the LL
controller, again increasing the unwanted computational complexity.
The proposed LL controller is based on predefined deterministic
rules. It provides quick responses to maintain instantaneous power
balance and capacity limitations, configure the EPS, and maintain crit-
ical loads even in faulty scenarios. As presented in Fig. 2, at each time
step k'L, the LL controller receives the real-time system status. In addi-
tion to the ones that will be sent to the HL controller (i.e., S’(kLL),

Pr(kMD), sock™), and y(kLL)), the availability status of the APU

(RPY(K)) and the availability of the online MILP-MPC (yMP Cky) are
also received. The LL controller will enter select one operation mode

according to yMPC(k') and y(kLL). Following the rules introduced in

Section 4, the selected mode of the LL controller takes the recommen-
dations from the HL controller into consideration, and then provides

real-time decisions of S(kLL>, peell <kLL>, and whether to start the APU

(STAPY(KMY). The following gives the brief discussion of how the LL
controller operates corresponding to the availability of the online MILP-
MPC:

1) When the online MILP-MPC is available, during every time step KL,
the LL controller receives recommendations

F"”{S(kHL) ,plell (kHL) } from the online MILP-MPC. It compares

the recommendations with the real-time status information
measured based on the fast clock T, such as the faulty information
of components and real-time load demands, to check the applica-
bility of the recommendations to any EPS short-term behaviours. If
the recommendation values are expected to lead to the power of
components/links exceeding the limitations or resorting to the failed
components, the LL controller adjusts the recommendation values to
fit the real-time status; otherwise, the LL controller directly adopts
the recommendation values and applies these to the EPS. The LL
controller is in Mode 1 or Mode 2 when the EPS is in normal or faulty
condition, respectively.

2) When the online MILP-MPC is unavailable, during every time step

KL, the LL controller receives recommendations I'Y {S (kHL> } from
the offline database. In the EPS normal condition, the LL controller in
Mode 3 calculates power references for the cells (pCell (kLL)) based

on the configuration extracted from the database. In EPS faulty
scenarios, the LL controller in Mode 4 reconfigures the system by
referring to the configuration in the database. Although the
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configuration references cannot be directly applied to the EPS, rules
are defined in the LL controller to calculate the potential symmetric
available connections. Therefore, the LL controller provides the EPS

with a new configuration (S <kLL>) to resolve the power shortage
caused by failures. Accordingly, power references for the cells
(pCell (kLL>,) are calculated based on this updated configuration.

As shown in Fig. 2, real-time decisions of S (k”) are directly applied
to the contactors in the EPS. Each cell is using current control which
takes the corresponding power reference from PCel! (kLL) as the input of

the control loop. For the components controlled under voltage control,
their power is indirectly controlled because they are required to
compensate for the power balance. Table 3 summarizes the fundamental
roles for each control level.

3. High-level controller in EMS

This section presents the optimisation model, using MILP within the
online MPC framework. The HL database is also constructed by solving
this model offline.

3.1. Objective functions

For optimal operation management of the EPS, a multi-objective cost
function (1) is formed, combining all of the individual cost functions
introduced in (2)—(9), with different weighting factors Wps , Wsoc, Ws,
WsAPU> Witran, WsL, Wpauax, and wy correspondingly. Cost function (2) aims
to minimise total power consumption from all power sources, resulting
in lower power losses for the power distribution system, which conse-
quently leads to lower fuel consumption. Cost function (3) aims to
maximise the energy stored in the ESS, within the target range, thereby
being prepared for abnormal conditions which may later require stored
power. Cost function (4) aims to minimise the load shedding, following
the load priorities. Cost functions (5)-(7) aim to minimise the switching
activities to avoid unnecessary transients and contactor wear that can
negatively affect the components’ lifetimes. In (5)-(7), S™" denotes the
ve, gLve,

vector of all power transmission line switches, i.e. [S;f‘HV, SJ’.J'.’,V, S]’-'C’

SPAT, ShV1. Similarly, S" denotes the vector of all load switches, i.e.
[SEVL”C'i, SquVL"C'i]. Cost function (8) aims to minimise the generator

sizing. The last cost function (9) aims to minimise the time for which
SOC is outside of the target range, to coordinate with the soft constraints
in Section 3.2.2.

JImo = Wpswpy I puppty + Wsp st + WsapuJsapu + Witrand stran

4+ WarJsr, +WsocJsoc + Wada + WpomaxJpemax D)
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Joany = S ISP (K 1 1) — 270 ()| ©)
Tivan = > o SIST (kT 4 1) — 57 (K| 6)
Ju =3 STISH(K™ 1) - SH(K)] %)
S = 30 o ) ®
Ja =30 ST () 4 o, (k) ) ©

Among the objectives, increasing SOC and reducing the power losses
are two conflicting objectives, because charging batteries to increase
SOC causes additional power losses. However, their importance changes
in different conditions: when the SOC is close to the upper bound,
reducing the power losses can be more prioritized than increasing SOC;
whereas, when the SOC is close to the lower bound, improving EPS
safety by charging the battery is more important, regardless of the
consequent power losses. A varying SOC weighting factor is therefore
designed in (10) to balance the energy redundancy and power losses,
where WM™ and W™ are the maximum and minimum weights selected

for the varying SOC.
_ in SOCl(k = 0) -LO ax in
WSOCI (k) - W;rtl)c + HI - 1O (VV?:)C W;’(;C ) (10)

3.2. Constraints

To demonstrate the EPS operational requirements, six groups of
constraints are proposed, which are briefly discussed here. More details
have been discussed in our studies in [13,51,72,73].

3.2.1. Power balance constraints

For each bus node, the power flows should comply with the rule that
the sum of powers flowing into/out of each node equals zero. For the
converter nodes, the power flowing out of each node is less than the
power flowing into it because of the nonlinear converter efficiency,
which is here linearised using piecewise functions [73]. In addition,
power losses across the transmission lines are considered by adding a
constant transmission efficiency parameter to the model. For all of the
bidirectional power flows, the power in each direction is represented by
a separate non-negative variable, hence all power variables here are
non-negative.

1) Power balance formulation for each APU bus node:

HVB HVB
ps(en) -5 R« e =0 a
HVB

J .= EN—] ( ]N 'P]G (kHL) + PAPU (kHL) ) + ;VLVBP?B (kHL) (2)

i KHL=0 NG o pGmax NBAT 2) Power balance formulation for each HV bus nodes:

o S |H1 - soci (k) |

Jsoc = ) iy NBAT o HI ®
; - JNHVB ;Vﬁvmmﬂgvmm< -~ S};Vann’ (kHL) ) i Zivl_vu ;V’-V'-"mﬂjleanri( _ s}i’Vanri (kHL) ) (4)

SL =

NHVLncri NLVB — NLVLncri

HVLncri
ljp nm+zl Zp

kHL—0 NHVB

LVLncri
J P j'J’P
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PjG (kHL) + (n;_‘\HVP]{\HVp (kHL) _PJ{;HVn (kHL) ) + (Zj# < n;vPﬁV(kHL) _P;}V(kHL) ) ) _ ZC P;—CIVC (kHL)

NHVLeri NHVLncri

PHVLcn kHL) Zp

-2,

S;Vanri (kHL)P;VL"Cﬂ (kHL) =0

3) Power balance formulation for each Cells’ node:

NHVB

ey,

P (k™) Zl PL"C (k™) =0,vc € {1,...,N°} 13)

4) Power balance formulation for all LV bus nodes:

Z HLIVCPZVC kHL + Zl%l ”ILIVP”/ kHL) PlLly(kHL) ) + (P;‘lls (kHL) 7Pfh (kHL) ) _ Zq

e {1, N

3.2.2. ESS constraints

For each battery (in an ESS), the SOC at time step k' +1 can be
estimated from the battery power and SOC value at the previous time
step k', as shown below, where VI € {1,...,N'VB},

Srhhpch (kHL) TPdLs (kHL)
BICGP ’71 LsBmP
€ {1,...N"B) s)

SOC, (K™ +1) = SOC; (k™) + V1

In the aircraft system, SOC is preferred to be kept within a target
range [LO, HI]. In this work, LO = 0.3 and HI = 0.9 are considered. As
mentioned in [72], soft constraints in (16)—(18) are proposed to improve
the robustness of the MILP-MPC algorithm, which allows SOC to vary
slightly outside of this range in real situations due to unpredicted power
requirements.

0.3 —&(k™) < SOC (k™) < 0.9+ 9,(k"),vl e {1,...,N*"?} 16)
0<g(k™) <01 a7)
0 <9 (k™) <01 (18)

3.2.3. Boundary constraints

Each component and transmission link has a maximum power limit
for safe operation. For the potential unidirectional power flow, when its
physical transmission path is connected, the power should not exceed its
limit, otherwise, the power is restricted to zero. Similarly, for the po-
tential bidirectional power flow, the power is limited by the direction
indicator, i.e., only the selected power direction can reach its maximum
power limitation. This set of constraints is presented in (19), where S
indicates the matrix of physical connection and direction indicators, P
indicates the matrix of corresponding power flow, and Py,q, indicates the
power flow to each element in P.

0 <P(k™) < S(k™) X Ppax 19)

As mentioned in [13], the maximum power of each generator and
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NC

12)

APU can be restricted during the flight by introducing the following
power limitation constraints.

0 < POmer (i) < 6 (K1) & PMAXC, PO (K1) < pame (kL) pAPU (jeiL
< PGma.x (kHL)
(20)

3.2.4. Unidirectional constraints

NLVLeri NLVLneri

PquVLm‘ (kHL) _ Zq

SquVanri ( kHL) PquVLnCri ( kHL) — O7 i
14

For the potential bidirectional power flow, two non-negative vari-
ables are introduced to present the power flow in each direction. (21)
and (19) indicate that when the physical transmission link is connected,
the power can be transferred in either direction within the given
maximum value. Additionally, when the physical transmission link is
disconnected, power flow in both directions is set to zero. In (19), s? and
s" indicates a matrix of the power direction indicators for the link,
allowing bidirectional power flow, and S indicates the matrix of the
physical connentions of these links.

& (K) + 7 (K1) < $7 (ki) @1

3.2.5. Connection constraints of operation restrictions

The power contactors should be connected properly to provide the
system with all possible operation topologies and prevent unexpected
connection conditions. The connection constraints are proposed for APU
connection, buses interconnections, and the cells’ connections as
follows:

1) The APU is connected to the APU bus only when any of the main
generators fails:

SAPU(kHL) f <1 _ H;JHVEy],G (kHL) > (22)

2) The HV and APU bus interconnections are only allowed when any
generator failure occurs. HV buses and the APU bus should also be
connected without creating loops:

Z;VHVBS?HV (kHL) +S]I.}V (kHL) < NHVB . (1 _ H;vHVBYiG (kHL) > (23)

NP G L APU (7.HL NP ARy (1 HL HV (1.HL HVB APU
>, ST(RT) 8T+ S (k™) + S (k) < NP 4N
(24)

3) Each HV bus should be supplied by only one healthy power source,
either one main generator or the APU:
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1< SO(K) + SV (k) + SV (K1) < 2, € {1,..., NP} @5)

4) Although the cells are flexible enough to be connected with any HV/
LV bus, during the system operation, each cell cannot be connected
to more than one HV and one LV bus:

0< 2{:

OSZ;VLVBSgVC(kHL) SlyVCE {1,,NC} 27)

SHVC k™) <1,vee {1,..,N} (26)

5) The LV bus interconnections are only allowed when any battery
failure occurs. LV buses should be connected without creating loops:

Z;szsﬁy(km) < (NBAT (1 H BAT kHL ) (28)

ILVB
ZN SBAT kHL +Zl Sﬁv kHL) < NBAT 29)

1

6) Each LV bus should be supplied by only one healthy battery, to
maintain the bus voltage:

1< SPAT(KI) 4 SHY | (k) +SEY, (k) <2 V1€ {1,..,NYB}  (30)
3.2.6. Health status constraints for components in EPS

A component can only be connected when it is available, as pre-
sented in (31), where S, 4 indicates the connection f to any component «
in the system, vy, indicates the availability of any component a.
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Sup(K™) < v, (K™) &)

4. Low-level controller in EMS

In each mode, a group of rules are defined to work as an expert
system to either collaborate with online MPC (Mode 1 and 2) or su-
pervise the system independently (Mode 3 and 4). In the independent
modes, two different rule-based methods are proposed, i.e. BR and FSM.

4.1. LL mode 1: collaboration mode in EPS normal scenarios

Algorithm I is proposed for the LL in Mode 1, which adopts the
recommendations of the HL for configurations and load shedding, and
calculates the power references based on the load power deviations
using the following rules:

a) Power Rule 1: If the ESS for LV bus [ can compensate for the de-
viations between predicted and real-time loads, then adopt recom-
mended power references for cells connected to bus L

Power Rule 2: If the battery is over-charged when adopting the HL-
recommended power of cells which are connected with LV bus [, then
reduce the power of the corresponding cells proportionally based on
the HL recommendations.

Power Rule 2: If the battery is over-discharged when adopting the
HL-recommended power of cells which are connected with LV bus [,
then increase the power of the corresponding cells proportionally
based on the HL recommendations.

b

=

C

~

Al-
gorithm Ifor LL Mode 1

Algorithm I for LL Mode 1

1)  Consider system state at time step k**

Sshed(kLL) — Fon{sshed(kHL)}
For each LV bus /, do the following:

presented in (32)

references were allocated, as presented in (33)
c) If

PCLlVC(kLL) — PCLZVC(kHL) . <1

a) Load power measurement: PjZVLcri(kLL)’ szVanri(kLL), PZIZIVLCH(kLL), Pll(}Vanri(kLL)

2) Keep MPC controller recommendation of system configuration references and load shedding: §¢°™ (k') = ror{seonf (k#1)},
3)  Calculate power references P¢ (k') to control the battery charging/discharging and load supporting:

a)  Calculate the deviations PFV4¢” (k') between the recommended input power from cells and real-time load demands, as

PRYAey (k) = SN, PLVC (k') — gL plvieri(ity
z:NLVanrLSLq]/ann (kLL) . PIIZIVanri (kLL)

b) Calculate the power capacity remained from cells to the LV bus /, i.e. PL/T*™(kHL), when recommended power

PcLlVCrem(kHL) — Pclecmax . SLZ.'lVC(kLL) _ PCLlVC(kHL) (33)

—pgismax < plvdev(LLy < pfhmax Then Apply Power Rule 1 as below
PLZVC (kLL) — PLlI/C (kHL)
c Ci
> en ower Rule 2 as
d) If PPeV(kM) > PFm** Then Apply Power Rule 2 as (34)
LVdev(; LL chmax
B (P ev (1et)-pf )> (34)

ZN PLYC(kHL)

e) If pMVaev(kl) < —pdismax < (0 Then Apply Power Rule 3 as (35)

(32)

4)

PLVC(|LLY = pLVC(JHLY _ pg/crem (kHL) . (pLvdev (| LL pdismax
cl ( ) cl ( ) (l ( )+ 1 ) (35)

Z@'=C1 PclecTem(kHL)
Obtain updated control references for the system: §°™ (k') sshed (L) PC€(kL), the cells’ power is calculated by (36)

PEGH) = S P () 66)

10




Charge the battery
whenever possible
without load
sheddin
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S0C; (k) < 0.5
S0C (k) < 0.3

Charge the battery
whenever possible
and shed loads if
required

S0C; (k) = 0.5

Fig. 3. FSM-based mode 3.
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State 1:
Stop charging
the battery
SOC(KL) > 0.7
S0C; (kM) = 0.9
Table 4

Predicted load profile of power usage (kW) based on flight stages.

Load types [kW] Ground (20 min)  Take off (5min)  Climb (25min)  Cruise (60 min)  Descent (10 min)  Loiter (15 min)  Landing (15 min)
Critical Loads on each HV bus 3.34 9.86 7.40 7.15 7.40 9.07 10.00
Critical Loads on LV bus 1 and 4 1.78 1.94 2.07 3.00 2.07 2.07 1.94
Critical Loads on LV bus 2 and 3 3.00 2.50 2.50 2.50 2.50 2.50 3.00
High Priority Loads on each HV bus 1.63 2.78 8.00 8.00 8.00 8.00 0.29
High Priority Loadson LV bus 1 and 4  1.40 1.30 1.30 1.30 1.60 0.80 0.80
High Priority Loadson LVbus2and 3 0.50 0.50 0.50 0.50 1.50 1.00 2.20
Mid Priority Loads on each HV bus 5.00 1.14 4.72 4.87 4.72 4.72 1.14
Mid Priority Loads on LV bus 1 and 4 0.50 0.35 0.35 2.00 0.35 0.35 0.35
Mid Priority Loads on LV bus 2 and 3 0.70 0.70 1.50 2.50 0.50 0.50 0.50
Low Priority Loads on each HV bus 2.00 2.00 2.00 6.00 2.00 2.00 2.00
Low Priority Loads on LV bus 1 and 4 1.00 0.70 1.50 2.20 0.50 0.50 1.50
Low Priority Loads on LV bus2and 3~ 2.00 1.50 2.00 3.00 2.00 2.00 2.00
Table 5 d) Configuration Rule 4: Isolate the faulty battery and connect the
Weights for the evaluation indices. neighbour LV bus to maintain the LV bus voltage.
Vs 5 Vsoc wmex _ o min _ o e) Configuration Rule 5: Before the online MPC responds to the fail-
= . ures, the LL controller uses symmetric links and disconnects the
Vi v, . . . .
VSL 1 vﬁf” v N faulty links and cells to maintain EPS safety and avoid power
dtran 4l . . . .
Vo 0.2 Vasbar 0.4 shortage as a very quick response, considering the left side and the
Vyiolation’ 100 right side of the EPS are symmetric.

4.2. LL mode 2: collaboration mode in EPS faulty scenarios

Algorithm II is proposed for the LL in mode 2. In Algorithm II, the
initial configuration decisions adopt the online MPC recommendations.
When the recommendations are applicable, the configuration decisions
remain unchanged. Otherwise, the following configuration rules are
applied to update decisions when MPC has yet to respond to failures, and
the recommendations are not applicable. The configuration rules are
achieved by Boolean logical operations.

a) Configuration Rule 1: Interconnect HV buses when a single
generator/APU needs to supply more than one HV bus, including the
APU starting period.

b) Configuration Rule 2: APU is started if high-priority and mid-
priority loads should be shed caused by the generator failure and
the delay in the MPC response.

c) Configuration Rule 3: Before the online MPC responds to the
generator failure, shed sufficient loads if needed to avoid the over-
load of the generator.

11

Power rules are proposed in Algorithm II to work out LV load

shedding Sﬁ]VL"C’i (kLL) considering all faulty scenarios, and calculate the

power references P€ (k”“) to control the battery charging/discharging

and load supply.

a) Power Rule 1 & 2: Similar to Power Rules 1 & 2 in LL Mode 1, with
the configuration updated following the configuration rules.

b) Power Rule 3: If the battery is over-discharged in real-time, and the
over-discharge can be avoided by increasing the cells’ power, then
increase the power of the corresponding cells proportionally with the
configuration updated following the configuration rules.

Power Rule 4: If the battery is over-discharged in real-time, but the
over-discharge cannot be avoided by increasing the cells’ power,
then two actions should be taken: 1) Cells connected with the LV bus [
are set to rated power; 2) Sufficient LV loads are shed to avoid the
battery discharge exceeding the limitation following the load prior-
ity, as presented in Algorithm II-Shed-L.

Algorithm II.  for LL Mode 2
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Algorithm II for LL Mode 2
1)  Consider system state at time step k"
a)  system health status y(k‘%)
b) Load power measurement: PjI;VLcri (kLL), PjI;Vanri (kLL), PquVLcri (kLL), Pll;IVanri (kLL)
¢)  APU availability status: R4PY (k1)
2) Receive online MPC recommendations of system configuration references and load shedding: T°™{S°™ (k")} and
ron{sshed (LY} a5 initial values for §°™ (k1) and §hed (k11
3)  Update system configuration $¢°™ (k") based on y (k") and ["{§°™ (k"'")} by using Configuration Rule 1-5
4)  Decide the LV side load shedding Sf;*"“"* (k**) and calculate the power references P€(k*-):
For each LV bus / (or set of connected buses, noting that when the LV bus / is connected to the LV bus /’, the two buses are regarded
as a new combined single bus /), do the following:
a)  Calculate the power deviation PFV4€” (k') between the recommended available input power and real-time load demands
when adopting the EPS configuration S¢°™ (k) in (37)

PLVdev(kLL) — ZNC PLVC(kHL) SLVC(kLL) ZNHVBSHVC(kLL)
ZNLVLcrLPLVLcn(kLL) ZNLVanSquann(kLL) . PLIZIVLnCﬂ(kLL)

(37

b)  Calculate the power capacity remained from the cells to the LV bus Z, i.e. PS*V"™ (kL), when available recommended
power references which were allocated and the EPS configuration $¢°™ (k) decided in step 3) is adopted, as presented
in (38).

N
PCCILWem(kHL) — PCLIVCmax . Sé‘lvc(kLL) Z ) ijCIVC(kLL) _ PCLlVC(kHL) (38)
j=

c) If—pgismax < plvdev(plly < pehmax Thep Apply Power Rule 1 as below
PCLV(kLL) — PCLV(kHL) SLVC(kLL) ZNHVB SHVC(kLL)
d) If PFVaev(kil) > pfhmax Then Apply Power Rule 2 as (39)
NHVB PLVdEV(kLL) _ Pchmax

LVC(],LL — pLVC(],HLY . cCLV (1,LLY . HVC (,LLY . (1 _
PL/C(k™) = PH/C (k™) - SE (k) Z} S - (U~ S ey g

) (39

e) If PlLVdev (kLL) < _Pldismax < 0and |PlLVdev(kLL) + P[LVdismax (kLL)l < PZCLVrem (kLL)
Then Apply Power Rule 3 as (40)

N CLVr.em (kHL) ( PLVdev (kLL) Pdtsmax)
PcLlVC(kLL) — PcLlVC (kHL) . ScClLV (kLL) . Z SjIZVC(kLL) + cl e (40)
j=1 Zc=1 Pcl (k )

f) If PlLVdev(kLL) < _Pldismax < 0and |PlLVdev(kLL) + PlLVdismax(kLL)l > PLCLV‘rem(kHL)
Then Apply Power Rule 4 as follows
i.Set Cells to rated power, i.e. PG* (k") = P/¢™e* - SGV (k") - B
ii.Shed sufficient loads by adopting Algorithm I1-Shed-LVL
Algorithm II-Shed-LVL Load shedding for LV bus /
Start from low-priority LV load g = NVineri
While g > 1, Do the following calculation for LV bus /:
S{;IVanri(kLL) =0
IF PZLVLtot(kLL) < PlLVinmax (kLL) + Pldismax’ Break While;
Elseq=q—-1;
End While

NHVB

SHVC (kLL).

In Algorithm II-Shed-LVL, PLVima*(jLL) indicates the maximum available input power from the HV side to 1,
PLVEOt (kLY indicates the total power demand in on bus I

C HVB
PLmeax (kLL) — PLVCmux ZN né[VCsLVC (kLL) ZN S]FCIVC (kLL) (41)
NLVLcri NLVLneri
PZLVLtGL’(kLL) — Z PLVLC‘rl (kLL) + Z SIZ]VLnCTi (kLL)Pll&VLnC”‘(kLL) (42)
q

5)  Obtain updated control references for the system: S¢°™ (k11), sshed (L) PC(ktL), the cells’ power is calculated by (36)

12
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Fig. 7. Battery charging/discharging power in Case 1.

4.3. LL mode 3: independent mode in EPS normal scenarios

When the EPS is operating normally but the online MPC is unavai-
lable, the LL in Mode 3 adopts the recommendations for configurations

rof {S“"’f <kHL) } from the backup database during each time interval

TH.. Both BR and FSM methods are proposed in the following sub-
sections for comparison in Mode 3.

14

4.3.1. BR method for mode 3
Algorithm III is proposed for LL Mode 3 to calculate power references
and decide load shedding according to three power rules:

a) Power Rule 1: If SOC exceeds the upper bound, then stop charging
the battery by sharing LV loads among cells equivalently within the
cells’ power capacity.

b) Power Rule 2: If SOC is within the target range, then charge the
battery whenever possible without load shedding by sharing LV
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loads and charging power among cells equivalently within the cells’
power capacity.

c) Power Rule 3: If SOC exceeds the lower bound, then charge the
battery whenever possible, otherwise, shed sufficient loads to charge
the battery if required. When load shedding is required, shed suffi-
cient loads following the load priorities.

Al-
gorithm IIlfor LL BR-based Mode 3

Applied Energy 379 (2025) 124955

4.3.2. FSM method for mode 3

In Algorithm III, the battery can be quickly charged to its upper
bound. However, the battery SOC is likely to vary around the upper
bound because the battery keeps switching between the charging and
discharging process, which leads to additional power losses and un-
necessary power changes, and can be harmful to the battery lifetime.
Compared to the BR method, which makes decisions based on the inputs,

Algorithm III for LL BR-based Mode 3

a)
b)

1)  Consider system state at time step k“*

Load power measurement: PjI;VLCTi(kLL), le;Vanri(kLL), P[%VLcri (kLL), PZI;IVLnCﬂ(kLL)
SOC measurement: SOC,; (k")

2)  Read the dataset to extract system configuration references: $¢°™ (k') = roff {geonf (kHL)}

3) Initially, set all loads as being connected, §5¢? (k') = 1

4)  Calculate power references P€ (k) and shed loads if required to control the battery charging/discharging and load supporting:
For each LV bus /, do the following:

a)  Calculate the maximum available input power from HV side to LV bus /: PFVimax (kL) in (41)
b)  Calculate the total load demands PVt (kL), as presented in (42)
c) IfSOC,(k*) = 0.9 Then Apply Power Rule 1 as (43)

PLVC(kLL) — mln(PLVCmaX PLVLtOt(kLL)/Z SLVC(kLL) ) . Sé‘lVC(kLL)
d) If0.3 <50C; (k') < 0.9 Then Apply Power Rule 2 as (44)
LVC(kLL) — mln(PLVCmax (PLVLtOt(kLL) + PchmaX)/Z SLVC(kLL) ) SLVC (kLL)
e) If (S0C, (k') < 0.3) Then Apply Power Rule 3 as follows
i When PFVEROL(RLL) < pEVinmax (pLLy conduct (44)

ii. When PlLVLtot(kLL) > PlLVinmax(kLL) ,
PlLVinmax(kLL)

(43)

(44

conduct Algorithm II-Shed-LVL until P/Eot(ki) <

5)  Obtain updated control references for the system: S (k't), §shed (klL) PC (kM) the cells’ power is calculated by (36)

‘—M3-BR M3-FSM M1-BR-MPC NoLL-MPC - - -PgMAX(46kW)‘
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Fig. 8. Generator power in Case 1.
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Fig. 9. Cells’ input power for Case 1
Table 6 not be presented in detail to minimise redundancy and maintain brevity
Failure events during the flight. in this paper.
Instant of 1000s 2000s 3000 s (50 4000 s 5000 s
fault (16.67 (33.33 min) (66.67 (83.33 5. Case studies
occurrence min) min) min) min)
Failed Battery 4  Cell 10 Generator1 — she s To compare the performances of the proposed hierarchical control
Component with different EPS scenarios, two cases are studied by simulating the EPS

the FSM decides outputs and the next state as a function of the inputs
and the present state (allowing it to take the current state / previous
decisions into consideration). To remove the continuous switching of
charging/discharging in Algorithm III, FSM-based Mode 3 in Fig. 3 is
proposed, which consists of three states and a group of state transition
conditions. The controller continuously compares the inputs, i.e. the
SOC of each battery, with the transition conditions. When a transition
condition is satisfied, the controller transits from the present state to the
next state to calculate the decision variables.

4.4. LL mode 4: independent mode in EPS faulty scenarios

In faulty scenarios, although the online MPC is unavailable to pro-
vide optimized recommendations for the failures, the LL can adopt rules
to configure the EPS. The configuration rules in Mode 4 are similar to the
ones in Mode 2. In addition, similarly to Mode 3, Mode 4 calculates the
power in the EPS to manage loads and ESS to meet the operational
constraints when the EPS configurations are decided, with BR-based and
FSM-based methods proposed. Compared to Mode 3, load shedding is
also conducted when there is a power shortage caused by failures when
applying Power Rule 1-3 in Mode 3. Considering the similarity between
the configuration rules between Mode 4 and Mode 2, as well as the
power rules between Mode 4 and Mode 3, Algorithms for Mode 4 will

16

and the controller in Simulink. The MILP model is solved using the
Gurobi solver (an off-the-shelf solver for MILP problems). In Case 1, the
EPS is in a normal condition, and the real-time loads are assumed with a
maximum deviation within +5 % compared to the predictions. The
performances are compared when the online MPC collaborates with the
LL in Mode 1 (M1-BR-MPC), and when the LL acts independently in
Mode 3 using BR (M3-BR) and FSM (M3-FSM). In addition, the perfor-
mance is also compared when the online MPC operates without the LL
(NoLL-MPC) to study the impact of the response delay. Case 2 explores
the EMS performance when the EPS operates in faulty scenarios. The
performance is also compared when the online MPC collaborates with
the LL in Mode 2 (M2-BR-MPC), and with an independent LL in Mode 4,
again comparing the BR (M4-BR) and FSM (M4-FSM).

Load demand prediction during the flight is essential for effective
operation of the HL controller. There are several prediction methods that
could be used to predict the load demands [74]. Researchers in [63]
argue that using historical data for load prediction reduces dependence
on additional communication technologies (i.e., no need for complex
forecasting packages that require additional meteorological data),
making the controller more reliable when there are communication
problems. In addition, [46,75] show that aircraft load demand is highly
related to the flight stages; hence, the load demand can be predicted
from a typical load profile obtained from historical flight stages.
Consequently, this research adopts a load profile which is related to
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Fig. 10. Cost comparison of different controls for EPS faulty scenarios.
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Fig. 11. SOC results for Case 2.
flight stages as the predicted load demands, referring to [46,51,76,771, Regarding the other parameters in the EPS, the rated power for each
as presented in Table 4. Moreover, uncertainties during the flight may DC/DC converter is 3 kW, and the capacity of each battery is 6 kWh. The
introduce some fluctuations to these demands. The following sections maximum load power is 43.02 kW on the left/right side when the
will present how the controller handles these fluctuations; allowing the aircraft enters the cruising stage, while the rated generator power is 46
impact of the imprecise load prediction to be mitigated. As mentioned kW, which is designed to cover all of the MEA loads. During the simu-
above, a maximum +5 % load demand fluctuation is introduced to the lation, different SOC initial values are set for the batteries in the EPS,
load prediction in this research. such as 0.35, 0.5, 0.7, 0.75.
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Fig. 12. Battery charging/discharging power for Case 2.
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Fig. 13. LV bus connections for Case 2.

The performance of each method is estimated, considering operation
costs and constraint violation costs. The operation costs (G,p) include
power losses (Gpis), SOC (Gsoc), load shedding (Ggp), switching (Gs),
maximum generator power (Gpmar), and battery power changes (Gsppq)-
The operation costs are calculated similarly to the objective functions in
HL control. The constraint violation costs are evaluated by calculating

18

the average amount by which the values exceeded the target boundaries
during the flight stages, for all corresponding components [51]. The
violation costs (G,;,) include the violation of the SOC target range
(Gsoc), the violation of the maximum power bounds for generator/APU
output power (Gp), and the violation of maximum power bounds for
cells (G..) and battery power (G, ). When calculating each cost value,
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Fig. 15. Cells’ input power for Case 2.
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Fig. 16. Connection of LV non-critical loads on LV buses for Case 2.
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Fig. 17. Connection of HV non-critical loads on HV buses for Case 2.

the weighting factors in Table 5 are adopted considering the preference
of various objectives referring to [72,78].

5.1. Case 1: EPS normal scenario

Fig. 4 presents the cost comparison with different methods when the
loads are assumed to be as predicted, while Fig. 5 presents the com-
parison when the real-time loads are assumed to have the maximum +5

20

% deviations compared to the predicted values. Therefore, the impacts
of the load deviations upon different proposed methods can be
compared. In addition, the benefit of the LL control for dealing with real-
time load changes is indicated by comparing the results for directly
applying the recommendations of online MPC.

Fig. 4 (a) shows that the overall operation costs are much greater
than the overall violation costs, and that violation costs vary a lot be-
tween approaches. M1-BR-MPC performs the best in minimising both
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Table 7
Switching activities in Case 2.
M4-BR M4-FSM M2-BR-MPC
Sapy 1 1 1
Strans 13 13 15
o 44 28 24

overall operation and violation costs. In addition, the overall violation
cost is completely avoided when adopting M1-BR-MPC. Without the
online MPC, M3-BR and M3-FSM perform similarly in terms of overall
operation cost. However, M3-FSM performs better in reducing the
overall violation cost compared to M3-BR. According to Fig. 4 (a), M1-
BR-MPC reduces the overall operation cost by 10.45 % and 9.55 %
and the total cost by 17.84 % and 10.62 %, compared to M3-BR and M3-
FSM, respectively. Compared to M3-BR, M3-FSM reduces the total costs
by 8.18 %.

Fig. 4 (b) breaks down the operation cost, showing that the majority
of the operation costs are due to power losses. M1-BR-MPC leads to the
minimum power loss and each generator output power. M3-FSM per-
forms the best in reducing battery power changes, while M1-BR per-
forms the best in SOC. Fig. 4 (c) breaks down the violation cost, showing
that M3-FSM reduces the violation of SOC limitation by 88 % compared
to M3-BR.

Fig. 5 (a) shows that, when imprecise load prediction is introduced,
the comparisons of overall costs by using the three proposed methods (i.
e., M1-BR-MPC, M3-BR, and M3-FSM) maintain almost the same as the
ideal load prediction situation. However, the load deviations result in a
small augmentation in overall operation cost for all three proposed
methods. In contrast to the proposed methods, NoLL-MPC leads to a
much higher overall violation cost, causing the highest total cost. Ac-
cording to Fig. 5 (a), the imprecise load prediction results in the overall
operation cost increased by 0.83 %, 0.57 %, and 3.58 % when adopting
M3-BR, M3-FSM, and M1-BR-MPC, respectively. This means that M1-
BR-MPC is impacted more by the imprecise load prediction than M3-
BR and MS3-FSM, although it still performs the best among all
methods. In addition, compared to M3-BR and M3-FSM, NoLL-MPC re-
sults in 6.6 and 152.81 times higher the overall violation cost.

Fig. 5 (b) breaks down the operation cost, showing similar compar-
ison results of the three proposed methods for each index compared to
Fig. 4 (a). In particular, M1-BR-MPC performs the best in terms of power
loss and the second in terms of battery power changes among the three
methods. NoLL-MPC performs similarly to M1-BR-MPC in terms of each
breakdown operation cost. Fig. 5 (c) breaks down the violation cost,
showing that the highest violation cost is the battery power violations
caused by NoLL-MPC because of the load deviations. In contrast, when
adopting the LL controller, the real-time load deviations result in
neglectable impacts on each violation cost compared to Fig. 4 (a). Ac-
cording to Fig. 5 (a), NoLL-MPC causes high battery power violation
costs. This results in the overall violation cost of NoLL-MPC being 6.6
and 152.81 times higher than that when adopting M3-BR and M3-FSM.

5.1.1. Simulation results of SOC and battery power

Fig. 6 and Fig. 7 demonstrate the SOC and the charging/discharging
power of the four batteries on the LV buses for Case 1 when the
maximum +5 % load deviations are introduced. The M3-BR and M3-
FSM methods keep the battery charging to increase the SOC to the
upper bound (0.9), whatever the initial values of SOC are. In addition,
Fig. 7 (c) and (d) show that M3-FSM stops batteries charging after the
SOC exceeds the target upper bound to avoid overcharging, while M3-
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BR keeps batteries switching between charging and discharging,
resulting in potential harmful impacts to battery health and SOC fluc-
tuating around the upper bound. In contrast to M3-BR and M3-FSM,
Fig. 6 shows that M1-BR-MPC charges a battery for a longer time when
its SOC initial value is closer to the lower bound (0.3). However, when
the SOC initial value is close to the upper bound, M1-BR-MPC tends to
maintain the SOC without charging or discharge to avoid additional
power losses, unnecessary switching between charging and discharging,
and SOC boundary violations. Compared to M3-BR and M3-FSM, M1-
BR-MPC reduces the cost of power losses by 13.71 % and 11.54 %,
respectively, according to Fig. 5 (b). In addition, compared to M3-BR,
M3-FSM and M1-BR-MPC reduce the battery power changes by 66.68
% and 10.42 %, respectively.

Fig. 6 and Fig. 7 also show that NoLL-MPC results in a similar change
tendency of SOC and battery power compared to M1-BR-MPC, because
both methods refer to decisions from the online MPC. However, without
LL control, battery 1, 2 and 4 would exceed their maximum charging/
discharging limitations (+3 kW), such as the example in Fig. 7 (a).

5.1.2. Simulation results of generator output power

Fig. 8 illustrates the generator output power in the EPS for Case 1.
The APU is not started in normal conditions using all control methods. In
general, the output power of Generator 1 is more than that of Generator
2 in most flight stages using all control methods. Because when loads
allocated on Generator 1 and 2 are almost the same, Generator 1 sup-
plies more power to charge the batteries on LV bus 1 and 2, while the
batteries on LV bus 3 and 4 require less power from Generator 2. In
addition, NoLL-MPC provides results similar to those of M1-BR-MPC
because the generators are assumed to be capable of supplying loads
with predefined deviations.

5.1.3. Simulation results of cells’ input power

Fig. 9 presents the cells’ input power in the EPS for Case 1. According
to the configuration results, each LV bus is supported by three cells; for
example, LV bus 1 is supplied by Cells 1-3. The power allocated for Cells
1-3 is the same when adopting M3-BR and M3-FSM, because they apply
rules to equivalently share the power among the cells connected to one
LV bus. In contrast, when adopting M1-BR-MPC, Cell 3 is less used
compared to Cell 1, because M1-BR-MPC allocates power to cells
differently to reduce power losses. Similar comparisons and conclusions
can be observed for the cells on other LV buses, which indicates that the
EPS operates following the designed control strategies. In addition,
NoLL-MPC shows a similar tendency to M1-BR-MPC. However, without
the LL controller, the cells’ power cannot be adjusted to prevent the
battery power from exceeding the limits. For example, as illustrated in
Fig. 7 (a) and Fig. 9, during 0 min - 2 min, M1-BR-MPC reduces the
power allocated to Cell 1-3 compared to NoLL-MPC to avoid Battery 1
being overcharged, which verifies the effectiveness of the LL controller
in the collaboration mode for responses of real-time load changes.

5.2. Case 2: EPS faulty scenario

This case aims to verify the controller’s capability to respond to the
component failures following the operational constraints and compare
the performance in the fault condition. Several fault scenarios are
assumed during different flight stages, including failure events for:
Battery 4; Cell 10; Generator 1; the connection between HVB 2 and Cell 7
(S’Z“f); and the connection between HVB 1 and Celll (Silf ). The failures
are assumed to occur at the specified time instances, and the compo-
nents then remain faulty for the duration of the flight, as listed in
Table 6.
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Fig. 10 (a) shows that the faulty condition results in the overall
operation and total costs rising for all proposed methods compared to
the EPS normal condition. In terms of the overall violation cost, faulty
conditions cause the cost to rise when using M4-BR and M4-FSM, while
M2-BR-MPC can avoid violations even in the faulty scenario. Among all
three methods, M2-BR-MPC achieves the minimum overall operation
and violation costs among all methods studied. Compared Fig. 10 (a) to
Fig. 4 (a), the faulty condition results in M3-BR and M3-FSM increasing
the overall operation cost by 104 % and 90 %, respectively, and
increasing the overall violation cost by 44 % and 869 %, respectively. In
contrast, the faulty condition only results in M2-BR-MPC increasing the
overall operation cost by 80 %. According to Fig. 10 (a), compared to
M4-BR and M4-FSM, M2-BR-MPC reduces the overall operation cost is
reduced by 20.93 % and 14.4 %, respectively, and the total cost by
25.64 % and 18.92 %, respectively. Compared to M4-BR, M4-FSM
reduced the overall operation cost and total cost by 8.3 % for each.

Fig. 10 (b) breaks down the operation cost, showing that the load
shedding and switching costs exceed the SOC cost in the EPS faulty
scenario compared to Fig. 4 (b). The dominant operation costs in the EPS
faulty scenarios are power losses, switching activities, and load shed-
ding. Among all methods, M2-BR-MPC performs the best in all three
dominant operation costs, while it causes the highest SOC cost compared
to M4-BR and M4-FSM. In contrast, M4-FSM performs the best in
reducing the battery power changes, while M4-BR performs best in
maintaining SOC. Fig. 10 (c) breaks down the violation cost, showing
that M4-BR and M4-FSM cause SOC violations, while M4-FSM reduces
the violation of SOC limitation by 18.79 % compared to M4-BR.

5.2.1. Simulation results of SOC and battery power

Fig. 11 and Fig. 12 demonstrate the SOC and the charging/dis-
charging power of four batteries on the LV buses for Case 2. Fig. 13
presents the connection of LV buses. The SOC and battery charging/
discharging power are impacted by how the EPS is configured to cope
with power shortage when adopting the proposed methods.

Firstly, Battery 2 in Fig. 11 (b) is not impacted by the failures;
therefore, all methods maintain similar decisions for Battery 2 compared
to Case 1 Fig. 6 (b). Secondly, at 1000s (16.17 min), Battery 4 is out of
service and disconnected. Hence, all methods keep the power of Battery
4 at 0 kW in the following flight stages in Fig. 12 (d), and its SOC remains
unchanged in Fig. 11 (d). Thirdly, Fig. 11 (a) shows that all methods
keep Battery 1 charging initially because the initial SOC is close to the
lower bound. However, at 1000s (16.17 min), M2-BR-MPC, M4-BR, and
M4-FSM connects LVB 1 with LVB 4 following rules in the LL controller.
Battery 1 is then discharged after 50 min, because the disconnection of
Cell 10 results in insufficient power to LVB 4, and LVB 4 is supplied by
Battery 1 with the connection of LVB 1 and LVB 4. This discharging
tendency is changed at different moments when different methods are
adopted.

M2-BR-MPC maintains the connection decisions of M2 in the LL until
85 min, to avoid the switching activities. After 85 min, LVB 3 is con-
nected to LVB 4 by M2-BR-MPC to supply the loads on both buses and
stop the discharge of Battery 1, avoiding the SOC violating the lower
bound (0.3). Fig. 11 (c) shows that Battery 3 is discharged to supplied
LVB 3 and 4 during 85-110 min. In contrast, without the online MPC
considering future status, M4-BR and M4-FSM cause the SOC of Battery
1 to drop below the lower bound, and cause load shedding on LVB 1 and
4 during 98 - 110 min in Fig. 16 (c¢) and (1). As presented in Fig. 11, M4-
FSM keeps load shedding during the 98 - 110 min to maintain the charge
of Battery 1, while M4-BR alternates between charging the battery and
reconnecting loads. The discussions above indicate that M2-BR-MPC
achieves a better balance among managing battery SOC, load
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shedding, and switching activities than M4-BR and M4-FSM.

5.2.2. Simulation results of generator output power

Fig. 14 illustrates the generator/APU output power for Case 2.
Fig. 14 (a) shows that the generator is disconnected because of the
failure at 3000 s (50 min). The APU is started by the LL controller in all
proposed methods, and is connected to the HV bus 1 (HVB 1) to replace
Generator 1 after 20 s for starting up in Fig. 14 (c). During the APU
starting period (50 min to 50.33 min), Generator 2 is connected to HVB 1
to supply the EPS, and mid (Load 3) and low (Load 4) priority HV/LV
loads are shed by all methods, as presented in Fig. 11 and Fig. 12.

5.2.3. Simulation results of cells’ input power

The input power of each cell is presented in Fig. 15. Fig. 15 (j) shows
that failure occurs in Cell 10 at 2000s (33.33 min), which is discon-
nected by the LL controller in all methods. Therefore, the output power
of Cell 10 is 0 kW afterwards. In addition, all cells’ power drops at 50
min when Generator 1 fails, but the power is recovered once the APU is
connected. Fig. 15 (g) and (a) show that the power drops at 4000 s
(66.67 min) and 5000 s (83.33 min) for Cell 7 and Cell 1, respectively,
because of the connection failure. However, the LL controller switches
their connection with Cell 6 and Cell 12 in all methods. Because the
online MPC avoids transmission switching, the connection remains un-
changed by all methods. In addition, similar to Case 1, Fig. 15 shows that
M2-BR-MPC provides optimal power allocation among converters
compared to M4-BR and M4-FSM. This is one of the reasons that M2-BR-
MPC reduced more power losses compared to M4-BR and M4-FSM, by
21 % and 14 %, respectively.

5.2.4. Simulation results of load shedding and switching

Fig. 16 and Fig. 17 present the states of the non-critical load con-
nections on LV and HV buses, respectively. HV/LV mid and low priority
loads (i.e., Load 3 and Load 4 on each bus) are shed after Generator 1
fails (50 min) and during the APU starting time (50 min to 50.33 min) by
all methods. After the APU is connected to HVB 1, loads are connected
back. Then, M2-BR-MPC controls the EPS without future load shedding,
while low-priority loads (Load 4) are shed on LVB 1 and LVB 4 during
the 98-110 min by the M4-BR and M4-FSM. M2-BR-MPC performs the
best in reducing load shedding among all methods. As presented in
Fig. 10 (b), compared to M4-BR and M4-FSM, M2-BR-MPC reduces the
load shedding by 66.49 % and 74.85 %, respectively. Compared to M4-
BR, the load shedding increases by 33.25 % when M4-FSM is adopted.

In addition to load shedding, the count of switching activities is listed
for all methods in Table 7. Compared to M4-BR and M4-FSM, M2-BR-
MPC increases the switching of the transmission links by 15.38 %, which
is caused by the change of LV bus interconnections. However, load
switching is reduced by 45.45 % and 14.29 % compared to the other two
methods when M2-BR-MPC is adopted. In addition, M4-FSM reduces the
load switching activities by 36.36 % compared to M4-BR.

The above discussions indicate that M2-BR-MPC performs the best in
reducing load shedding and switching activities by collaboration be-
tween the two levels of EMS. The independent LL controller can still
make decisions for configurations and load shedding to meet operational
constraints, while M4-FSM performs better than M4-BR in avoiding
continuous load switching, although this can increase load shedding.

5.3. Summary of the case studies

In summary, when the EMS runs in the collaborative mode, with both
HL and LL controllers (i.e., M1-BR-MPC and M2-BR-MPC), it achieves
the best control performance in reducing both operation and violation
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costs in all cases. This is because the online MPC in HL control provides
optimal decisions in minimising operation costs in both normal and
faulty scenarios, although introducing limited load deviations to the
prediction values can slightly impair the performance. In addition, the
LL controller is reliable in responding to quick load changes and failure
occurrences to avoid violations. In contrast, when the online MPC is
unavailable, the EMS runs in independent modes (i.e., M3-BR, M3-FSM,
M4-BR, and M4-FSM), and violations are effectively controlled regard-
less of load deviations and faulty conditions. Although the independent
modes cannot achieve the best operation costs, the EMS performance
can be improved by improving the rules, such as adopting FSM rather
than BR.

6. Conclusions

In this research, a two-level hierarchical EMS was designed to su-
pervise the entire EPS operation in different time scales and operational
scenarios. The HL controller was based on the optimisation scheme of
MILP-MPC to improve the long-term EPS performance using future
predictions. To provide quick responses to short-term system changes,
such as changing load demands and/or failures, a rule-based LL
controller with a faster clock was proposed. The LL contains four modes,
allowing it to either cooperate with a HL online MPC or operate inde-
pendently, in either EPS normal or faulty conditions. Moreover, two
methods, BR and FSM, were applied in the rule design for the LL inde-
pendent modes. Two cases were simulated to verify the effectiveness of
the proposed hierarchical control. In addition, the performance of the
hierarchical control in different modes was evaluated and compared.

It was shown that the HL controller on its own was incapable of
reacting fast enough to EPS changes (e.g., loads changing or failures
occurring), whereas the LL controller on its own (independent) was less
effective at optimising the cost. The best results are obtained when both
controllers work together, dealing effectively with both load power
deviations and component failures. In addition, regardless of the avail-
ability of the HL controller, the LL controller was always able to main-
tain the EPS safe operation in all scenarios.

For safety reasons, conventional EMS for aircraft EPSs often
completely rely on predefined rules to ensure all control strategies are
deterministic, and reliable, however, this makes it challenging to
improve EPS performance. This study provides researchers with an
innovative controller design methodology which ensures that strict
safety requirements are guaranteed (by the predictability of the pre-
defined rules LL deterministic rules), while allowing the HL controller to
be flexible enough to provide various efficiency optimisation strategies.
This study should inspire further work on multi-level optimisation,
having shown the benefits of the coordination, where the LL controller
ensures that the hard (safety) constraints are satisfied, while the HL
controller can adopt a variety of deterministic or nondeterministic
techniques to achieve the optimisation/preferred targets.
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