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A B S T R A C T 

The stellar stripping of satellites in cluster haloes is understood to play an important role in the production of intracluster light. 
Increasingly, cosmological simulations have been utilized to investigate its origin and assembly. Ho we ver, such simulations 
typically model individual galaxies at relatively coarse resolutions, raising concerns about their accuracy. Although there is a 
growing literature on the importance of numerical resolution for the accurate reco v ery of the mass-loss rates of dark matter (DM) 
haloes, there has been no comparable investigation into the numerical resolution required to accurately recover stellar mass-loss 
rates in galaxy clusters. Using N -body simulations of satellite galaxies orbiting in a cluster halo represented by a static external 
potential, we conduct a set of convergence tests in order to explore the role of numerical resolution and force softening length 

on stellar stripping efficiency. We consider a number of orbital configurations, satellite masses, and satellite morphologies. We 
find that stellar mass resolution is of minor importance relative to DM resolution. Resolving the central regions of satellite DM 

haloes is critical to accurately reco v er stellar mass-loss rates. Poorly resolved DM haloes develop cored inner profiles and, if this 
core is of comparable size to the stellar component of the satellite galaxy, this leads to significant o v erstripping. To prev ent this, 
relatively high DM mass resolutions of around M DM 

∼ 10 

6 M �, better than those achieved by many contemporary cosmological 
simulations, are necessary. 

Key words: methods: numerical – galaxies: clusters: general – galaxies: interactions. 
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 I N T RO D U C T I O N  

alaxy clusters, as the most massive collapsed structures in the 
niv erse, serv e as substantial repositories of matter and represent 

volutionary endpoints in the standard Lambda-cold-dark-matter- 
ased hierarchical structure formation paradigm (Press & Schechter 
974 ; Fall & Efstathiou 1980 ; Moster, Naab & White 2013 ). As a
onsequence of their hierarchical formation, their mass assembly is 
xpected to be dominated by the accumulation of smaller structures, 
ncompassing a variety of scales ranging from individual galaxies 
o galaxy groups and other clusters. The precise accretion history of
 cluster is therefore intimately tied to its cosmic environment and 
he specific configuration of the surrounding large-scale structure, 
hich is responsible for funnelling matter towards the cluster. 
onsequently, galaxy clusters are expected to exhibit significant 
iversity of formation histories, which ultimately define their present- 
ay properties. 

A key luminous tracer of cluster formation history is the intraclus-
er light (ICL, see Mihos 2016 ; Contini 2021 ; Montes 2022 , for recent
e vie ws). Comprising a faint and diffuse collection of stars, the ICL
s challenging to observe due to its extremely low surface brightness
often below 30 mag arcsec −2 ; Johnston et al. 2008 ). Despite this, the
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CL is estimated to contribute significantly to the total stellar mass
f clusters. 
Clusters in the nearby and intermediate-redshift Universe have 

een well studied (e.g. Vilchez-Gomez, Pello & Sanahuja 1994 ; 
eldmeier et al. 2002 ; Adami et al. 2005 ; Mihos et al. 2005 ; Zibetti
t al. 2005 ; Montes & Trujillo 2018 ; Kluge et al. 2020 ), establishing
hat ICL is a ubiquitous component of galaxy clusters, comprising 
0 per cent–40 per cent of their total stellar mass (Zibetti et al. 2005 ;
onzalez, Zaritsky & Zabludoff 2007 ; Burke, Hilton & Collins 2015 ;
ontes & Trujillo 2018 ; Zhang et al. 2019 ; Yoo et al. 2021 ; Montes

022 ; Golden-Marx et al. 2024 ). Although different definitions and
ethodologies can yield varying results (Rudick, Mihos & McBride 

011 ; Cui et al. 2014 ; Brough et al. 2024 ), these figures broadly
lign with simulation measurements (e.g. Rudick, Mihos & McBride 
006 ; Pillepich et al. 2014 ; Martin et al. 2022 ; Contreras-Santos
t al. 2024 ) and semi-analytic predictions (e.g. Guo et al. 2011 ;
ontini et al. 2014 ). Ho we ver, using these observ ations to infer the
ynamical history of clusters or understand the processes leading 
o the creation of ICL remains challenging because of the complex
elationship between the properties of the ICL and its formation 
istory. 
The ICL is expected to form through a variety of channels. These

nclude (i) the pre-processing of stripped stars within galaxy groups, 
hich are then accreted onto the cluster (Mihos 2004 ; Mihos et al.
017 ; Ragusa et al. 2023 ), (ii) debris from interactions between
is is an Open Access article distributed under the terms of the Creative 
h permits unrestricted reuse, distribution, and reproduction in any medium, 
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alaxies (Moore et al. 1996 ), or (iii) as a result of stars liberated
uring the process of stellar stripping or disruption due to the intense
idal forces generated by the interaction between accreted objects and
he cluster gravitational potential (Byrd & Valtonen 1990 ; Gnedin
003 ; Purcell, Bullock & Zentner 2007 ; Tang et al. 2018 ). While each
f these processes are thought to lead to the removal of significant
uantities of baryonic and dark matter (DM) from their parent
alaxies, stellar stripping is generally understood to be the dominant
hannel, with mergers expected to contribute a few tens of per cent
this can be sensitive to how the central galaxy or mergers are defined
.g. see Murante et al. 2007 ; Contini et al. 2014 ; Contini, Yi & Kang
018 ), with pre-processing becoming increasingly important in the
ost massive clusters (Contini et al. 2014 ; Mihos et al. 2017 ; Chun

t al. 2024 ). 
The formation of the ICL in a majority of clusters is therefore

ikely to proceed relatively gradually over a cluster’s lifetime,
ith a large number of individual objects contributing different

mounts of material depending on their individual physical and
rbital characteristics. The properties of the ICL therefore reflect
he accretion history of the cluster and the dynamical and chemical
istribution of the galaxies progenerating it (Morishita et al. 2017 ;
ontes & Trujillo 2018 ; Contini, Yi & Kang 2019 ; Chun et al. 2023 ,

024 ). 
A robust theoretical understanding is necessary to interpret the

bservations and unco v er a more complete understanding of the
ynamical history and evolutionary state of individual clusters. In
articular, addressing how the ICL is built up, as well as which
bjects contribute to this process. In doing so, we can connect
he properties of the ICL, such as its bulk quantity (Jim ́enez-Teja
t al. 2018 ), structure (Mihos 2004 ), chemodynamical properties
Sommer-Larsen, Romeo & Portinari 2005 ; DeMaio et al. 2018 ),
patial distribution (Yoo et al. 2024 ), and kinematics (Arnaboldi
t al. 2004 ) to the evolutionary history of the host cluster. In light of
his need, significant theoretical efforts have been made to study the
ormation and evolution of ICL using a variety of methods. 

In addition to idealized N -body simulations (e.g. Johnston, Sig-
rdsson & Hernquist 1999 ; Pe ̃ narrubia, Navarro & McConnachie
008 ; Errani & Navarro 2021 ) and semi-analytic models (e.g. Napoli-
ano et al. 2003 ; Watson, Berlind & Zentner 2012 ; Contini et al.
014 ; Tollet et al. 2017 ), cosmological hydrodynamical simulations
re increasingly used to study the formation of ICL. Such simulations
ypically achieve stellar mass resolutions of 10 5 –10 7 M � (e.g.

urante et al. 2004 ; Willman et al. 2004 ; Cooper et al. 2015 ; Pillepich
t al. 2018b ; Contreras-Santos et al. 2024 ) and have emerged as
aluable tools for investigating the origin and buildup of ICL.
hese simulations have the advantage of self-consistently modelling

he formation of clusters and their constituent galaxies within a
ealistic cosmological context, meaning clusters form and evolve
ith a realistic distribution of dynamical histories. Additionally, the

ormation of ICL is modelled explicitly as in N -body approaches
ith the addition of hydrodynamical processes such as ram-pressure

tripping, which observational and theoretical evidence suggest also
lay a minor role in the buildup of ICL (Tonnesen & Bryan 2012 ;
eorge et al. 2018 ; Gullieuszik et al. 2020 ). 
Nevertheless, the considerable computational expense of these

imulations typically restricts them to coarser resolutions compared
o those feasible with other approaches, introducing potential biases
r uncertainties. For instance, limited mass or spatial resolution may
esult in the spurious disruption of bound structures due to exces-
ively large force softening or small numbers of particles compared
ith those typically achieved by idealized N -body simulations (van
en Bosch & Ogiya 2018 ; Green, van den Bosch & Jiang 2021 ).
NRAS 535, 2375–2393 (2024) 
dditionally, galaxies are only resolved down to a certain mass limit
efined by the finite-mass resolution of the simulation, meaning the
alaxy stellar mass function (GSMF) becomes incomplete at lower
asses. This may introduce further biases, particularly as the stars

f less massive galaxies are expected to be stripped more efficiently.
Achieving and testing resolution convergence in large simulations

s challenging because the dominant physical processes driving
alaxy evolution, such as star formation, feedback, and cooling
ust be modelled using subgrid recipes. These recipes interface

t different scales depending on the numerical resolution of the
imulation. Given this resolution sensitivity, resolution tests are
ypically restricted to studying the convergence of galaxy properties
n a population level. 
The success of these models in reproducing observed galaxy

istributions has inspired confidence in their predictive power, with
ertain integrated or statistical properties of galaxies consisting of
etween 100 and 1000 particles often treated as reliable. Ho we ver,
s the convergence of specific ab-initio modelled physical processes
esponsible for go v erning the formation of ICL (such as stellar
tripping) is not tested for, it is crucial to e v aluate their accuracy.
stablishing the reliability of these simulations in this regard is
ssential for understanding the potential limitations and uncertainties
f this approach. 
Additionally, even if bulk quantities are converged, the morphol-

gy and resolved properties of the ICL are much more sensitive to
he distribution and chemodynamical properties of objects across
 wide range of masses. Understanding whether stripping in lower
ass galaxies – whose total contribution to the global ICL mass

udget may be small (e.g. Contini et al. 2014 ; Montes et al. 2021 )
ut nevertheless important in shaping the ICL’s resolved properties
e.g. Rudick et al. 2010 ; Kluge et al. 2024 ) – is accurately resolved
s vital for making valid predictions that can be benchmarked against
tate-of-the-art observational data. 

In this paper , we in vestigate the stellar (and DM) stripping
fficiency of model satellite galaxies in a static potential. We consider
atellite galaxies with a range of stellar and DM masses with either
pheroidal or disc-dominated morphologies across a range of orbital
onfigurations and simulated with a range of mass resolutions and
orce softening lengths in order to understand how accurately stellar
tripping processes are resolved under a range of conditions. 

In Section 2 , we describe our suite of simulations including the
imulation code, galaxy models, and orbital configurations used, as
ell as our approach to analysing the simulations. In Section 3 ,
e present our results, showing how the stripping efficiency and

he resolved properties of material stripped from satellites vary as
 function of the properties of the satellite, its orbit and the fidelity
f the simulation. We investigate the performance of simulations
cross a range of resolutions typical for state-of-the-art cosmological
imulations at reco v ering the bulk quantity of ICL and investigate
ow resolution influences the regions from which the stars of satellite
alaxies are stripped. 

 M E T H O D  

.1 Simulation setup 

ur simulation setup consists of a range of satellite galaxies com-
osed of a DM halo, with a stellar bulge and/or disc component and
 cluster modelled as spherically symmetric potential. We run a suite
f N -body simulations which follow the evolution of each satellite
alaxy within a static cluster potential corresponding to a 10 14 . 5 M �
alo, varying the numerical and spatial resolution of the satellites. 
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.1.1 SWIFT 

e make use of SWIFT , an open-source gravity and smoothed particle
ydrodynamics solver. 1 Rele v ant to this study, the gravity scheme 
mplemented in SWIFT employs a fast multipole method solver 
Greengard & Rokhlin 1987 ; Cheng, Greengard & Rokhlin 1999 ) 
ith a fixed opening angle criterion ( θcr ) to e v aluate forces between
earby particles. At larger scales, this is coupled with a standard 
article mesh scheme. Gravitational softening is implemented via a 
endland ( 1995 ) spline kernel. SWIFT also includes support for static

ravitational potentials, which we use to represent the cluster DM 

alo. 
A more thorough description of the gravity solver in addition to 

he hydrodynamics solver, cosmological integration, parallelization 
cheme, and wide range of subgrid models for galaxy formation 
mplemented in SWIFT can be found in Schaller et al. ( 2024 ). 

Moti v ated by den Bosch & Ogiya ( 2018 ), who have shown the
ate of stripping of DM haloes is extremely robust across a very wide
ange of θcr , we adopt a fixed opening angle of θcr = 0 . 7 for all runs
n this study. 

.1.2 Cluster potential 

e run SWIFT with a static, spherically symmetric external potential 
epresenting the cluster halo. The potential is defined by a Navarro, 
ke & Frenk ( 1996 , NFW) profile (equation 1 ), characterized by a
alo mass ( M halo ) and scale radius ( R s ), where R s is related to the
alo concentration parameter ( c) by R s = R 200 ,c /c: 

( r) = 

M halo 

4 πR 

3 
s 

1 

r 
R s 

(
1 + 

r 
R s 

)2 . (1) 

e define a halo with a total mass of M halo = 10 14 . 5 M � and a
oncentration parameter of c = 8. The halo concentration is chosen 
rimarily to maximize the dynamic range of our results while 
emaining consistent with the range of expected values found in 
he literature (e.g. Dutton & Macci ̀o 2014 ). Our choice of c = 8 falls
ithin the typical range, albeit between 1 σ and 2 σ abo v e the mean

oncentration for a halo of this mass. 
In common with other studies (e.g. Contini et al. 2023 ), we find

hat larger concentrations do produce more efficient stellar stripping, 2 

o we ver, we do not anticipate that the concentration of the host
alo will significantly influence our main results, which focus on 
he accuracy of stripping efficiency recovery. Moreover, varying the 
alo concentration has a similar effect to altering the satellite’s orbital 
ericentre, a factor we do explore in detail in this paper. 
It is worth noting that real cluster haloes are not smooth or static,

ut are in reality dynamic systems whose properties evolv e o v er time.
his simple model therefore underestimates the stripping rate, which 
an be exacerbated by clumpy tidal fields (e.g. Knebe et al. 2006 ;
elos 2019 ), a smoothly growing potential (e.g. Ogiya, Taylor & 

udson 2021 ) or the presence of a baryonic component in the central
otential (St ̈ucker et al. 2023 ) among other processes. Additionally, 
s discussed later in Section 2.1.5 , this approach does not take
nto account dynamical friction. We do not expect ignoring any of
hese factors to significantly impact our main results. While factors 
uch as satellite orbit or the composition of the central galaxy may
 http://www.swiftsim.com 

 Choices of c = 2 , 4 , 6, and 10 yield average stripping efficiencies 0.4, 0.6, 
.8, and 1.2 times as efficient compared to our choice of c = 8 when we keep 
he orbital parameters of the satellites fixed. 
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mpact stripping rates they do not significantly influence numerical 
ccuracy. 

.1.3 Galaxy models 

e produce model satellite galaxies by using GALIC (Yurin & 

pringel 2014 ) to specify initial conditions for an N -body system
omprising a stellar bulge and disc embedded in a DM halo. GALIC
orks by iteratively optimizing the velocities of particles to reach an

pproximate collisionless equilibrium. 
Models are produced spanning total stellar masses ( M � ) from 10 7 

o 10 11 M �, with halo masses drawn from the average stellar-to-
alo mass relation of Moster et al. ( 2013 ). DM haloes are modelled
ccording to a Hernquist ( 1990 ) profile and we follow Bullock et al.
 2001 ) in assigning a spin parameter of λ = 0 . 035 to the satellite halo.
he satellite halo’s scale length is chosen so that the inner region of

he density profile matches an NFW halo with a concentration of
 = 10, which Dutton & Macci ̀o (e.g. 2014 ) find is the average
oncentration for the halo of a galaxy in the middle of our satellite
alo mass range ( ∼ 10 11 M �). 
We do not explore the effect of varying the mass, shape, or

oncentration of the satellite DM halo on stripping efficiency. 
o we ver, it is worth noting that the cuspiness of the inner profile has
een shown to reduce stripping efficiency and promote the survival 
f satellite galaxies (e.g. Pe ̃ narrubia et al. 2010 ) and that the haloes of
ost intermediate-/high-mass galaxies and some low-mass galaxies 

re expected to exhibit cored inner profiles for at least part of their
ifetime (Jackson et al. 2024 ). 

We also do not include a gas component in our models. Low-
ass galaxies typically host large quantities of cold gas comparable 

o their total stellar mass, and the presence of this gas will act to
eepen the central potential of the satellite. Ho we ver, in cluster
nvironments, gas is expected to be rapidly removed from low-mass 
alaxies by ram-pressure stripping, particularly for those on radial 
rbits (McCarthy et al. 2008 ; Arthur et al. 2019 ; Kulier et al. 2023 ). 
Two different galaxy models are adopted for each stellar mass. The

rst model we consider is a spheroid-only model, where a spherically
ymmetric Hernquist ( 1990 ) bulge component represents the entire 
tellar mass with its scale length set to one-tenth that of the halo scale
ength ( R s,� = R s, DM 

/ 10). 
The second model is a disc-dominated model where the disc and

ulge components account for 4/5 and 1/5 of the total stellar mass,
espectively. The disc component is characterized by an exponential 
istribution whose scale length is determined by the disc’s angular 
omentum, which is itself a fraction of the total halo angular
omentum equal to the disc’s mass fraction. In the vertical direction,

he disc follows a Spitzer ( 1942 ) sech 2 -profile (Springel & White
999 ), with a constant scale height equal to 1/5 of the scale length. 
We note that, in practice, cosmological hydrodynamical simu- 

ations are likely to suppress the formation of discs close to the
esolution limit due to insufficient resolution, two-body heating and 
arious other numerical issues (e.g. Mayer, Go v ernato & Kaufmann
008 ). When considering poorly resolved satellites, results from 

ur spheroidal satellite models are likely more reflective of the true
mpact of resolution in cosmological simulations. 

Table 1 details the five spheroid- and five disc-dominated satellite 
odels used in this study. In order to test the effect of galaxy

ize on stripping efficiency, we additionally consider a set of 
pheroid-dominated models where the size of the stellar component 
s varied so that R s,� = [ R s, DM 

/ 5 , R s, DM 

/ 10 , R s, DM 

/ 20 , R s, DM 

/ 40],
here R s,� = R s, DM 

/ 10 is our fiducial choice. 
MNRAS 535, 2375–2393 (2024) 
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M

Table 1. Mass of the bulge, disc, and halo component of each satellite model. 

M bulge / 10 10 M � M disc / 10 10 M � M halo / 10 10 M �

Spheroid 0.001 0 1.8 
0.01 0 4.2 
0.1 0 13.2 
1 0 39.1 

10 0 152.5 
Disc- 0.0002 0.0008 1.8 
dominated 0.002 0.008 4.2 

0.02 0.08 13.2 
0.2 0.8 39.1 
2 8 152.5 
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Table 2. Numerical resolution and force softening lengths ( ε) used for the 
stellar and DM components of the satellite models in different runs. Numerical 
resolution is indicated as either the particle mass ( m � , m DM 

) or number of 
particles ( N � or N DM 

). Our benchmark run is denoted in bold. 

High DM resolution m � / M � ε� / kpc N DM 

εDM 

/ kpc 

10 5 0.3 2 17 1.0 
10 6 0.7 2 17 1.0 
10 7 1.4 2 17 1.0 

Low DM resolution m � / M � ε� / kpc m DM 

/ M � εDM 

/ kpc 

10 5 0.3 10 6 0.3 
10 6 0.7 10 7 0.7 
10 7 1.4 10 8 1.4 

Fixed particle number N � ε� / kpc N DM 

εDM 

/ kpc 
Benchmark 2 17 0.05 2 17 1.0 
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.1.4 Resolution 

o investigate convergence in a scenario close to typical studies using
osmological simulations, we run a set of ‘low DM resolution’ sim-
lations, intended to approximately correspond to mass and spatial
esolutions achieved by contemporary cosmological hydrodynamical
imulations (e.g. Dubois et al. 2014 ; Hirschmann et al. 2014 ; Schaye
t al. 2015 ; Bah ́e et al. 2017 ; Nelson et al. 2019 ). We pick stellar
article mass resolutions of 10 5 , 10 6 , and 10 7 M � and softening
engths of 0.3, 0.7, and 1.4 kpc. For the corresponding DM mass
esolution, we adopt mass resolutions of 10 6 , 10 7 , and 10 8 M �,
0 times larger than the stellar mass resolution, and adopt softening
engths identical to those used for the stars. 

The DM halo is expected to delay stripping of the stellar compo-
ent in satellites, at least initially (e.g Pfeffer & Baumgardt 2013 ;
ontini et al. 2017 ). DM haloes in clusters undergo considerably
ore rapid stripping than the stellar component, losing approxi-
ately 80 per cent of their infall mass and reducing the extent of the
M component close to that of the stellar radius after just one or two
ericentric passages (e.g. Villalobos et al. 2012 ; Smith et al. 2016 ;
oshi et al. 2019 ; Haggar et al. 2021 ). Ho we ver, DM is still expected
o remain dominant o v er stars, and the DM halo is therefore expected
o continue to strongly influence stellar stripping efficiencies even
fter a large fraction of DM is liberated. 

We therefore conduct a set of ‘high DM resolution’ runs, where
he stellar mass resolution matches that of the low DM resolution
uns, but the halo is consistently resolved with a large number of
articles. Our choice of numerical resolution for the DM is moti v ated
y Errani & Navarro ( 2021 ) and Benson & Du ( 2022 ), who show
hat the density profiles of tidally stripped subhaloes begin to show
ystematic deviations from their predicted evolutionary ‘tidal tracks’
e.g. Pe ̃ narrubia et al. 2008 ) once they are stripped to fewer than
 few thousand particles. Contemporary large-scale cosmological
imulations resolve the DM haloes of low-mass galaxies with
umerical resolutions significantly below this benchmark, potentially
esulting in more rapid stripping of the DM halo due to artificial
isruption (den Bosch & Ogiya 2018 ; Errani & Navarro 2021 ). 
We choose an initial particle resolution of N DM 

= 2 17 , which we
nd is sufficient to ensure that all haloes remain resolv ed abo v e the

imit of a few thousand particles found by Errani & Navarro ( 2021 )
or the full duration of our simulations. The choice of force softening
ength is complex, as a softening length that is optimal for an isolated
alaxy will not remain optimal in a dynamic environment, where the
ize or concentration, and mass of the remnant halo varies with the
idal evolution of the satellite (e.g. van Kampen 2000 ). Following
ampen ( 2000 ), we choose a softening length based on the mean

nterparticle separation of stars within the half-mass radius of the
nitial conditions of the satellite. Between our least and most massive
NRAS 535, 2375–2393 (2024) 
atellites, we find optimal softening between 0.25 and 1.15 kpc. We
pt for a common softening length of 1 kpc for all satellites, which
ies between these values, and is comparable to softening lengths
sed in our low DM resolution runs. 
Finally, we run a series of ‘benchmark’ simulations using the same

M resolution as the high DM resolution run while also resolving the
tellar component of every satellite with 2 17 star particles. As with
he DM, we choose an optimum stellar force softening length based
n the mean interparticle separation of stars within the half-mass
adius of the initial conditions of the satellite. For the 2 17 star particle
odel, this corresponds to a softening length between 0.025 kpc for

he lowest mass satellite and 0.1 kpc for the highest mass satellite.
e opt for a common softening length of 0.05 kpc for all satellites,

oughly in the middle of these two values. We also keep the softening
ength fixed at 0.05 kpc for all lower resolution runs. As we show
ater in Sections 3.1.2 and 3.1.1 , our results are not very sensitive
o the softening length chosen for the stars, but depend much more
ignificantly on the properties of the satellite DM halo. 

For each of the runs described abo v e, we also run multiple
imulations for the most poorly resolved satellites at each resolution
evel (those resolved with only 100 star particles). For these satellites,
e produce 10 different realizations of the initial conditions. All
uantities presented in this paper for these poorly resolved satellites
re given as an average of these 10 realizations. 

Table 2 summarizes the resolution and softening lengths used for
ach set of runs. 

As a final note on force softening lengths, we would like to point
ut that we employ relatively large fixed softening lengths in this
ork. These softening lengths are consistent with those commonly
sed in cosmological simulations. Although reducing force softening
engths can help alleviate issues such as the spurious disruption
f subhaloes (Hopkins et al. 2023 ), this approach is not practical
or cosmological simulations. This is because mitigating spurious
alo disruption in clusters must be balanced against the impact of
oftening lengths on the artificial suppression or fragmentation of
aloes during structure formation (e.g. Kampen 2000 ; Iannuzzi &
olag 2011 ; Mansfield & Avestruz 2021 ), which can significantly

ffect initial halo abundances. 
Some available astrophysical codes implement N -body gravity

olvers with adaptive force softening (e.g. Teyssier 2002 ; Price &
onaghan 2007 ; Hopkins et al. 2023 ). Such schemes may help
itigate some issues such as artificial disruption of substructures and

purious two-body scattering, which impact stellar stripping rates.
onsequently, some of the issues identified in this study may be less
ronounced in simulations using these adaptive codes. 
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Table 3. Configuration for each of the orbits considered in this study. 
Pericentric radius ratio of the pericentric and apocentric radius, and total 
number of orbits. The apocentric radius is kept fixed at 1500 kpc. 

r peri / kpc r peri : r apo N orbits 

100 1:15 10 
150 1:10 10 
200 1:8 10 
300 1:5 10 
400 1:4 10 
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of the exact values of R bound ,� and R bound , DM 

, as even significant increases 
in R bound have minimal impact on the final stripped fractions. For example 
increasing the value R bound ,� by five times, yields a variation in the final 
stripped fractions of just 1percnt. 
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.1.5 Orbits 

inally, we choose a range of orbital configurations with pericentre 
o apocentre ratios ( r peri : r apo ) ranging from 1:4 to 1:15 where the
pocentre remains fixed at 1500 kpc, as detailed in Table 3 . In general, 
ighly circular orbits are expected to be very rare regardless of mass
atio, with most infalling satellites travelling on orbits taking them 

lose to the centre of the host halo. F or e xample, despite considering
ery different mass ratios (major galaxy mergers compared with 
atellites of cluster mass haloes), both Khochfar & Burkert ( 2006 )
nd Wetzel ( 2011 ) show that around 85 per cent of galaxies have
rbits with r peri : r apo ratios smaller than 1:4. Similarly, Smith et al.
 2015 ) show a majority of low-mass satellites travel on highly
ccentric orbits within a Virgo-like halo. We therefore do not consider 
ore circular orbits which, as previous work (e.g. Smith et al. 2015 )

nd the results of Section 3 show, are in any case subject to slow
ates of stellar stripping and therefore contribute little material to the 
CL. 

Satellites are injected at the apocentre of their respective orbits 
nd the simulation is run for 10 orbital periods or around 5 Gyr. This
orresponds roughly to the formation time of a halo that reaches a
ass of 10 14 . 5 M � by z = 0 (McBride, Fakhouri & Ma 2009 ). Fig.
 shows an example of each orbit from Table 3 along with maps
howing the surface density of the stellar debris. 

As we only model the cluster as an external potential, our 
imulations neglect the effect of dynamical friction, which would 
therwise cause orbits to gradually lose energy and sink towards the 
entre of the potential. Ho we ver, for the satellite-to-cluster halo mass
atios considered here, which nev er e xceed 2 per cent, the merging
ime-scales due to dynamical friction are expected to exceed the 
uration of our simulations ( > 5 Gyr), even for highly radial orbits
Boylan-Kolchin, Ma & Quataert 2008 ). As a result, mergers with the
entral galaxy are unlikely, even if dynamical friction were included. 

For satellites more massive than those considered here, mergers 
re expected to begin contributing to the production of ICL. In
uch interactions, violent relaxation (Lynden-Bell 1967 ) becomes 
igure 1. Each panel shows the stellar debris and surviving satellite for the M � = 1
oints indicate the distribution and are coloured according to the local surface dens
ath of the satellite o v er the previous three orbital periods and the centre of the pot
he dominant process rather than stripping. Consequently, ICL 

roduction due to mergers is likely to be subject to different resolution
ffects and may influence the properties of the ICL in distinct ways
Moore et al. 1996 ; Murante et al. 2007 ; Kluge et al. 2020 ; Joo &
ee 2023 ), although mergers are expected to make a more minor
ontribution to the ICL o v erall (Contini et al. 2014 ; Burke et al.
015 ). 
While dynamical friction is absent from our simulations, dynam- 

cal self-friction resulting from tidal mass loss (Fellhauer & Lin 
007 ) does lead to a gradual decay of each satellite from its initial
rbit. We confirm that no orbit experiences no more than a 3 per
ent decay in its apocentric radius o v er the full 10 orbits, meaning
atellite orbital configurations, and therefore the tidal field felt by 
ach satellite remains essentially unchanged o v er the time-scales 
onsidered in this study. 

.2 Galaxy tracking 

n idealized simulations, a commonly employed method for deter- 
ining which particles are bound to an object involves initially 

alculating the centre of mass of the particles. This can be achieved,
or instance, by computing the centre of mass within a shrinking
phere (e.g. Power et al. 2003 ) or by tracking the highest density
oint, (e.g. Pe ̃ narrubia et al. 2008 ; Chang, Macci ̀o & Kang 2013 ).
ubsequently, particles bound to the object are identified based on 

his centre. Ho we ver, as the reliability of determining the centre of
ass diminishes when dealing with a small number of particles, 
e opt for an alternative approach in which we follow the 10 most
ound particles and define the centre of the galaxy as their median
osition, defining which stars are stripped based on a fixed aperture.
e determine when a star has been stripped from a satellite according

o the following steps: 

(i) Initially, we calculate the binding energy of each particle in the
nitial conditions (at t = 0) by summing their kinetic and potential
nergy. We identify the 10 most strongly bound particles and set the
entre of the galaxy to be their median position. 

(ii) Subsequently, the radii R bound ,� and R bound , DM 

are calculated, 
efined as 1.5 times the radius from our calculated galaxy centre
ontaining 90 per cent of the star and DM particles, respectively. 3 
MNRAS 535, 2375–2393 (2024) 

0 8 M � spheroid model after t = 7 orbits for a different orbital configuration. 
ity of star particles with a logarithmic colour scale. Dashed lines indicate the 
ential is marked by a black cross. 

ovem
ber 2024
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Figure 2. Top: tracks showing the evolution of the ratio between DM and 
stellar half-mass radii ( R 50 , DM 

/R 50 , � ) and the stellar mass fraction ( M � /M tot ) 
for an example M � = 10 9 M � spheroidal satellite on an orbit with r peri : 
r apo = 1 : 8 in different resolution runs. The benchmark run is indicated 
with a thick multicoloured line where the colour shows the number of orbits 
elapsed as indicated by the colour bar at the top of the panel and triangle 
markers indicate whole numbers of orbits. The ‘high DM resolution’ and 
‘low DM resolution’ runs are indicated by a tick dotted line and finely dashed 
line, respectively, with circle and square markers indicating whole numbers 
of orbits. Their respective stellar and DM mass resolutions are indicated in 
the legend. Bottom: evolution of the half-mass radius (left) and mass (right) 
of the DM (purple) and stellar (cyan) components of the satellite in the same 
benchmark, high and low DM resolution runs. 
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(iii) Next, the galaxy is tracked in subsequent snapshots by
ollowing the centre defined by the 10 most bound particles. At
ach snapshot: 

(a) we first identify the centre of the object as the new median
position of the 10 most bound particles identified at t = 0; 

(b) next, we identify all DM particles within R bound , DM 

and
any star particles within R bound , ∗; 

(c) any particles that have remained outside of R bound for a
time exceeding one quarter of an orbital period are deemed to
have been stripped at the snapshot where they were initially
detected beyond R bound . If any of these stripped particles
correspond to those identified as the most bound particles at
t = 0, they are disregarded during the determination of the
object centre in subsequent snapshots. 

We verify that the galaxy centre has been correctly determined
hrough comparison with the orbit of a test particle placed in the
ame gravitational potential. Although the test particle’s orbit is not
xpected to perfectly mirror that of the galaxy due to the effect of
ynamical self-friction, our analysis consistently shows only minor
eviations between the two. 

 RESU LTS  

.1 How does DM resolution effect stellar stripping efficiency? 

.1.1 Numerical resolution 

e first explore the role of satellite DM resolution on stellar stripping
fficiencies. 

In the top panel of Fig. 2 , we present tracks showing the time
volution of the DM half-mass radius ( R 50 , DM 

) and stellar half-mass
adius ( R 50 , � ) ratio as a function of the stellar mass fraction for an
xample spheroidal satellite with a stellar mass of M � = 10 9 M �.
esults are shown for the benchmark simulation (thick coloured line
ith up-pointing triangles) as well as example ‘high DM resolution’

thick dotted line with circle markers) and ‘low DM resolution’ (thin
ashed line with square markers) runs. To clearly demonstrate the
mpact of resolution we present results for the lowest resolution level
or each of the runs. For both the high and low DM resolution runs,
e use a stellar mass resolution of 10 7 M � (corresponding to only
00 star particles). The high DM resolution run has the same DM
ass resolution as the benchmark run (2 17 particles) and for the

ow DM resolution run, we use a DM mass resolution of 10 8 M �
corresponding to 1320 DM particles). 

Line colour indicates the number of orbits undergone and each
oloured triangle, circle, and square marker indicates a full number
f orbits. While we show our result for a single satellite model and
rbital configuration, the results presented for the low DM resolution
un are representative of the most poorly resolved satellites at any
i ven resolution le vel. Additionally, we do not find any qualitative
ifference in our results across different orbital configurations. 
Although the DM component is stripped more quickly than the

tellar component, it continues to dominate in terms of mass o v er the
ntire duration of all three simulation runs (this is true of satellites of
ll masses considered). The properties of the stellar component are
herefore dictated by those of the DM component regardless of the

ass resolution. 
In the benchmark and high DM resolution runs, we find that

he satellites become consistently more stellar mass dominated
 v er time, indicating that the relative stripping rate of the DM
NRAS 535, 2375–2393 (2024) 
omponent is considerably faster than the stellar component, in
ommon with previous studies (e.g. Smith et al. 2016 ). As the DM
alo is considerably more extended than the stellar component, more
eakly bound DM particles far from the centre of the potential well

re more easily stripped when the satellite’s orbit passes through the
ense centre of the cluster. At the same time, the DM radius quickly
hrinks so that it is equal to only four or five times the stellar half-
ass radius after just a few orbits in both the benchmark and high
M resolution runs. 
We observe significant differences in the low DM resolution run.

here is initially a slower increase in the stellar mass fraction than in
he benchmark and high DM resolution runs and after three or four
rbits the stellar mass fraction actually begins to become smaller.
t the same time, the DM radius approaches the stellar radius much
ore rapidly, reaching the stellar half mass radius after a similar

umber orbits. This means that the stellar radius reaches the stripping
adius far more quickly than in the benchmark run. 
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Figure 3. Tracks indicating the mass of stars stripped as a fraction of the 
initial mass of a 10 9 M � spheroidal satellite simulated with different stellar 
force softening lengths. The top and bottom panels show results for the 
same satellite resolved with 2 14 and 2 8 star particles, respecti vely. Dif ferent 
softening lengths are indicated by different line styles and the benchmark run 
is indicated by a black line with up-pointing triangle markers. 
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The bottom two panels of Fig. 2 show separately the evolution 
f half-mass radius and remaining mass of the DM and stellar
omponents of the same satellite relative to their t = 0 values for
he same three runs. It is clear that the differences observed between
he benchmark and low DM resolution runs are not driven by 
ifferences in the stripping rate or o v erall size evolution of the DM,
hose evolution remains similar across all three simulation runs. 

nstead, we observe significant differences in the properties of the 
tellar component, which experiences more efficient stripping and 
ignificant size growth at lower DM mass resolution. In the low DM
esolution run, the stellar component doubles in size, whereas its 
adius shrinks by around 50 per cent and 5 per cent in the high DM
esolution and benchmark case, respectively. 

The stellar stripping efficiency only differs significantly in the low 

M resolution run, with the benchmark and high DM resolution runs
esulting in similar stellar mass-loss rates and the low DM resolution 
un resulting in far more rapid stellar stripping. The similarity 
etween the benchmark and high DM resolution runs indicates 
hat the DM mass resolution rather than stellar mass resolution is
ri ving these ef fects. Ho we ver, this must be the result of something
ore subtle than global properties like the total mass or size of the

atellite’s halo, which the bottom panels of Fig. 2 show do not change
ppreciably across the different resolution levels. 

The shrinking stellar half-mass radius, which is not associated 
ith significantly more efficient stellar stripping, in the high DM 

esolution run is a result of discretization noise, not the properties 
f the halo. Discretization noise causes more particles to be stripped 
rom smaller radii as discussed further in Section 3.4 . 

On the other hand, the increased stellar half-mass radius and 
apid stellar stripping are a result of the smaller scale properties 
f the halo. All haloes have a poorly resolved central region whose
adius increases with lower numerical resolution. Within this central 
nresolv ed re gion, a large artificial core can be produced. We e xplore
ow resolution affects the central part of the DM halo by first defining
he inner DM profile slope, measured as the power-law slope between 
 50 , � and 2 R 50 , � ( αDM 

[1 − 2 R 50 ,� ]), where R 50 ,� is measured at
 = 0. When averaging over all orbits and satellite masses, we find
hat, by the second apocentric passage, the average inner slope has 
volved from an expected value of αDM 

[1 − 2 R 50 ,� ] = −1 to a
alue αDM 

[1 − 2 R 50 ,� ] = −0 . 514 ± 0 . 008 for the benchmark run
nd αDM 

[1 − 2 R 50 ,� ] = −0 . 138 ± 0 . 019 for the low DM resolution
un, maintaining similar values o v er subsequent orbits in both cases.

In line with previous studies (e.g. Power et al. 2003 ; Springel et al.
008 ), we see that halo density profiles flatten significantly within 
he unresolved region. For example the satellite shown in Fig. 2 , we
nd an almost completely flat (i.e. cored) inner DM profile, with 
imilar results obtained for similarly poorly resolved satellites. The 
tellar component becomes significantly more extended in response 
o the flatter central potential, resulting in considerable evolution of 
he half-mass radius of the stellar component. In turn, the stripping
f stars lying within this flat inner core becomes significantly more 
fficient than would be the case in a more cuspy halo. 

.1.2 DM and stellar force softening lengths 

revious studies (e.g. Kampen 2000 ; den Bosch & Ogiya 2018 ;
ansfield & Avestruz 2021 ) have emphasized the importance of 

hoosing appropriate force softening lengths for accurately recov- 
ring the properties and stripping efficiencies of DM haloes. In this
ection, we extend this to test the effect of these choices on stellar
tripping efficiency by studying how stellar and DM force softening 
ength influence the stellar stripping rates at a fixed numerical 
esolution. 

Fig. 3 shows the mass of stars stripped as a fraction of the initial
ass for an example satellite. Stripped fractions are shown as a

unction of orbital period with each whole number of orbits indicating 
he pericentre. Different stellar softening lengths correspond to 
ifferent line styles indicated in the legend and the benchmark (2 17 

article, ε� = 0 . 05 kpc) run is indicated by a black line marked with
p-pointing triangles. The mass resolution and softening length of 
he DM halo are kept fixed across all runs. 

The top panel shows our result for a satellite resolved with 2 14 

articles. We observe almost no variation in the stripping efficiency at
ifferent stellar force softening lengths. The bottom panel shows the 
ame result for a satellite resolved with 2 8 particles. Again, the level
f variation is small, albeit slightly larger than for the better resolved
atellite. In this example, we have shown results for a spheroidal
atellite, but we see qualitatively similar results for disc-dominated 
atellites. 

Fig. 4 shows the same result as Fig. 3 , instead varying the DM
orce softening length and fixing the stellar force softening length at
.05 kpc. In this case, there is a clear increase in stripping efficiency
or force softening lengths larger than 1 kpc. This is not a direct
esult of the DM profile becoming physically shallower. According 
o the same definition as abo v e, DM inner power-la w slopes, αDM 

[1 −
 R 50 ,� ], are consistent with those found for the benchmark run in
ection 3.1.1 , regardless of the DM force softening length used. 
Isolated simulations with the same force softening but no external 

otential retain slightly steeper central profiles (with logarithmic 
lopes steeper by between 0.1 and 0.2), indicating some modest 
volution in the inner DM profile due to the tidal field rather than
umerical ef fects. Ho we v er, re gardless of whether the satellite is
solated or experiences a tidal field, we find that the half-mass radius
f the stellar component al w ays expands to around the force softening
MNRAS 535, 2375–2393 (2024) 
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M

Figure 4. Tracks indicating the mass of stars stripped as a fraction of the 
initial mass of a 10 9 M � spheroidal satellite simulated with different DM 

force softening lengths. The top and bottom panels show results for the 
same satellite resolved with 2 14 and 2 8 star particles, respecti vely. Dif ferent 
softening lengths are indicated by different line styles and the benchmark run 
is indicated by a black line with up-pointing triangle markers. 
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ength provided the initial ef fecti ve radius of the galaxy exceeds the
orce softening length. 

If an e xcessiv e DM force softening is chosen, this can therefore
ead to star particles being subject to an o v ersoftened central potential
rom the dominant DM component. This is distinct from expansion
f the stellar component driven by insufficient sampling at the centre
f the potential as shown in Section 3.1.1 – it is not the result of a
hysical change in the central DM profile, but rather due to the stars
eing subject to a different force law at small separations. 
Based on our findings, the stellar softening length appears to be

f minor importance to stripping efficiency; although our choice
f stellar softening lengths in Fig. 3 ranges o v er four orders of
agnitude, we see remarkably little impact on stripping efficiency.
s we have shown in Fig. 2 , the DM halo al w ays remains dominant
 v er the stellar component. The motion of the stars is therefore still
argely determined by the halo and, for this reason, the stellar force
oftening length has very little impact compared with the DM force
oftening length. 

The most important factor for the accurate reco v ery of stellar
tripping efficiencies is that the centre of the potential is well
esolved, as stellar stripping proceeds significantly more efficiently
hen the stellar component resides in a flattened potential. As
iscussed later in Section 3.3 , this may result in smaller galaxies
eing o v erstripped compared to equi v alent mass galaxies with larger
izes. 

.2 How well converged are stripping rates for different stellar 
asses? 

.2.1 Stripping efficiency as a function of resolution and satellite 
roperties 

n this section, we perform a detailed study on the effect that
umerical resolution has on the stripping efficiency of satellites
NRAS 535, 2375–2393 (2024) 
ith different masses and morphologies. We consider four different
esolution levels: the benchmark run, where all satellites are resolved
ith 2 17 DM and star particles, and the three ‘low DM resolution’

uns, where we have picked stellar mass resolutions and softening
engths representative of those typically achieved by large cosmo-
ogical simulations (see T able 2 ). W e also show results for the ‘high
M resolution’ runs, where the stellar components of the satellites

re resolved with the same resolution level as the low DM resolution
uns, but the DM component is al w ays resolved with 2 17 particles. 

In Fig. 5 , we present tracks showing the fraction of initial stellar
ass stripped since infall ( f stripped ) for spheroidal satellites with

ifferent stellar masses for our low DM resolution runs. From left-
o-right panels correspond to satellites of increasing stellar mass
nd from bottom-to-top, panels indicate increasingly radial orbital
onfigurations, which are indicated at the top-left corner of each
anel. Each panel shows tracks indicating the stripped fractions
s a function of orbital period with each whole number of orbits
ndicating the pericentre. The benchmark resolution run is indicated
y a solid black line marked with up-pointing triangles and fixed
tellar mass resolutions of m � = 10 5 , 10 6 , and 10 7 M � are indicated
s increasingly thin, and increasingly finely dashed lines. 

Panels corresponding to objects with stellar masses of 10 7 and
0 8 M � do not show tracks for all resolution levels, as some objects
emain entirely unresolved. Black error bars in the left of the first
anel indicate the range in f stripped after 10 orbits av eraged o v er 10
ealizations of the most poorly resolved satellites (those with 100
articles). 
We observe alternate phases of fast mass loss at the pericentre of

he orbit followed by a longer period of much more gradual mass loss
s the satellite approaches the apocentre. By far a majority of mass
oss occurs in the first phase across all satellites properties and all
esolution runs, indicating that the mass evolution of the satellite
emains well described by an impulse approximation (Gnedin,
ernquist & Ostriker 1999 ), regardless of orbital configuration,
roperties of the satellite or resolution. 
For the lowest resolution level, we observe considerable overstrip-

ing compared with the benchmark run for satellite stellar masses
maller than 10 11 M � ( N � < 10 , 000 and N DM 

< 15 , 000). Stellar
tripping tracks in the highest resolution non-benchmark run remain
onverged down to m � = 10 9 M �, beginning to diverge slightly at
ower satellite masses. 

In Fig. 6 , we show a comparison of the stripped fractions for disc-
ominated and spheroidal satellites for a satellite with M � = 10 9 

 � and r peri : r apo = 1 : 8. The example shown is generally repre-
entative of the trends seen for other satellite masses and orbital
onfigurations. 

In the benchmark runs, we find that the stripping efficiency of disc-
ominated satellites is initially lower than for spheroidal satellites.
n our disc-dominated models, a diffuse component of the bulge
 xtends be yond the edge of the disc, meaning the least strongly
ound and most extended part of the bulge is stripped before the
isc begins to lose mass. Once this component of the bulge has
een stripped to the radius of the disc, the disc begins to dominate.
ubsequently, the stellar stripping rate increases due to the disc’s
igher stellar density. For satellites with the most circular orbits,
here the stripping radius may never reach the radius of the disc,

tripping efficiency remains low because only the diffuse outskirts of
he bulge component are ever stripped. At different resolution levels,
he amount of o v erstripping has some dependence on morphology.
atellites typically diverge from the benchmark tracks at similar
oints regardless of morphology, but the level of divergence is
enerally larger for disc-dominated satellites. 
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Figure 5. Tracks indicating the mass of stars stripped as a fraction of the initial mass for different mass spheroidal satellites for the low DM resolution runs. 
More finely dashed, thinner lines indicate lower mass resolutions and the benchmark resolution is indicated by black lines with up-pointing triangle markers. 
Different colour lines indicate different orbital configurations. For the lowest resolution run, tracks shown as an average of 10 realizations, with the black error 
bar in the top-left panel indicating the variation in stripped fractions after 10 orbits o v er the 10 realizations averaged over the lowest resolution satellites at all 
masses. For clarity, we only show results for spheroids, but an example of tracks for both disc-dominated and spheroidal satellites is shown in Fig. 6 . 
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We a v oid dra wing an y specific conclusion re garding relativ e
ifferences in stripping efficiency of real disc or spheroid-dominated 
alaxies as our satellites are based on idealized models and 
re not necessarily representative of the structures found in real 
alaxies. It is clear, ho we ver, that dif ferences in the stellar struc-
ure of infalling satellites may be an important factor in de-
ermining their stripping efficiency for at least part of an in-
alling satellite’s lifetime and that the accuracy of the recovered 
MNRAS 535, 2375–2393 (2024) 
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M

Figure 6. Tracks indicating the mass of stars stripped as a fraction of 
the initial mass of a 10 9 M � spheroidal (top panel) and disc-dominated 
(bottom panel) satellite. More finely dashed, thinner lines indicate lower 
mass resolutions and the benchmark run is indicated by a black line with 
up-pointing triangle markers. 
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tripping rates may also be influenced by these morphological
ifferences. 
Previous work by Chang et al. ( 2013 ) also finds that disc-

ominated satellites are stripped more efficiently compared with
pheroidal satellites once the tidal radius reaches the disc scale length.
lthough the regimes explored in this study differ significantly

rom Chang et al. ( 2013 ), who study lower mass ratio mergers in
ess massive haloes, we still observe a similar relationship between
atellite morphology and stripping efficiency. As seen in Fig. 2 , when
he DM halo is poorly resolved, the DM half-mass radius quickly
eaches the stellar half-mass radius, leading to a significant difference
n the stripping efficiencies of discs and spheroids. 

Regardless of morphology, mass loss is considerably more extreme
or the most radial orbits and for the lowest masses, with satellites of
 � ≤ 10 9 M � on orbits with r peri : r apo smaller than 1:10 all losing
ore than 50 per cent of their stars after 10 orbital periods in the

enchmark run. For the lowest mass satellite and most radial orbit
onsidered, satellites have been essentially completely stripped of
tars after 10 orbital periods in the benchmark run. 

Fig. 7 shows the mass of stars stripped as a fraction of the satellite’s
nitial mass of each satellite as in Fig. 5 , but for our high DM
esolution runs. In this case, the resolution of the satellite DM halo
s kept fixed at 2 17 particles, ensuring it remains well resolved. We
mit panels showing the highest mass satellites, as results are already
onverged for satellite stellar masses of 10 10 M �. 

As discussed in Section 3.1.2 , the significant o v erstripping seen in
ig. 5 is primarily driven by poorly resolved satellite inner haloes.
he much better agreement between the benchmark tracks at all but

he lowest resolution levels in the high DM resolution runs seen in
ig. 7 indicates that very few ( N � � 100) star particles are necessary

o capture stellar stripping rates with reasonable accuracy. 
Even when the halo is appropriately resolved as is the case in

he high DM resolution runs, we still see some deviation from the
enchmark tracks at the lowest resolutions. Discretization noise plays
NRAS 535, 2375–2393 (2024) 
 role in this. Poorly resolved satellites are expected to show more
ariance in stripping efficiency between orbits because the fraction
f particles that are at large enough radii to become unbound during a
iven pericentric passage will fluctuate more significantly for objects
esolved with fewer particles. This leads to both greater relaxation of
he object (and therefore a more extended outer envelope of stars) as
ell as decreasing the average binding energies of particles, which

an lead to a runaway amplification of the stripping rate which
ecomes more pronounced in stronger tidal fields (den Bosch &
giya 2018 ). 
We investigate the effect of mass discretization by running 10

ealizations of our simulations at the lowest resolution level. As
ndicated by the black error bars in the top-left panel of Figs 5 and 7 ,
he typical variation in the stellar stripping efficiency across different
ealizations is small. Various studies have found that disruption may
e a significant issue for DM subhaloes resolved with fewer than a
ew thousand particles (den Bosch & Ogiya 2018 ; Errani & Navarro
021 ). In our high DM resolution runs, we find that below a threshold
f around 100 particles, divergence from the benchmark simulations
ecomes significant, but is still relatively modest compared with
he divergence seen in the low DM resolution runs. The number of
articles stripped during a given pericentric passage is typically very
mall, constituting a few tens of particles at the lowest resolution
ompared with thousands at the highest resolution. This can lead
o increasingly o v er- or underefficient stripping, which is amplified
 v er time. 
Once satellites are resolved with suf ficiently fe w star particles we

egin to see significant disruption in the stars, even though the DM
alo is well resolved and remains undisrupted. While we do not
bserv e comparable lev els of runa way disruption in the satellite’s
tellar component in any of our set of low DM resolution run
ompared with those observed by den Bosch & Ogiya ( 2018 ) in
he DM component, we are eventually able to produce a similar
ffect by reducing the stellar mass resolution even further. 

We find that runaway stripping is easier to produce in higher mass
atellites. For satellite stellar masses of 10 11 M �, rapid stripping
roceeds once the massive satellite is resolved with a few hundred
articles, whereas lower mass satellites require a significantly smaller
umber of particles before the same effect is observed. The higher
evels of disruption seen in these satellites likely stems from their

ore extended profiles and higher stellar-to-halo-mass ratios, mean-
ng particles are on average less bound and extend further from
he centre of the cluster potential, therefore experiencing a stronger
mpulse at pericentre. 

.3 Reco v ering bulk ICL contribution from stellar stripping 

n this section, we explore how the total quantity of ICL originating
rom stripped stars depends on the DM and stellar resolution
or resolutions typically achieved by contemporary cosmological
imulations. 

.3.1 Trend with satellite stellar mass 

e begin by summarizing the stripped fractions of different mass
atellites. Fig. 8 shows the total stellar mass stripped after 10 orbits
s a function of the initial stellar mass of the satellite, with the top
anel showing the result for the low DM resolution run and the bottom
anel showing the result for the high DM resolution run. The results
re presented as an average weighted by the e xpected frequenc y of
ifferent orbital configurations drawn from Wetzel ( 2011 ). 
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Figure 7. Tracks indicating the mass of stars stripped as a fraction of the initial mass for different mass satellites for the high DM resolution runs. More finely 
dashed, thinner lines indicate lower mass resolutions and the benchmark resolution is indicated by black lines with up-pointing triangle markers. Different colour 
lines indicate different orbital configurations. For the lowest resolution run, tracks shown as an average of 10 realizations, with the black error bar in the top-left 
panel indicating the variation in stripped fractions after 10 orbits o v er the 10 realizations averaged over the lowest resolution satellites at all masses. 
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At the lowest resolution level, stripping rates in the low DM resolu-
ion run are significantly o v erestimated compared to the benchmark 
un, even at high masses. At higher resolutions, o v erstripping remains
ignificant for lower mass satellites, but approaches convergence at 
ntermediate masses ( M � ≥ 10 10 M �). 

In the high DM resolution run, results are well converged com- 
ared with the benchmark for all but the lowest resolution level. 
or all resolution levels, there is some under- or overstripping when 
(  
atellites are resolved with very few particles. This appears to become 
ore pronounced in higher mass satellites than in lower mass ones. 

.3.2 Total stellar mass stripped 

e now combine the stripped fractions shown in Fig. 8 with a GSMF
escribed by a Schechter ( 1976 ) function with a characteristic mass
 M 

� ) of 10 11 M � and low-mass slope ( α) of −1.4, typical for the
MNRAS 535, 2375–2393 (2024) 
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M

Figure 8. Comparison of total stellar mass stripped from satellites following 
10 orbits as a function of satellite stellar mass for the low and high DM 

resolution runs presented as an average of all orbital configurations weighted 
according to their expected frequency from on Wetzel ( 2011 ). More finely 
dashed, thinner lines indicate lower mass resolutions and the benchmark 
resolution is indicated by black lines with up-pointing triangle markers. The 
top and bottom panels indicate the result for the low and high DM resolution 
runs, respectively. 
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Figure 9. The contribution of satellites of different stellar masses to the 
bulk mass of the ICL, normalized relative to the benchmark simulation. 
Grey lines show the average contribution to the ICL mass budget due to 
stellar stripping from satellites of a given mass, weighted by the expected 
frequency of different orbital configurations from Wetzel ( 2011 ). More finely 
dashed lines indicate poorer resolution runs and black lines with up-pointing 
triangles indicate the benchmark run. Filled regions indicate the range of 
values o v er all orbital configurations for each resolution, with lighter filled 
regions corresponding to poorer resolution. Results beyond 10 11 M � and 
below the resolution limit (of 100 star particles) for a given mass resolution 
are extrapolated as a power law up to 10 12 M � and down to the mass equivalent 
to 20 particles as indicated by hatched regions. The pale blue line shows the 
relative contribution of satellites of different masses to the o v erall mass budget 
of the GSMF (i.e. the relative contribution of the stripping efficiency is flat 
with satellite mass). Solid green lines with arrows mark satellite masses abo v e 
which 50 per cent, 90 per cent, and 99 per cent of ICL mass is accounted for 
in the benchmark run, with different style dashed green lines indicating the 
same for their corresponding resolution run at the 50 per cent level. 
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eld galaxy population (e.g. Sedgwick et al. 2019 ). Results beyond
0 11 M � and below the resolution limit (of 100 star particles) for a
iven mass resolution are extrapolated as a power law up to 10 12 M �
nd down to a stellar mass equivalent to 20 particles. Note that the
xtrapolation down to lower masses does not significantly impact the
uantity of ICL predicted. If we do not perform this extrapolation,
he total mass of ICL predicted varies by a few per cent in the worst
ase. 

Fig. 9 shows the expected contribution to the ICL from satellites
f different masses with spheroidal morphologies (top panel) and
isc-dominated morphologies (bottom panel). Lower resolution runs
re indicated by increasingly finely dashed lines and the benchmark
un is indicated by solid black lines with up-pointing triangular
NRAS 535, 2375–2393 (2024) 
arkers. Lines are normalized relative to the benchmark run, so
hat a larger area under the curve corresponds to a greater quantity
f mass stripped in total. Filled regions indicate the range of values
 v er all orbital configurations and the hatched portions of each filled
egion indicate where we have extrapolated our results from 100
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Figure 10. The total mass of stars stripped following 10 orbits in the low 

and high DM resolution runs relative to the benchmark run. Low and high 
DM runs are indicated by grey and black markers, respectively (see Table 2 
for details). Error bars indicate the range of values obtained across all orbital 
configuration. Additional grey markers are shown for the low DM resolution 
run with m � = 10 6 M � stellar mass resolution, with larger markers indicating 
larger satellite scale lengths relative to the halo scale length. 
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own to 20 particles. The larger hatched region indicates masses 
bo v e which we extrapolate our results. 4 

Labelled green arrows with solid lines mark masses abo v e which
0 per cent, 90 per cent, and 99 per cent of ICL mass is accounted for
n the benchmark run and dashed green lines indicate the 50 per cent
alue for each corresponding resolution level. We also indicate the 
elative contribution to the total stellar mass budget for the adopted 
SMF using pale blue lines. 
In common with a number of observational (DeMaio et al. 2018 ;
ontes & Trujillo 2018 ; Montes et al. 2021 ) and theoretical (Contini

t al. 2014 ; Chun et al. 2023 ; Ahvazi et al. 2024 ; Brown et al. 2024 )
esults, we find that the peak contribution to the ICL from stripped
tars comes from intermediate-mass satellites (between 10 10 and 
0 11 M �). This is true of all resolution levels, although the lowest
esolution runs predict a significantly greater relative contribution 
rom galaxies in this range compared with lower mass satellite 
alaxies. 

We observe relatively small differences between the shape (but sig- 
ificant differences in normalization) of the relative ICL contribution 
nd the shape of the relative total contribution to the GSMF (shown in
lue). Because lower mass satellites are more efficiently stripped, we 
bserv e an e xcess in the relativ e stripped mass contribution compared 
ith the GSMF at the low-mass end compared with a small deficiency 

t the peak. Ho we v er, the o v erall shape of the distribution is clearly
etermined primarily by the shape of the GSMF. 
Because the GSMF varies by orders of magnitude across the mass

ange, while the stripped fraction can vary by unity at most, it is
ifficult to considerably change the shape of Fig. 9 unless stripping
fficiency were suppressed significantly at higher masses so that it 
as very close to zero. In reality, it may not be possible to reproduce
bserved ICL fractions with low-mass galaxies alone. For example, 
alaxies less massive than 10 9 . 5 M � constitute around 14 per cent 
f the total mass budget under the GSMF, so even if their stripping
fficiency is close to unity (incompatible with observations given 
hat the observed difference between the cluster and field GSMFs 
re too modest; Vulcani et al. 2013 ; van der Burg et al. 2018 ), there
s not sufficient mass contained within low-mass galaxies to account 
or all of the ICL, even under the conservative assumption that ICL
ccounts for 10 per cent–20 per cent of the total stellar mass of the
luster. 

It is also worth noting that, since the ICL mass budget contribution
ollows the GSMF quite closely, the peak contribution (between 10 10 

nd 10 11 M �) also corresponds roughly to the knee of stellar-to-
alo mass relation (Moster et al. 2013 ). As a result, the objects that
riginate the bulk of the ICL are typically resolved with the fewest
M particles relative to their stellar mass. As previously discussed 

n Section 3.1.1 , stellar mass resolution is of minor importance com-
ared the DM resolution, meaning considerably higher resolution is 
equired to accurately reco v er stripping rates than would be necessary 
f ICL originated primarily from low-mass galaxies. Because less DM 

esolution is needed to properly resolve galaxies either side of the 
nee of the stellar-to-halo mass relation, more efficient alternatives 
o fixed mass resolution in cosmological simulations could include 
ynamically splitting and merging particles based on halo mass or 
eplacing infalling haloes with sufficiently high-resolution models, 
imilar to the approaches employed by Vacondio et al. ( 2013 ) or
hun et al. ( 2022 ). 
 We note that, in this mass regime, mergers between satellites and the BCG 

re likely to begin playing a significant role in the production of ICL. These 
rocesses are ignored in this work. 

o
v  

d
g
r  
Fig. 10 shows the total stellar mass stripped o v er 10 orbits relative
o the benchmark run following the same assumptions (mass function 
nd distribution of orbital configurations) as abo v e. Gre y points show
esults for the same low DM resolution runs as shown in Fig. 9 and
lack points show the same for the high DM resolution runs. Error
ars indicate the range of values obtained individually across all 
rbital configurations. 
In the low DM resolution runs, we see that the total stripped stellar
ass predicted increases significantly towards poorer resolution, 

specially in the case of disc-dominated galaxies. Whereas, for the 
igh DM resolution runs, results are consistently well converged 
ompared with the benchmark run. 

In reality, the mass distribution of galaxies that contribute to ICL
roduction is not described by a single GSMF as the ICL is formed by
alaxies that fall into the cluster at different redshifts. We explore how 

ensitive our results are to the shape of the GSMF by considering
 range of low-mass slopes between α = −1 . 6 and −0 . 5. In all
ases, more positi ve v alues of α result in better convergence with
he benchmark results, because a more positive slope implies fewer 
ow-mass satellites, which are most poorly resolved. Ho we ver, over
 realistic range of α, we do not observe any qualitative change in
ur results. 
Finally, we consider the effect of galaxy sizes on the level

f convergence with the benchmark run. In addition to expected 
ariations in galaxy size as a function of redshift or morphology,
ifferent approaches to calibration may also produce differences in 
alaxy scaling relations across simulations, including the size–mass 
elation (e.g. Crain et al. 2015 ; Dubois et al. 2016 ; Pillepich et al.
MNRAS 535, 2375–2393 (2024) 
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Figure 11. Ratio of quantities measured between TheThreeHundred Project 
GIZMO 3k and GIZMO 7k runs. Grey points indicate the ratio of total stellar 
masses within R 200 c and blue points indicate the ratio of ICL masses 
within R 200 c . Dashed lines and filled regions indicate median values and 
1 σ dispersion, respectively. 
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018a ). Even where simulations are calibrated to reproduce z = 0
caling relations, they may not be consistent with observed low-mass
alaxies (Watkins et al., in preparation; Martin et al., in preparation)
r match observed evolutionary trends with redshift (e.g. Parsotan
t al. 2021 ). 

For the low DM resolution run with a stellar and DM mass
esolution of 10 6 and 10 7 M �, respectively, we show results for
atellites with stellar components double, half and one quarter the size
f our standard spheroid model, indicated as different size circles. As
xpected, based on the results of Section 3.1.2 , we see that our results
re not as well converged for smaller satellites, since the stellar mass
f smaller galaxies is distributed closer to the centre of the potential
here the DM density profile becomes unresolved. 

.3.3 Comparison with cosmological simulations 

ur idealized simulations imply that considerably higher resolutions
ay be necessary to properly resolve the ICL than some previous

tudies. F or e xample, Puchwein et al. ( 2010 ) demonstrated that
tellar mass, DM mass, and spatial resolutions of around 10 7 

 �, 10 8 M �, and 3 kpc, respectively resulted in convergence of
he bulk quantity of ICL produced in their cosmological zoom-in
ydrodynamical simulations of clusters with active galactic nucleus
nd stellar feedback. Similarly, Pillepich et al. ( 2018a ) also claim no
ignificant difference in bulk ICL fractions reco v ered by the Illustris
NG100 and lower resolution TNG300 simulations. Howev er, the y
ote that the galaxy evolution model of the TNG suite of simulations
s calibrated to reproduce observed relations only at intermediate
NG100 resolution, so galaxy statistics such as the galaxy mass

unction and stellar-to-halo mass relation are not fully converged in
he lower resolution simulation. 

We also compare our results with clusters from TheThreeHun-
red Project (Cui et al. 2018 ) by measuring ICL masses from
heThreeHundred GIZMO runs (Hopkins 2015 ; Dav ́e et al. 2019 ;
ui et al. 2022 ), which simulate 324 clusters at a (maximum)

tellar mass and DM mass resolution of m � = 2 . 4 × 10 8 h 

−1 M �
nd m DM 

= 1 . 5 × 10 9 h 

−1 M � ( GIZMO 3k; Cui et al. 2022 ) and
 � = 3 × 10 7 h 

−1 M � and m DM 

= 1 . 8 × 10 8 h 

−1 M � ( GIZMO 7k;
ui et al., in preparation). 
For each cluster, we measure the total stellar and total ICL masses

ithin R 200 c following Contreras-Santos et al. ( 2024 ). We use a
0 kpc aperture to exclude the brightest cluster galaxy (BCG), but
ote that using an aperture of 30, 50, 70, and 200 kpc does not
ualitatively alter our results. 
In Fig. 11 , we show how the total stellar mass and total ICL mass

iffers between the two different resolution runs. Grey points show
he ratio of total stellar masses measured between the same clusters
n the GIZMO 3k and GIZMO 7k runs, while blue points show the ratio
or ICL masses. Dashed lines and filled regions indicate the median
nd 1 σ dispersion for each quantity. ICL masses are only slightly
maller on average in the 3k runs, despite cluster total stellar masses
eing around 60 per cent that of their high-resolution counterparts.
his indicates that stellar stripping must be roughly two thirds more
fficient than in the GIZMO 3k run in order to account for the smaller
eservoir of stellar mass available to be stripped. 

Our results based on TheThreeHundred simulation are in qualita-
ive agreement with those from our idealized simulations, but there
ppears to be some tension with those of Puchwein et al. ( 2010 )
nd Pillepich et al. ( 2018a ). Given that our simulations are idealized
nd that we only consider stellar stripping, it is important to note that
NRAS 535, 2375–2393 (2024) 
here are several caveats of this study which may cause discrepancies
o arise: 

(i) First, although stripping is expected to be the dominant channel
or ICL formation (Contini et al. 2014 ), our approach neglects
otentially more resolution-agnostic formation channels modelled ab
nitio, such as by Puchwein et al. ( 2010 ), Pillepich et al. ( 2018a ), and
ther studies which utilize cosmological simulations. For example,
tars may enter the ICL via violent relaxation (Lynden-Bell 1967 ;
an Albada 1982 ) during galaxy mergers rather than as a response
o a more gradually varying tidal field or may be deposited via
re-processing rather than being stripped directly within the cluster.
or the satellite masses considered here, pre-processed stars likely
epresent only a few per cent of total satellite stellar masses at infall
Martin et al. 2022 ; Proctor et al. 2024 ) but mergers of clusters and
roups are expected to bring in much more significant quantities of
re-processed material (Mihos et al. 2017 ; Contini et al. 2024 ). 
(ii) Additionally, some theoretical studies find up to 30 per cent

f ICL stars forming directly in situ (i.e. stars forming at very large
adii from galaxies rather than within galaxies). Although the com-
atibility of this channel with observations is disputed (e.g. Melnick
t al. 2012 ; Contini et al. 2024 ), it has been shown to be present in
ome cosmological simulations across a wide range of resolutions
ncluding by Puchwein et al. ( 2010 ) and in Illustris TNG simulations
e.g. Ahvazi et al. 2024 ). In these studies, in situ formation represents
 significant and possibly resolution-independent channel for ICL
roduction. We note that, in contrast, in situ ICL formation accounts
or an average of only 1 per cent in TheThreeHundred GIZMO 3k run
Contreras-Santos, in preparation). This may at least partially explain
hy Pillepich et al. ( 2018a ) report that improving mass resolution

esults in no change to their ICL fractions, while our results using
heThreeHundred simulation indicate decreasing ICL fractions. 
(iii) Our study only includes satellite haloes with a Hernquist

 1990 ) density profile, but wide diversity in halo mass profiles has
een measured observationally (e.g. Oh et al. 2015 ). This diversity
as been shown to emerge ab initio in high-resolution simulations as
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Figure 12. The radial distribution of stars stripped from satellites with disc-dominated morphologies at a given value of f stripped for the same 1:8 r peri : r apo 

orbital configuration for the low DM resolution run. More finely dashed and thinner lines indicate lower resolutions and black likes with up-pointing triangle 
markers indicate the benchmark run. The legend, split across the middle panels, indicates the corresponding stellar mass resolution with the DM mass resolution 
in parentheses. For the least resolved satellites, consisting of 100 star particles, filled regions indicate the range of values o v er 10 realizations, with thin lines 
indicating radial distributions for individual realizations. 
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 result of genuine astrophysical mechanisms (e.g. cored haloes as a 
esult of feedback; Jackson et al. 2024 ). An inability to resolve the
nner radii of galaxy haloes at lower resolutions may therefore have 
 less significant impact on numerical convergence if a significant 
raction of galaxies would have hosted genuine flat inner density 
rofiles at higher resolution. 
(iv) Similarly, significant diversity is observed in galaxy mor- 

hologies and sizes beyond the two simple models used in this study
e.g. Kelvin et al. 2014 ; Lazar et al. 2024 ). Although we have briefly
nvestigated the effect of galaxy size on conv ergence, we hav e not
onsidered ho w v arying the morphological mix or galaxy sizes with
ass may effect this. 

.4 Which galactic radii are stars stripped from? 

inally, we consider how the satellite galactic radii from which stellar
ass is stripped depend on resolution. 
Fig. 12 shows the distribution of radii from which stars are stripped

rom disc-dominated satellites in the low DM resolution runs. The 
esults we obtain for spheroidal morphologies are qualitatively 
imilar. We calculate the radial distribution of star particles based 
n their radius at t = 0 rather than at the time of stripping. Since
esolution also influences the stripping rate, we present distributions 
t different times corresponding to a given value of f stripped rather 
han at a specific time. 
We show the distribution of stripping locations for a single orbital
onfiguration ( r peri : r apo = 1 : 8) for satellites with disc-dominated
orphologies. More finely dashed lines indicate poorer resolution 

uns and filled regions indicate the range of values obtained from 10
ealizations of the lowest resolution run in each mass bin. Black lines
ith up-pointing triangle markers indicate the benchmark run. From 

op-to-bottom, panels indicate distributions for values of f stripped of 
.1, 0.2, and 0.3, as indicated in the rightmost panel of each row. From
eft-to-right panels indicate the radial distributions for different mass 
atellites indicated in the topmost panel of each column. 

In lower resolution runs, stars originating from smaller radii at 
 = 0 end up being stripped considerably sooner than they would
e in the benchmark runs. Even for satellites whose stellar stripping
racks that appear relatively well resolved in Fig. 5 , we still observe
uite significant differences in terms of where these stripped stars 
riginate compared with the benchmark run. 
For brevity, we do not show results for the high DM resolu-

ion runs here but note that we observe a similar trend for stars
riginating from smaller radii being stripped earlier towards lower 
esolution. Ho we ver, the le vel of de viation from the benchmark
uns is relatively slight and considerably less extreme compared 
ith the low DM resolution runs. This indicates that the increase

n o v erstripping from the central regions of the satellite towards
ower resolutions seen in Fig. 12 is caused by a combination of
he migration of particles to larger radii due to the poorly resolved
MNRAS 535, 2375–2393 (2024) 
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nner DM halo profile (discussed in Section 3.1.1 ) and discretization
oise. 
Finally, we summarize the evolution of the stellar stripping radius,

hich we define here as the median radius from which stars are
tripped at a given value of f stripped (again using their radius at t = 0
n order to control for different galaxy size evolution in different
esolution runs). Fig. 13 shows the stripping radius av eraged o v er
ll stripped particles prior to reaching a given value of f stripped in
he low DM resolution runs. Different resolutions are indicated
y increasingly finely dashed lines for lower resolution and the
enchmark run is indicated by black lines with up-pointing triangle
arkers. 
We again see that stars are stripped from much closer to the

entre for the lowest resolution runs. For clarity, we do not plot
ur results for all orbital configurations. Ho we ver, we note that we
o not observe a strong dependence on the orbital configuration. 
Because the chemodynamical properties of stars that make up

atellites vary with radius from their centre, the order in which
ifferent components are stripped is important for determining the
esolved properties of the ICL, for example its observed colour,
ge, or metallicity gradients (e.g. DeMaio et al. 2018 ; Montes &
rujillo 2018 ; Montes et al. 2021 ; Golden-Marx et al. 2023 ). Without
ufficient DM and stellar resolution, stars are stripped both at faster
ates and from the wrong locations within the satellite, which may
ead to significant differences not only in the bulk quantity of ICL
ut also in its resolved properties. 

 SUMMARY  

n this study, we presented a suite of idealized N -body simulations
esigned to explore the effect of numerical resolution on the stripping
fficiency of satellites in a static cluster potential. We probed
tripping efficiency as a function of satellite mass, morphology, and
rbital configuration for simulations run with a range of numerical
esolutions and force softening lengths. Our main conclusions are as
ollows: 

(i) The properties of the satellite DM halo are one of the primary
rivers of the stellar stripping efficiency. In particular, the slope of
he inner DM profile close to the extent of the stellar component
trongly influences the rate at which stars are stripped. 

(ii) Poorly resolved satellite DM haloes develop cored inner
rofiles, making stellar stripping much more efficient. Although the
 v erall mass and size evolution of satellite haloes remain relatively
obust at each resolution level, we observe a significant divergence in
heir inner profiles, which can evolve to become almost completely
at out past the extent of the stellar component, even when the
M halo is resolved with more than 1000 particles. This leads

o large spurious increases in the stellar stripping rate due to
oth the shallower central potential and spurious expansion of the
tellar component. This effect can be the result of either insufficient
umerical resolution in the DM or using force softening lengths that
re comparable to or larger than the extent of the stellar component
f the satellite galaxy. The halo must be well sampled and well
esolved spatially down to the radius of the stellar component to
eco v er accurate stripping rates. 

(iii) The stellar stripping tracks of satellites with well-resolved
M haloes are converged once their stellar component is resolved
ith between a few hundred and one thousand star particles.
iscretization noise is responsible for a small level of variance in the

racks which is amplified o v er time. A more extreme consequence
f discretization occurs when this amplification leads to runaway
isruption of the stellar component. Ho we ver, this only becomes an
NRAS 535, 2375–2393 (2024) 
ssue for the most massive satellites in our simulations ( M � = 10 11 

 �), which experience a stronger tidal field at pericentric passage
ue to their larger extent. Ho we ver, gi ven their large stellar masses,
lmost all contemporary cosmological simulations have sufficient
esolution to prevent this in practice. 

(iv) When adopting a range of DM, stellar mass, and spatial
esolutions typical of contemporary cosmological simulations lower
asses and lower resolution satellites ar e incr easingly o ver stripped

ompared to the benchmark resolution. Although they typically
emain converged for at least a few orbits, stellar stripping tracks
 ventually di verge from the benchmark. A stellar mass and DM
ass resolution of m � = 10 5 M � and m DM 

= 10 6 M �, is required
or tracks to remain relatively well converged for 10 orbits ( ∼ 5 Gyr)
cross the full range of satellite masses explored (10 7 ≤ M � /M � ≤
0 11 ), although we still observe some modest o v erstripping at lower
asses ( M � < 10 9 M �). 
(v) Typical resolutions ac hie ved by contempor ary cosmological

imulations may significantly overestimate the bulk quantity of stellar
ass liberated due to stellar stripping. Assuming a GSMF with
 characteristic mass of M 

� = 10 11 M � and low-mass slope of
= −1 . 4, and assuming that all satellites survive to complete 10

rbits without a significant change in their pericentric radius, we
nd that simulations with stellar mass and DM mass resolutions of
 � = 10 5 , 10 6 , and 10 7 M � and m DM 

= 10 6 , 10 7 , and 10 8 M � are
xpected to produce a 3 per cent, 28 per cent, and 66 per cent excess
n the amount of stellar mass stripped compared to the benchmark for
atellites with spheroidal morphologies. We observe a significantly
arger excess for disc-dominated galaxies. Ho we ver, in practice, at

asses where stripping tracks begin to diverge, numerical resolutions
re likely too low to allow cosmological simulations to form
iscs. 
(vi) A majority of stellar mass liberated due to stellar stripping

nly is expected to originate in satellites with intermediate stellar
asses. Assuming a GSMF with the same characteristic mass and

ow-mass slope as abo v e and assuming all satellites survive on the
ame orbits, we expect a majority of the mass liberated to mo v e to the
CL as a result of stellar stripping to originate in galaxies with infall
asses between 10 10 and 10 11 M �. Lower resolution runs produce

eak contributions at progressively lower stellar masses compared
ith the benchmark run, peaking at stellar masses of 5 × 10 10 ,
 × 10 10 , and 2 × 10 10 for stellar mass and DM mass resolutions
f m � = 10 5 , 10 6 , and 10 7 M � and m DM 

= 10 6 , 10 7 , and 10 8 M �,
espectively. 

(vii) The radius within the satellite from which stars are stripped
s sensitive to both stellar and DM resolution. Stars are preferentially
tripped from the centre of the satellite at low resolutions. This can
e due to both runaway disruption of the stellar component and
ue to the halo being too poorly resolved in the centre. This has
mplications for the reco v ery of the resolved properties of ICL, since
he chemodynamical properties of stars are expected to vary across
atellite galaxies. Although low-mass satellites contribute relatively
ittle to the total stellar mass budget of the ICL, the fact that they
re both o v erstripped and e xperience stripping at spuriously small
adii at low resolutions may result in inaccurate resolved properties
f the ICL, given that lower mass objects are expected to increase
heir contribution to the ICL mass budget towards the outskirts of the
luster (e.g. Rudick et al. 2010 ; Kluge et al. 2024 ). 

Our results show that many state-of-the-art cosmological simula-
ions in use today may o v erestimate stellar stripping rates, even in
atellites of relatively high stellar mass. Since insufficient resolution
lso results in stars being stripped from the inner regions of satellites
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Figure 13. Tracks showing the average radius from which stars are stripped as a function of stripped fraction for the same 1:8 r peri : r apo orbital configuration 
as in Fig. 12 for the low DM resolution runs. The top and bottom set of panels show our results for spheroidal and disc-dominated satellites, respectively. 
More finely dashed and thinner lines indicate lower resolutions and the benchmark resolution is indicated by black lines with up-pointing triangle markers. The 
legend in the bottom-right panel indicates the corresponding stellar mass resolution with the DM mass resolution in parentheses. For the least resolved satellites, 
consisting of 100 star particles, tracks are an average of 10 realizations. 
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ery early on, this may not just lead to differences in the bulk
uantity of the ICL, but also its resolved chemodynamical properties. 
lthough it is possible that these problems may be diminished, 

or example if more resolution agnostic processes such as violent 
elaxation are responsible for producing a significant quantity of 
he ICL, our findings demonstrate a need to e x ercise caution when
nterpreting predictions from cosmological simulations, particularly 
or objects with DM haloes resolved with fewer than ∼ 10 000 
articles. 
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