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Abstract

We introduce a stochastic generalisation of the classical deterministic Floquet-
East model, a discrete circuit with the same kinetic constraint as the East
model of glasses. We prove exactly that, in the limit of long time and large size,
this model has a large deviation phase transition between active and inactive
dynamical phases. We also compute the finite time and size scaling of general
space-time fluctuations, which for the case of inactive regions gives rise to
dynamical hydrophobicity. We also discuss how, through the Trotter limit,
these exact results also hold for the continuous-time East model, thus prov-
ing long-standing observations in kinetically constrained models. Our results
here illustrate the applicability of exact tensor network methods for solving
problems in many-body stochastic systems.
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1. Introduction

Kinetically constrained models (KCMs, for reviews see [1, 2]) are stochastic lattice systems
used to describe the slow dynamics of glass formers [3—5]. They furnish the idea [6, 7] that
slow dynamics, as seen in supercooled liquids and other glassy systems, is not a consequence
of an underlying singular change in thermodynamics but of effective constraints in the dynam-
ics. While the natural description of a liquid is that of a hard sphere system with continuous
degrees of freedom, the basic thinking motivating KCMs [8-10] is that under supercooled
conditions (low temperature and/or high density) an effective description in terms of a KCM
with discrete degrees of freedom is obtained by coarse-graining small space and short time
features in the liquid. The resulting system retains the key physical property of local steric
constraints that gives rise to slow cooperative relaxation. Out of the whole class of KCMs, the
East model [11] is particularly important as its hierarchical relaxation properties [12] allow to
explain [9, 10, 13] many phenomenological features of the glass transition. Since KCMs have
simple thermodynamics but complex dynamics, it is natural to study them through the statist-
ical properties of their stochastic trajectories [14], specifically via dynamical large deviation
(LD) methods [5, 15-18].

In [19] we proved via exact methods that a system we called the ‘deterministic Floquet-
East (DFE) model” exhibits a first-order phase transition in its dynamical large deviations,
and as consequence it displays dynamical fluctuations corresponding to pre-transition beha-
viour, a dynamical equivalent of the hydrophobic effect in water [20, 21]. Defined in terms
of a discrete-space/discrete-time circuit with a ‘brickwork’ arrangement of local deterministic
(i.e. permutation) gates, the DFE [19] (see also [22-25]) is a deterministic generalisation (and
simplification) of the East model (whose dynamics is stochastic and continuous in time), with
the two models sharing the same kinetic constraint. The standard East model exhibits a phase
transition at the trajectory level where the order parameter is the dynamical activity, an observ-
able counting the number of configuration changes [16, 26, 27]. This is a first-order transition
between two dynamical phases, an ergodic equilibrium and dynamically active phase, and a
non-ergodic inactive phase. While the dynamics is at coexistence in the limit of infinite time,
for any finite observation time the large majority of initial conditions favour the active phase, so
that without biasing the typical dynamics of the East model is ergodic, and the corresponding
stationary state is a featureless product state. Despite that, the existence of the inactive phase
has profound consequences: even in ergodic trajectories mesoscopic fluctuations of inactivity
(or ‘space-time bubbles’) are predominant, giving rise to dynamic heterogeneity and glassy
relaxation [5, 6, 28]. These fluctuations are a dynamical analogue of those that give rise to
hydrophobic physics in liquid water [29], since the physical origin is the proximity to a first-
order transition (i.e. a dynamical instance of the orderphobic effect [30], where all that matters
is the proximity to a coexistence of phases, irrespective of whether the associated transition is
an equilibrium or a non-equilibrium one).

The results of [19] for the DFE were obtained via exact tensor network methods similar to
those being currently used to solve certain cellular automata, see e.g. [22, 31-42], or quantum
circuits, see e.g. [24, 25, 43-60]. The dynamics of the DFE model displays an analogous active-
inactive large deviation transition and corresponding dynamical ‘hydrophobic’ fluctuations as
the standard East model, which suggests that the origin of this kind of physics is the local kin-
etic constraint that both models share. However, one might wonder if the deterministic nature
of the DFE means that there is a fundamental difference between the two models, and that the
exact results obtained in the DFE are not informative of what happens when stochasticity is
present. In this paper we resolve this question.
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p=0.50 p=0.05

Figure 1. Stochastic Floquet-East model. (a) Diagrammatic representation of time-
evolution in a finite system with periodic boundary conditions. The dashed line rep-
resents the connection between the left and right edge. (b) Examples of trajectories ini-

tialised in the same domain-wall state | Pg) = |1)©%/% @ 0)®4/5 @ |1)®2L/3 for L= 100
and several values of p. States zero/one are represented by white/black dots.

We consider a stochastic generalisation of the DFE, or stochastic Floquet-East model. Like
its deterministic counterpart, the stochastic Floquet-East is defined as a discrete brickwork cir-
cuit (see figure 1(a) for a diagrammatic representation) with the same East model kinetic con-
straint, that is, a site can only flip if its nearest neighbour ‘to the East’ is in the excited state.
However, the main difference in the stochastic model is that flips only occur with a certain
probability. Using exact tensor network methods we: (i) prove that in the long time and large
size limit the stochastic Floquet-East also has a large deviation phase transition between active
and inactive dynamical phases; (ii) compute the finite time and size scaling of space-time fluc-
tuations, showing that inactive space-time regions gives rise to dynamical hydrophobicity; (iii)
show that the results of the DFE bound those of the stochastic Floquet-East; and (iv) demon-
strate that our results for the stochastic Floquet-East also hold for the standard continuous-time
East model in an appropriate ‘Trotter’ limit, thus proving long-standing observations in kinet-
ically constrained models.

The rest of the paper is organised as follows. In section 2 we introduce the model. In
section 3, by studying the large deviations of the activity, we prove the existence of a transition
between active and inactive phases, and show that these results also extend to an appropriate
limit to the standard continuous-time East model. In section 4 we consider the statistics of finite
inactive space-time regions, and show the emergence of dynamical pre-transition (or ‘hydro-
phobic’) effects. In section 5 we compute the statistics of arbitrary finite space-time arrange-
ments, and we show how these are different from to those of inactive space-time regions. We
give our conclusions and outlook in section 6.

2. Stochastic Floquet-East model

The model is defined on a lattice of 2L sites of binary variables n; € {0,1} with periodic
boundaries, where lattice sites are labelled by half-integer values, i € {%,1,...,L— %,L}.
The statistical states |P) are probability distributions over the finite set of all configurations
n= (n%,nl,...,nL_%,nL),

Py=> P(m)ln), Pm)>0, Y Pm)=(-|P)=1, (1

where |n) = |n%> ®---® |n.). The state (—| = >, (n|, also called flat state, describes the un-
normalized uniform distribution. The time-descrete dynamics, shown in figure 1(a), consists

3
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of two distinct steps,
Pryr) =US|P 1) =TUSU°|Py, teZ. 2)

Note that time is also labelled by half-integer numbers. The time-evolution operators U°/®
consist of mutually commuting nearest-neighbour updates,

U =Upt, U =ILUSM, (3)
where 11} is a one-site shift operator, and U, the 4 x 4 matrix implementing the two-site update
<m /n/|U,,\mn> = n’,O(Sn,O(sm’,m + 5;1’,15n,l [5m’,1—mp + 5111/,m (1 *P)] ) (4)

with |mn) = |m) ® |n). The above matrix encodes the kinetic constraint: if the right site is in
state one, the spin on the left site changes with fixed probability 0 < p < 1, and stays the same
otherwise.

Throughout the paper we will make use of the diagrammatic tensor network notation [61],
where tensors are represented by nodes (or vertices) with lines emanating from them. The
number of lines corresponds to the rank of the tensor, and lines connecting two nodes indic-
ating a contraction along that dimension. For example, in this representation local vectors
corresponding to one physical site are

b=l =wlo)+ult), L=y, L=p L=l ]k, 5)

where we introduced a shorthand notation for computational-basis states, and the one-site flat
state |—). In this language a free line represents a one-site identity matrix, and the inner product
is given by contracting two vectors,

why)= 9. =[5 9] ©

We introduce a green box with 4 legs to represent the tensor which, when interpreted as
acting upwards, gives U,

m n

]E[ = (m/n'|Uy|mn). (7)

m n

Using these conventions, the full time-evolution can be represented as the tensor network
shown in figure 1(a). In the limiting cases of p =1 or p =0 the dynamics becomes determ-
inistic, corresponding to the DFE model [19, 24] and trivial (identity) dynamics, respectively,

=, Je-)( (8)

Figure 1(b) shows some typical trajectories for systems prepared in the same domain-wall
initial state at different values of p. For p =1 (the DFE case), trajectories are characterised
by the presence of stationary space-time regions of triangular shape. These empty regions can
be still observed away from the deterministic limit, 0 < p < 1, but since flips are stochastic
these regions are not necessarily triangular and may be much more extended in time than
in the deterministic case. The similarities between trajectories in the stochastic East model
and the standard East model [28] are evident: despite dynamics being ergodic overall, there

4
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is a preponderance of dynamical fluctuations, with slow inactive ‘bubbles’ punctuated by the
sudden onset of activity which leads to overall relaxation®.

For later convenience, we define the filted gate U, ;, where each time the spin-flip occurs,
we introduce a factor of e ™%, which we represent by a dark-shaded box,

1 ! !
Ups = 1=p 1 ep , )1” = (m/n'|U, slmn), )1 = l + e’sl. ©)

e’p 1-p moen

Here, the blue and red squares are the inactive and active parts of the gate (i.e. they include
the matrix elements with no-flips and flips respectively). By inspecting their matrix elements,
we immediately note that the inactive gate factorizes into an identity on the left, and a diagonal
transformation on the right site,

B =)< +:[é 1?1)]7 (10)

while the active gate is the same as the active gate in the p =1 case multiplied by a factor of
p9

! I

m n
l =p l, l = 5m,1—m,’§n,16n’,1~ (1)

m n

Apart from the diagonal transformation introduced in (10), we will make use two other
one-site observables: a projector to the zero and one state, respectively represented by a white
and black circle,

o=loo] =[] &

The model is bi-stochastic, that is, both the dynamics and its inverse conserve probability,
which is a consequence of the flat state being both a left and right eigenvector of the local
time-evolution operator

Ulm)el=) =12@l-),  (-le=lU={-|e{-| (13)

These two local relations can be equivalently represented using the above graphical language

) -0 =) (14)

Moreover, the gates exhibit a stronger property: whenever one acts with a flat state from either
top or bottom on the left site, it factorizes into a projector to the flat state and an identity

9 CHIGIEN - ER]¢ (15)

4 While the activity ‘avalanches’ can be seen as reminiscent of those in non-equilibrium setups such as self-organised
criticality [65], for KCMs such as the East model they correspond to spontaneous (and non-critical) fluctuations that
occur in the equilibrium dynamics.
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<) | < T o 2 ) <
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P _p[| = 5] . 2
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920 —JP[_22JB[] Bl | 5] () < e -l R S C )
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Figure 2. Local correlations and expectation values in a space-time box embedded in
a large system. The l.h.s. shows a schematic representation of an infinite-temperature
correlation function between observables that are confined to a space-time box of sizes
[ X t (represented by the red rectangle), embedded in a larger system of size L with peri-
odic boundary conditions. As long as [ 4t < L, we can repeatedly apply local relations
in equations (14) and (15) to recast the object as the same correlation function (rep-
resented by the red box), but now evaluated in a finite system with special boundary
conditions (r.h.s.), see appendix for details. Note that the size of the green triangle on
the r.h.s. scales with time ¢.

which can be understood as a stochastic analogue of the generalization of dual unitarity intro-
duced in [63], but here it only applies to one side. This property implies that an invariant
state of the space-evolution coming from the left consists of dimer product states, as shown in
figure 2(see also appendix). We note that for p =1 the gates preserve flat states coming from
the right, which implies a simple form also for the invariant states under space evolution from
right to left [19], but this ceases to hold for generic p.

3. Dynamical large deviations

As is proven in [19], the DFE model exhibits a first-order phase transition between and ‘act-
ive’ and an ‘inactive’ dynamical phase—phases with a large and small number of spin flips,
respectively. Below, we show that the same is true for the stochastic generalisation.

We consider a space-time region of size [ X ¢ in a much larger system of size L x T, and we
take the dynamical order parameter to be the dynamical activity—total number of spin flips
in the region / x . Let {w} be the set of all the possible trajectories in the full system, 7,(w)
probability of the trajectory w, and K; ;(w) its activity. Then the moment generating function
of the activity is given by [15, 17, 18]

Z1i(p,s) =Y mp (w)e ), (16)

where we will assume that the initial configuration is uniformly distributed. Equivalently,
Z14(p,s) can be interpreted as a partition function for a tilted region [i.e. a region where the

6
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stochastic gates U, are replaced by tilted gates (9)] of size / x t embedded in a much larger
system of size L x T, which can be diagrammatically represented as

t
Zy4(s) = 27 (17)

The contraction that leads from the large space-time region L x T to the above diagram has
been obtained by using relations (14) and (15) and by following the procedure described in
figure 2. Though conceptually simple, the diagram in equation (17) cannot be evaluated exactly
for all s. However, we are able to bound the behaviour effectively in two limits, s = 0, and s —
oo, which—upon evoking general properties of the moment generating function Fy,(p,s) =
logZ, ,(p,s)—suffices to demonstrate the existence of a first-order phase transition.

3.1. Expansion around s ~0
The first regime of interest is s ~ 0, where Z; ,(p, s) is well approximated by the expansion up
to 52,

Z14(pys) = 1= sZ0) (p) +5°Z2) (p) + O (5°), (18)

where we took into account that the bi-stochasticity (14) implies Z; ,(p,0) = 1. By expanding
each of the tilted gates as

W= +(e-1) B, (19)

one sees that in the first-order the contribution is given in terms of one-point functions in the
stationary state, which can be easily evaluated as

Zl(})(P): Z 27(2l+t)
{@.y}

=y = =plt, (20)

where the sum goes over all positions {x,y} inside the rectangular part [i.e. the shaded part
in (17)]. The first equality above, again, follows directly from the bi-stochasticity, and the final

7
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result from the definition of the gate. The second-order correction requires some more work,
as now we get contributions both from the one and two-point functions,

Zl(?)(p) _ lZl(?(p) i 1 ZPQQ—(2l+t)
’ 2" 2 (o1 }7 (22,2}

21

Ca({z1,y1},{z2,y2}:p)

Using the observation

W B

and explicitly treating the case {x2,y2} = {x1,y1} + {£1,£1}, one can show that whenever
X1 # x, the correlation function factorizes,

1 2 9
Co({z1,y1}, {72, 92} )| pyea, = (Z;i:) = % (23)

When x; = x;, however, the two-point correlation function no longer factorizes, but instead
depends on the distance between the two points, |y, — y;|, which can take only positive integer
values between 1 and r — 1,

Co({w,y} {z,y £m}sp) =272 =p?2 (D) =p’ea(p,m-1), (24)

m—1

where we introduced the short-hand notation ¢, (p,m) in terms of which the full second-order
contribution reads as

It p? 2 1
Zl(i) (p)= % + %lt(th— 1)+ ZIpZZ <cz (p,m) — 4) . (25)
m=0
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We are not able to evaluate ¢, (p,m) exactly, however, we are able to provide some bounds on
its magnitude. We start by noting that it can be understood as a matrix element

am) =3[0 URG) ], Rulm) =200 0 26)

where R,,(p) denotes the matrix between the free legs on bottom and top. As individual gates
comprising R,,(p) are bi-stochastic matrices, also R,,(p) is bi-stochastic, therefore there exists
a m and p-dependent value r,,(p) so that

0<rm(p) <1, Rm(p):{"" 1"”"]. @7

1_"‘m m

Expressing ¢, (p,m) in terms of r,, we obtain both a lower and an upper bound,

<o (pym) = 1m< (28)

1
2’

with the lower bound ¢,(p,m) > 0 being trivial, as it follows directly from non-negativity of
the matrix elementes. However, the upper bound is tight, since it is saturated for p =0,

¢ (p,m) < E—cz(O,m). (29)

Using these, we can bound the second order contribution as

o)) (D) o

This is enough to understand the asymptotics of Zl(’zt): in the limit of [, — oo with /7 fixed,

the leading order contribution is (plt)?/2, with the precise form of ¢, (p,m) determining the
subleading term.

3.2. s — oo limit

Let us proceed by considering the s — oo limit of Z;,(p,s). We start by noticing that the
stochastic generalized inactive gate, when seen as evolving in time, acts on the two sites as

9
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a product of an identity and a diagonal transformation respectively, as shown in equation (10).
Using this representation of the gate we can express the partition sum as

]2l—1

lim Zl,L(p7 5) _ 2—(2l+t) _ 2—(2l—1+t) [1 4 (1 _p)t
s5—>00

€29

::(1+(1—p)t

20-1
D) ) Ty(p),

where we introduced T;(p) to denote the value of the triangular diagram on the right multiplied
by 27'. Analogously to before, we are not able to exactly evaluate 7;(p) for generic p, but we
can straightforwardly bound it from above and below by its values in the two deterministic
points, T;(0) and T;(1). The lower bound is obtained by using the positivity of p and 1 — p to
show

(32)

To find the upper bound we use that the diagonal transformation in (10) together with the
projector to the state 1 sum up to the identity,

b04-

which—together with the positivity of all the entries of the local gate—gives

) (33)

(34)

In summary, we have the following bounds on the p-dependent partition sum,

- (1+<12p>’)

2[—1 21—1

. 1+ (1=p)
< sl_lfgoz“ (p,s) < (2 . (35)

10
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In particular, this means that the partition sum in the s — oo limit is in general larger than at
p=1

sl—i)lloloZl’t (p7s) 2 sl_i)lglozl,t(lws‘) . (36)
The above bounds hold for any p, and are tight, since they are saturated by the two determ-

inistic limits of the model. However, we can find an alternative lower bound that is tighter for
p < % By decomposing the transformation (10) as

6= (1-p)|+po, 37)
we have
Ti(p) = (1—p)'T;(0) = (1 —p)". (38)
This gives

1+(1—p)) (1 _p)f. (39)

Jim Z,, (p.s) > ( 2

3.3. Phase transition in the dynamical large deviations

The occurrence of the phase transition is a consequence of different scaling of Z; ,(p,s) with
the subregion size in the two limits. To show this, we define the cumulant generating function
F1(p,s), and its asymptotic value F(p,s) as

1 .
Fl,l (1775) = Elogzl,t (pas)y F(pas) = ll_lfchl,lf (pas)7 (40)

where we introduced £ to represent the asymptotic ratio between the two sizes of the space-
time region, £ = t/I. Plugging in the results above we have a well-behaved expansion around
s~ 0,

1 3
F(p,s) = —ps+§ps2(1+AI,)+(’)(s3), —min{l,zp} <A, <%, (41)

S lan}

where we introduced A, to denote a p-dependent constant that we can bound as shown above.
On the other hand, in the limit # — oo the rescaled cumulant generating function vanishes,

lim F(p,s) =0. (42)

§—00

We now note that for finite /, 7 by definition F; ,(p, s) is analytic and convex [17]. Combining this
with the above asymptotic scaling we have that in the thermodynamic limit the first derivative
must become discontinuous, and the model exhibits a first-order phase transition.

1
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3.4. Trotter limit

In the appropriate scaling limit of large ¢ and small p, the stochastic Floquet-East model
reproduces the dynamics of the standard continuous-time stochastic East model [1, 11].
Interestingly, the above argument carries over to this limit as well.

We start by introducing the continuous-time partition sum Z;,(T',s), where # now denotes
real time (and not the number of time-steps), / is as before the size of the subsystem of interest,
and I is the rate with which the spins in the continuous-time model flip. The dynamics of the
continuous-time model is approximated by the stochastic Floquet-East when for a small A we
scale the number of time-steps as 7/ A, while the probability parameter goes as AT". This gives
the following continuous-time limit of the partition sum

Z1,(T,s) = iiinozl’ﬁ (TA,s). (43)
Using the small-s expansion of the discrete-time partition sum we get,
LIt 3
Z,(T,s)=1—sTlt+s > (1+1T)+ 0O (s), (44)

where we used that the upper and lower bounds in equation (30) coincide in the Trotter limit,
and give us an exact expression. Similarly, we can plug-in the s — co bounds to obtain

1 T\ 2-1 | 4 e—Tr\ %!
e Tt < lim 2, M) < (=) (45)
2 s—oo 2

Note that here we need to use the lower bound given by equation (39), since for small p it is
stricter than that of equation (35).

We now have all the ingredients to understand the scaling of the thermodynamic-limit of
the continuous-time cumulant generating function,

1
F(T,s)= lim —logZ,(T,s). (46)

Lt—oo [t

As before, for small s it has a well-behaved expansion around 0, while it goes to zero for
5§ — 00.

2
F(T,8)| e = —I‘s+%1“+(’)(s3), lim F(I',s) =0, (47)

§—>00

therefore our results prove the existence of the phase transition also in the Trotter limit.

4. Distribution of empty space-time regions

We now consider the probability P(/,#;p) of finding an empty region of size [ x ¢ within the
dynamics, see figure 3(a) for a precise definition. In particular, we want to study how the prob-
ability scales for large sizes. We assume / and 7 to be integer numbers for simplicity, however,
generalisations to semi-integers follow naturally, and do not change the scaling. In [19], the
above probability has been computed in the deterministic limit when p = 1 and gives

1
Po (L 1) =5 lim Z,,(1,5) =270, 48)

12



J. Phys. A: Math. Theor. 57 (2024) 505002 C De Fazio et al

(a) (b) =

AN
?

Pa(l,t; p) = 2~ (1) Py(z,p):=27% |7

Vi
A

Figure 3. (a) Probability of finding a region of states zero within a box of size [ x ¢. (b)
Probability of finding a region of states zero within a equilateral triangle with base being
of length x.

Thus, the probability P(/,#; 1) manifestly scales with perimeter. Furthermore, a rectangular
condition of emptiness such as the one displayed in figure 3(a) implies a larger triangle sur-
rounding the box to be all in states zero. As a consequence we have the following equality,

PD(lyt; 1):Pl>(2l+t71)7 (49)

where Py is the probability of finding an empty region of triangular shape, see figure 3(b) for
definition in the stochastic model. In particular, the identity

B - b= (50

directly implies that the probability of an empty triangle does not depend on p,

Py (x,p) =277 =Py (x,1). 61V

We need to stress that equation (49) is a special property of the DFE model and no longer
holds for p # 1, even though the probability of a triangular hole does not depend on the precise
value of p. In particular, repeating the reasoning leading to (51), one obtains the following
expression for the probability of a rectangular empty region for a generic value of p,

Po(l,t;p) =270 (52)

with the r.h.s. straightforwardly following from the definitions (10). The above partition sum
is typically hard to evaluate for general ¢ € N, as the blue circles account for the stochastic
behaviour of the system, and the resulting graph is a complicated polynomial function of p.
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However, it can be bounded by the two deterministic limits through the very same argument
presented above equation (34):

Po(Le;1) =272 < Po(Lisp) <2721 = P (1,1;0) . (53)

It follows that the probability Po(l,#;p) can at most scale with perimeter, and the trian-
gular fluctuations characterising the DFE model provide a lower bound for the stochastic
probabilities.

The result in equation (53) is an analytic proof that the stochastic Floquet East model dis-
plays dynamic hydrophobicity. While the much studied hydrophobic effect in water is a purely
static phenomenon, it originates from the first-order nature of water’s liquid-vapour transition
[20, 21]. The insight of [30] was that other systems with first-order transitions should display
similar pre-transition physics, leading to the generic orderphobic effect. However, this observa-
tion is not limited to thermodynamics. When going from statics to dynamics, one moves from
considering ensembles of configurations to ensembles of trajectories, with the moment gen-
erating function (16) being the partition sum over trajectories. Since, as proved in section 3.3
above, the DFE has a first-order dynamical transition between active and inactive phases, the
results in this section demonstrate the accompanying pre-transition effects, in analogy to what
occurs in static problems, i.e. a dynamical version of the hydrophobic (or orderphobic) effect.
Furthermore, given that our stochastic Floquet East model is related to the standard East model
via Trotterisation, see section 3.4, our exact results here validate previous numerical observa-
tions of pre-transition physics in that model [29].

5. Distribution of generic space-time trajectories

One may wonder if the results of section 4 can be generalised to more general trajectories, and
whether a probability of observing an empty region is somehow special compared to probab-
ilities of observing more general space-time configuration. To address this question, we intro-
duce the probability P(7(I,f);p) of finding a particular trajectory 7(I,f) inside a box of size
I x t. In the deterministic case, the probability P(7(l,¢); 1) equals the probability of having an
empty region of the same size, provided that the trajectory 7(/,7) is allowed by the dynamics.
We illustrate this by considering, for instance, a horizontal line of finite length / of a random
combination of states zero and one. The corresponding probability is

= PD(QZ) : (54)

The above result reproduces the probability of finding an empty triangle of base 2/ in
equation (51). Through equations (49) and (54), we can more generally say that the probability

14
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P(7(1,1);1) of finding a box of size / X t in a particular (deterministic) trajectory 7(/, 1) is

P(r(Lt);1)= (55)

P (l,1;1) for any allowed trajectory 7 (1, 1),
0, otherwise .

Therefore the empty regions are not particularly special in the deterministic case, and any

allowed trajectory scales with perimeter.

The above statement no longer holds for the stochastic dynamics, where the probability
P(7(1,t);p) strongly depends on the choice of trajectory 7(/,7). Indeed we can easily find tra-
jectories 7(I,¢) for which the corresponding probabilities P(7([,1);p) scale with area rather
than perimeter, these include trajectories forbidden by the deterministic dynamics such as the
space-time region including all states one. The corresponding probability is:

Pa(l,t; p) =270 =(1-p)* Py(l,t;p), (56)

where P(L,t; p) is given by (52). To arrive to the second and third equality we respectively
used the following two observations,

:E(=(1—p))"(,

(57

In particular, equation (56) implies that the probability Pm(/,7; p) scales with area for any
p# 1 and large [ and t. Note that the result above holds for any trajectory forbidden by the
deterministic dynamics—i.e. any trajectory for which we have P(7(l,7);1) = 0.

Let us now consider the probability of a generic trajectory 7(/, ), such as the following,

P(r(1,t); p) = 271 (58)




J. Phys. A: Math. Theor. 57 (2024) 505002 C De Fazio et al

The above probability always factorises into two contributions, P;(7(l,7);p) and
Py(7(1,1); p), scaling with area and perimeter, respectively. Our particular example can be
rewritten as

P(r(l,t); p) = Py (7(l,t); p) 270D (59)

Pa(7(,t); p)
where Pi(7(l,#);p) and the line of projectors onto zero and one in the first column of

Py(7(1,1); p) are straightforwardly determined by the trajectory within the box. In particular,
we have that

Py (7 (L1);p) =p* (1—p)* 5 (60)

where K := K(7(l,1)) is the number of spin flips, and J := J(7(l,)) is the number of all the
gates where the right spins are in the O state (i.e. all the gates that would not flip in the p=1
limit). On the other hand, P,(7(,¢); p) can be bounded by using the following inequalities,

(61)

Above, the rightmost graph represents the sum over all the possible trajectories within the
triangle, while the leftmost graph is the sum over the fewer trajectories of the central graph
conditioned to having all ones in the second column. Note that the inequalities above can be
generalised for any allowed trajectories and will always reproduce a non-trivial lower bound,
provided that p # 0, 1. Moreover, we can express the leftmost graph as

= 2271 2 (1 - )Y Po(1,t - 15 p) (62)
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and the power 0 <y <t depends on the particular trajectory. Thus, the inequalities in
equation (61) can be rewritten as

t—1/2—y 1=p)
PP b (1 1:p) < P (L):p) <27 (63)

As a result, Po(7(1,1); p) is at most exponential in / and ¢, and thus scales with perimeter. In
contrast, the area-dependence comes from P (7(1,1); p), which can be written as:

Pi(r(L1);p) = 9~ ez (klogp+(1—k—j) log(1—p)) (64)

where k = K/2It and j = J/2lIt are the densities of k amd j respectively. The dominant contri-
bution can be related to the density of zero in the trajectory: we have that P(7(/,1); p) scales
with perimeter i.e. P1(7(l,7); p) ~ 1 whenever empty regions dominate the trajectory i.e.j ~ 1
and k ~ 0, while it scales with area in any other case.

6. Conclusions

In this paper, we have introduced and studied via exact tensor network methods a stochastic
generalisation of the classical deterministic Floquet-East model. We proved that, just like the
standard East model [16, 27] or the deterministic Floquet-East [19], with which it shares the
local constraint of spin flips only allowed in the vicinity of an excited nearest neighbours to
one side (say, to the left or East side), the stochastic Floquet-East model has a phase transition
at the large deviation level between an active and ergodic dynamical phase and an inactive and
non-ergodic dynamical phase. This dynamical transition is first-order, meaning that even in
the ergodic phase (favoured by the vast majority of initial conditions) there are pronounced
finite (in space and time) fluctuations of inactivity that correspond to pre-transition effects: for
large enough inactive ‘bubbles’ their log probability scales with perimeter and not area, since
it is more favourable to create a domain of the inactive phase, paying only an interface cost.
This is the same physics in space-time of the celebrated hydrophobic effect in water [20, 21]
or the more general orderphobic effect [30]. We also showed that in an appropriate limit the
stochastic Floquet-East model corresponds to a Trotterisation of the standard continuous-time
East model, which means that our results here provide an exact proof of dynamical hydro-
phobicity in that model, see [29]. These results highlight the usefulness of exact tensor net-
work methods for studying many-body stochastic systems. One can think of many directions
in which to expand the work here. These include studying circuit versions of other kinetic-
ally constrained models, generalisations to higher dimensions, and extensions to driven and
non-equilibrium circuit systems.
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Appendix. Finite space-time box in a large system

Since the time-evolution is bi-stochastic (see equation (14)) and the gate satisfies the kinetic
constraint expressed by equation (15), a finite / x ¢ space-time box embedded in a larger system
(Lh.s. of figure 2) can be expressed as a finite system with special boundary conditions (r.h.s.
of figure 2). To see this we consider the Lh.s. of figure 2, which we will refer to as R;,, and
repeatedly apply the above relations everywhere in the system outside of the red box.

We start by applying the first of equation (14), which allows us to fully remove the top two
rows of gates, and after touching the red box, we can continue applying the relation on the left
and right removing everything except for the gates under the two diagonal lines as

N N LN LN N /N = LNV .GV -
P|___ P 2Pl ___|P] A P P D
P) D) P P P P
) S &) ___[PL__"|P P | P
I
2Ry, = N SR BB - = BB
P|___|P| P[P P|___ [P [ ___/p|___|P
P D) P P P P I D P
B2 %) | o) o) pl___p ¥ | o) ) o)
P D) P P ) P P I D P P 1
pl_ Pl P __JP___JP|___ P ___|P] Jpl_ P ___PL__[Pl___JP|___|P[___|P]
P D) D P P P P P P P D P P P
Kk—— Kk

(AD)

Now we have no other gate where the first of equation (14) can be applied, but we are able
to apply the second relation, which removes everything except for the rectangular box together
with two triangular regions on the left and right,

AN
7

DWW

E P P

p 12 P

C
C
C

C
C
C

C
C
C

(A2)

]
q

C
C
C

|

=

&
N

Y X

Here we implicitly assumed that L is sufficiently large compared to / and ¢ (in particular,
L>t+1—- %), which implies that there are no correlations between the left and right regions
coming throughout the system. This is a strict form of the Lieb-Robinson bound [64], where the
correlations outside of the light-cone are strictly zero (rather than exponentially suppressed).
Note that to obtain the right prefactor we use the normalization of the |—) state, i.e. (—) = 2.

The above form is very general and only depends on the bi-stochasticity of the time-
evolution. However, the gates also fulfil the relations in (15), which additionally simplifies
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the diagram. In particular, we note that applying two |—) states to the gate from the left sim-
plifies it into the identity matrix on the right site,

jg[ -2(, (A3)

which generalizes to the following for any number of vertically connected gates m > 1,

(O

- (- e - Bl -2(. (A4)

(O

This immediately implies that the left triangle of gates in equation (A2) simplifies into a line,
and we obtain

A XK XK —
5

R,=27( B[ Bl B ; (A5)

C
C

P P p
T ; ¢

P P
YX Y X ¥ =
7
l

)

C

which is precisely the r.h.s. of figure 2.
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