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A B S T R A C T

We present RIGSS, software that can be used to run an Inverse Generative Social Science study in R. We give
a brief overview of this research method and explain how our software can be used. We implement a Hawk
Dove game as an executable example. We then discuss the potential that Inverse Generative Social Science has.
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1. Inverse generative social science

When used for social science, agent-based modelling creates a model
of a target – the social situation being studied – that can be exper-
imented on [1]. When the model is run, the agents interact with
each other and with their environment by following rules that have
been programmed by the modeller who then stands back and observes
the outcome [2]. Inverse Generative Social Science [3] reverses this
by using evolutionary computing [4] to evolve these rules by natu-
ral selection. Specifically our software uses genetic programming [5].
The system attempts to evolve an agent-based model whose output
matches an ideal description of agent behaviour called the reference
dataset. Typically this will take many days of computation on a normal
computer.

RIGSS is an implementation of Inverse Generative Social Science
in R. To use it, the ‘skeleton’ of the agent model must be created
as an R function. The skeleton is the entire agent model minus the
rule or rules that agents follow. The function accepts one parameter—
evolvedRule—which is the current rule written in R code, generated
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by genetic programming. This rule is inserted into the agent model,
which is then run. At the end of the run, the function returns data that
is compared to a reference dataset in order to test that rule’s fitness.
This fitness score is then used to evolve a next generation of rules, as
described in the following section.

2. Software overview

For a usable example, at the RIGSS GitHub page the file Agent Model
implements a Hawk Dove game as an agent model function (see [6] for
an explanation of Hawk Dove).

The file RIGSS functions contains the functions for creating the
agents’ rules. RIGSS stores each rule in a tree structure. This allows
for the three genetic operations of genetic programming—crossover,
mutation and reproduction. (The tree ensures that rules can be inter-
preted by R without error—otherwise brackets and other mathematical
symbols might evolve in the wrong place.) Initially a generation of rules
is created at random. Then the genetic operations are used to create
successive generations of rules as they evolve to improve fit:
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:

Reproduction: one of the rules (chosen with probability proportional
to its fitness, so most likely a rule with high fitness) is allowed to
reproduce and simply moves into the next generation.

Mutation: one of the rules (again one most likely that has high
fitness) mutates randomly and the mutated rule moves into the next
generation. A mutation means that part of the rule is changed at
random.

Crossover: two of the rules (as before two that most likely have
high fitness) breed and their two children rules move into the next
generation. This breeding is known as crossover. This means that part
of the first rule and part of the second rule are swapped with each other.

An example rule from the Hawk Dove model is:
IF A/ B > C THEN TAKE = 50

This rule represents the agent behaviour that is being evolved.
This is clearly model specific. In Hawk Dove, the agents must decide
how much of a resource to take; other models will have different rule
structures and RIGSS must be edited by the user for their particular
model. In this case, the commands ‘‘IF’’ and ‘‘THEN TAKE = ’’ are set
and do not change. Apart from ‘‘IF’’ and ‘‘THEN TAKE = ’’, all the other
elements in the example rule above – A, divide, B, greater than, and 50
– are evolved.

In the RIGSS functions file, the first thing that is done is defining
the primitives that can be used to make up the rules. Three types
of primitive are included, stored in three vectors. The vector equals
stores the tests for equality that can be used. These include: equals,
does not equal, greater than and less than. Then operators stores the
mathematical operators that can be included: plus, minus, divide and
multiply. Others are of course possible. Lastly vars stores the agent
model variables that can be used. These are simply listed as ‘‘A’’, ‘‘B’’,
‘‘C’’ and so on. The user must decide and note what each refers to
in their model. For example ‘‘A’’ might be agent age, ‘‘B’’ might be
agent income, ‘‘C’’ might be agent relationship status. In the Hawk Dove
example they refer to variables that store changeable agent behaviours
and characteristics—the amount of resource that the agent took in the
last round of the game, the total amount of resource that the agent
currently owns and so on.
The file RIGSS program then implements IGSS.

Genetic programming starts with a population of random rules—
the first generation of rules. Each of the rules is tested for fitness by
passing it to the agent model function. Fitness is the answer to the
question: if agents follow this rule, how close will the output of the
agent model be to the reference dataset? A common fitness metric,
and the one currently implemented, is the squared difference between
agent model data and reference data. The three genetic operations
are then used repeatedly to create a second generation of rules. This
generation of rules is then tested for fitness. A third generation is
created as the second was and so on over successive generations until a
stopping condition is reached. RIGSS currently runs for a set number of
generations. The top five most fit rules are stored in the vector bestRules.

The reference dataset usually will come from observations made on
the target or it could be simulated based on some ideal situation that a
researcher is interested in. For Hawk Dove a reference dataset has been
created that is suitable for our illustration.

3. Impact and future developments

Inverse Generative Social Science marries the power of evolutionary
computing and agent-based modelling. It has the ability to explore a
vast search space of variables and their relationships seeking non-linear
models to fit to data. More importantly the best models found have the
potential to act as formal theory. Although rare in social science [7],
it is recognised that formalising theory brings many advantages [8–
15]. Implementing a theory as an agent model is one way to achieve
this. By implementing a theory in this way it can be tested and ex-
plored. Running a model generates data that can be compared with
observations. This will demonstrate – prove in fact – that a model,

and therefore a theory, explains or does not explain those observations.
(It does not prove that it is the correct explanation, only that it is an
explanation.) Implementing a theory as a computational model makes
an imprecise social science theory formal and precise, and allows for
rigorous testing [16].

Inverse Generative Social Science reverses this and uses AI to find
agent behaviour that can be considered social theory, even if it must
be pruned, refined or further theorised on first. This is a very exciting
prospect and one that is starting to generate interest [17–21]. However
taking on an IGSS project will be an intimidating prospect for many
social scientists who are not trained primarily in computer program-
ming. RIGSS is intended as a relatively straightforward platform to
begin an IGSS study and as such has good potential to make IGSS more
widely practised.So far RIGSS has been used to explore the philosophy
of simulation underpinning IGSS [22]. It is currently being used to
study modern slavery in business supply networks, and behaviour in
online child sexual exploitation and abuse. The advantage of study-
ing targets like these with IGSS is that there may be limited theory
available to create a model from because social scientists struggle to
reach stakeholders as they have legitimate safety and legal liability
concerns. The advantage RIGSS brings is that we can evolve rules that
such stakeholders might be using, assessing them first for fit against
reasonably readily available reference datasets (for instance from the
Child Rescue Coalition), and second for their ability to function as
theory explaining the behaviour of those involved. This has enormous
potential to change these fields.
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