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A B S T R A C T

Quasi-satellite orbits (QSO) are stable retrograde parking orbits around Phobos that are currently being
considered for JAXA’s upcoming robotic sample return mission Maritan Moons Exploration (MMX). During
the proximity operations of MMX, the spacecraft inserted in a high altitude QSO will gradually descend
to lower altitude QSOs with suitable transfer and station-keeping techniques between different relative
QSOs. Preliminary analysis of two-impulsive planar transfers between relative retrograde orbits utilizing the
bifurcated QSOs families is studied to estimate the 𝛥𝑉 costs and time of flights of the transfers. In this paper,
differently from previous works, we utilize the initial guesses found through the preliminary results that provide
two-impulsive transfer 𝛥𝑉 execution points and optimize the transfers between relative QSOs around Phobos.
Primer vector theory is applied to investigate the primer vector of the MMX transfer trajectories to evaluate
whether intermediate maneuver or initial/final coasting times along the trajectories can minimize the total
𝛥𝑉 cost between the transfers. Based on the primer vector analysis of the impulse transfer trajectories, it is
found that departing and arriving at the same periphobian sides with an additional mid-course impulse results
in the optimal impulse solution.
1. Introduction

Martian Moons eXploration (MMX) mission is JAXA’s upcoming
robotic sample return mission to explore the two moons of Mars, Pho-
bos and Deimos. The primary scientific objective of the MMX mission
is to settle speculations on the origin of these planetary satellites,
eventually solving the mysteries of planetary formation in the Solar
system [1,2]. The engineering objective of MMX includes technology
demonstration of round-trips between Earth-Mars, sampling techniques
over the surface of the Martian moon. MMX is currently scheduled for a
2024 launch, starting with the interplanetary and Mars Orbit Insertion
(MOI) phase, followed by a three-year-long Phobos Proximity Phase
(PP) to perform sample retrieval operations and scientific observations
of Phobos and finally return samples to Earth by 2029 [3,4].

The dynamical environment around Phobos is unique compared to
other Planetary systems [5]. In the Mars-Phobos system, Phobos has a
sphere of influence embedded within its surface due to its smaller mass,
density, and proximity to Mars. A simple two-body approximation with
Mars is not appropriate to describe the dynamics in the vicinity of
Phobos. To ensure the safe operation of the spacecraft in the proximity
of Phobos for a more extended mission period, MMX envisions utilizing
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relative Quasi-Satellite Orbits (QSOs) to characterize the gravitational
field of Phobos before landing operations.

This research primarily focused on the transfer problem between
the QSOs in the Phobos proximity phase of the MMX mission. During
its proximity phase around Phobos, MMX will transfer between QSO
orbits to change its altitude relative to the Martian moon’s surface. To
this end, Ichinomiya et al. [6] and Pushparaj et al. [7] investigated
the application of in-plane bifurcated multi-revolution QSOs to develop
transfer trajectories between MMX baseline QSOs. Liang et al. [8]
developed an approach to facilitate point-to-point jumping transfers
on the surface of Phobos for the MMX mission, effectively overcoming
the challenges posed by its irregular terrain. Canalias et al. [9], Chen
et al. [10] and Pushparaj et al. [11,12] further explored transfers to out-
of plane QSOs using two-impulse maneuvers and invariant manifolds,
respectively.

This paper optimizes transfers between MMX candidate QSOs using
the results of previous transfer analysis as an initial guess, which
provides two-impulse transfer 𝛥𝑉 execution points. In addition, we
use primer vector theory, an indirect optimization method based on
the calculus of variations and optimal control theory to validate the
https://doi.org/10.1016/j.actaastro.2024.09.031
Received 2 July 2024; Received in revised form 6 September 2024; Accepted 13 Se
vailable online 18 September 2024 
094-5765/© 2024 The Authors. Published by Elsevier Ltd on behalf 
 http://creativecommons.org/licenses/by/4.0/ ). 
ptember 2024

of IAA. This is an open access article under the CC BY license 

https://www.elsevier.com/locate/actaastro
https://www.elsevier.com/locate/actaastro
mailto:nishanth.pushparaj@nottingham.ac.uk
https://doi.org/10.1016/j.actaastro.2024.09.031
https://doi.org/10.1016/j.actaastro.2024.09.031
http://crossmark.crossref.org/dialog/?doi=10.1016/j.actaastro.2024.09.031&domain=pdf
http://creativecommons.org/licenses/by/4.0/


N. Pushparaj et al. Acta Astronautica 225 (2024) 390–401 
results [13,14]. Primer vector theory (PVT) uses the costate velocity
vector to evaluate if a trajectory satisfies the necessary analytical
conditions for optimality. If the necessary conditions are not satisfied,
the theory indicates how the candidate trajectory should be modified
to reduce its transfer cost, such as adding an initial or final coast, a
midcourse impulse, or changing the timing, magnitude, and direction
of an already existing midcourse impulse, respectively [15,16].

Prussing and Chiu’s work highlights the use of PVT to calculate
the optimal number of impulses, their precise timings, placements,
and the strategic inclusion of coasting arcs either at the beginning or
end of the maneuvers [17]. Casalino et al. [18] extended the use of
PVT to scenarios involving impulsive maneuvers, such as planetary
flybys and arrivals. Zhu et al. [19] utilized PVT to streamline and
enhance the trajectory planning process, involving three impulses. Li
et al. [20] explored the optimal transfer trajectory design for inter-
planetary missions involving planetary escape and capture phases in
heliocentric frames. Hiday-Johnston and Howell expanded the scope of
PVT by adapting it to the elliptical restricted three-body problem, en-
hancing the theory’s applications to more complex orbital environments
more specifically to the optimal time-fixed trajectories between three-
dimensional liberation point orbits for Sun-Earth-Moon systems [21].
Davis et al. [22] applied PVT to develop optimal maneuvers that fa-
cilitate the creation of a bridging transfer arc, connecting unstable and
stable manifold trajectories. Bokelmann and Russell’s investigation into
optimizing impulsive transfer trajectories for Europa capture demon-
strates PVT’s utility in minimizing the costs associated with complex
orbital insertions in the Jupiter-Europa system [23]. Jezewski [24]
utilized the PVT method to analyze the Clohessy-Wiltshire equations,
which define the relative motion of the satellite to a circular reference
orbit. Shuster et al. [25] introduced analytical solutions for maneuver
sequences affecting safety ellipse operations, employing PVT to derive
relationships between trajectory optimality and the geometrical prop-
erties of the initial and final safety ellipses. Zheng et al. [26] utilized
PVT to enhance the relative motion of arbitrary elliptical reference
orbits within target orbital coordinate systems. Bucchioni et al. [27]
applied PVT to study optimal time-fixed impulsive transfer trajectories
connecting two non-keplerian orbits, more specifically in the Earth-
Moon CRTBP framework. Rebelo and Sanchez conducted a study on
optimizing the trajectory using PVT [28]. They specifically focused
on intercept trajectories, including many revolutions and deep space
maneuvers in the context of ESA’s Comet Interceptor mission. Though
PVT is not a new concept for space trajectory optimization, it has
proven to be a useful tool in optimizing trajectories in the existing
literature. Differently from previous studies, this research focuses on
developing a PVT formulation for the Circular Hill Problem with an
ellipsoidal secondary model and more specifically, it is applied to the
Mars-Phobos system to support the selection of delta V execution points
for the proximity operations of the MMX mission.

This paper is organized as follows. Section 2 introduces the dy-
namical model and equations of motion used in this work along with
numerical computation of QSOs. This work considers the Circular
Hill Problem with the Ellipsoidal Secondary (Mars-Phobos system).
Section 3 presents the Impulsive Primer Vector Theory, the optimiza-
tion process, and the background. Section 4 summarizes the transfer
methodology utilizing bifurcated QSOs and the initial guess generation
for the optimization process. Finally, Section 5 provides the trajectory
optimization results for MMX baseline orbits, followed by Section 6,
key findings and conclusions from this research.

2. Dynamical model

The general problem of satellite and particle dynamics about a tri-
axial ellipsoid with a constant density model is considered. The tri-axial
ellipsoidal model of Phobos can be framed by specifying the physical
parameters of the smaller body as follows. The largest semi-major axis
always points along the 𝑥-axis, the intermediate semi-major axis along
391 
Fig. 1. Tri-axial ellipsoid 𝛾 ≤ 𝛽 ≤ 𝛼.

Table 1
Phobos physical properties.

Properties Values

𝛼, Largest semi-major axis 13.03 km
𝛽, Intermediate semi-major axis 11.4 km
𝛾, Smallest semi-major axis 9.14 km
𝜎𝑃 , Density 1.860 g∕cm3

𝜇𝑃 , Gravitational parameter 0.000706 km3∕s2

𝑀𝑃 , Mass 1.058 × 1016 kg
𝑎𝑃 , Phobos semi-major axis 9377 km
𝑃𝑃 , Rotational period 7.66 hr
𝜔𝑃 , Spin rate 2.279 × 10−4 rad/s

the 𝑦-axis, and the smallest semi-major axis along the 𝑧-axis, as shown
in Fig. 1. It is assumed that Phobos orbits around Mars in a tidally-
locked configuration. Accordingly, the tri-axial ellipsoid representing
the surface of the Martian moon does not rotate with respect to the
Mars-Phobos synodic reference frame.

2.1. Model specifications

The irregular gravity field of Phobos can be approximated using an
ellipsoidal model with three major axes: 𝛼, 𝛽, and 𝛾 as shown in Fig. 1.
Assuming constant density 𝜎𝑃 , the gravitational parameter of Phobos
is computed as [29,30]

𝜇𝑃 = 4𝜋
3
𝐺𝜎𝑃 𝛼𝛽𝛾, (1)

where 𝐺, is the gravitational constant 6.674 × 10−8 cm3 g−1 s−2 and
4𝜋
3 𝛼𝛽𝛾 is the volume of the ellipsoid. The gravitational potential of a

constant density tri-axial ellipsoidal Phobos model at a point 𝑥, 𝑦, 𝑧, is
given by

 (𝑥, 𝑦, 𝑧) = −𝜇𝑃
3
4 ∫

∞

0
𝜙(𝑥, 𝑦, 𝑧, 𝑢) 𝑑𝑙

𝛥(𝑙 + 𝛬)
, (2)

where

𝜙(𝑥, 𝑦, 𝑧, 𝑙 + 𝛬) = 𝑥2

𝛼2 + 𝑙 + 𝛬
+

𝑦2

𝛽2 + 𝑙 + 𝛬
+ 𝑧2

𝛾2 + 𝑙 + 𝛬
− 1, (3)

𝛥(𝑙 + 𝛬) =
√

(𝛼2 + 𝑙 + 𝛬)(𝛽2 + 𝑙 + 𝛬)(𝛾2 + 𝑙 + 𝛬). (4)

𝜇𝑃 is the gravitational parameter of Phobos from the Eq. (1), whereas
𝛬 is defined as either to be zero or the real positive root of 𝜙(𝑥, 𝑦, 𝑧, 𝑙+
𝛬) = 0, depending on whether the gravitational attraction of Phobos
is computed internally or externally of the body. Physical properties of
Phobos are provided in Table 1[31].

2.2. Equations of motion

The dynamical model used in this study is based on the Circular Hill
problem, which simplifies the restricted three-body (R3BP) by assuming
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Fig. 2. Hill problem.

a small mass ratio between the primary and secondary bodies, in this
case, Mars and Phobos. Since the gravitational parameter of Phobos
is significantly smaller than the gravitational parameter of Mars and
the relative distance between spacecraft and Phobos is significantly
smaller than the distance between Mars and its moons, the differential
equations governing the motion of mass particles around Phobos can be
well approximated via the Hill approximation of the Circular Restricted
Three-Body Problem (CRTBP) given by [32,33]. Given the extreme
mass ratio and the spacecraft’s proximity to Phobos, this approach cap-
tures the general dynamics near Phobos while maintaining computa-
tional efficiency. Additionally, we incorporate Phobos’s non-spherical,
ellipsoidal shape to account for its gravitational irregularities, which
provides better fidelity in modeling the local perturbations than a
purely spherical model.

The Hill Problem’s equations of motion are defined in a rotating ref-
erence frame centered at the secondary’s barycenter as shown in Fig. 2,
where, 𝑥-axis parallel to the line connecting the primary and secondary
bodies, the 𝑧-axis parallel to the orbital angular momentum vector, and
the 𝑦-axis in the direction of orbital velocity of the secondary.

⎧

⎪

⎨

⎪

⎩

𝑥̈ − 2𝑦̇ = 𝑔𝑥 + 3 𝑥,
𝑦̈ + 2𝑥̇ = 𝑔𝑦,

𝑧̈ = 𝑔𝑧 − 𝑧,
(5)

where 𝐺𝑎 = [𝑔𝑥, 𝑔𝑦, 𝑔𝑧]𝑇 is the normalized acceleration due to an
attracting ellipsoidal mass and it is given by,

𝑔𝑥 = −3
2
𝜇𝑃 𝑥∫

∞

0

(

1
𝛼2 + 𝑙 + 𝛬

)

𝑑𝑙
𝛥(𝑙 + 𝛬)

, (6)

𝑔𝑦 = −3
2
𝜇𝑃 𝑦∫

∞

0

(

1
𝛽2 + 𝑙 + 𝛬

)

𝑑𝑙
𝛥(𝑙 + 𝛬)

, (7)

𝑔𝑧 = −3
2
𝜇𝑃 𝑧∫

∞

0

(

1
𝛾2 + 𝑙 + 𝛬

)

𝑑𝑙
𝛥(𝑙 + 𝛬)

. (8)

Eqs. (2) and (6–8) are elliptic integrals which can be rapidly approxi-
mated using numerical procedures [34]. It is also worth noting that the
equations of motion Eq. (5) admit an integral of motion known in the
literature as the Jacobi integral and expressed as

 = (𝒓) − 1
2
(𝑥̇2 + 𝑦̇2 + 𝑧̇2), (9)

where (𝒓) = 1
2
(3 𝑥2 − 𝑧2) +  (𝑥, 𝑦, 𝑧) is the effective potential of the

system. Since  = 1
2
(𝑥̇2+𝑦̇2+𝑧̇2) = − ≥ 0, the Jacobi integral divides

the vicinity of Phobos in areas of forbidden and admissible motion.
where  (𝑥, 𝑦, 𝑧) is the normalized acceleration due to an attracting
ellipsoidal mass. Key dynamic properties of distant retrograde orbits
or quasi-satellite orbits (QSO) will be reviewed in the next subsection.
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Table 2
Specifications of MMX baseline QSO.

Name 𝑥 × 𝑦 (km) 𝑥̇ × 𝑦̇ (m∕s) 𝑇 (h)

QSO-H 100 × 198.47 45.74 × 22.95 7.59
QSO-M 50 × 94.41 23.41 × 12.04 7.13
QSO-La 30 × 48.83 15.31 × 8.68 5.76
QSO-Lb 22 × 30.81 12.79 × 8.25 4.40
QSO-Lc 20 × 26.69 12.31 × 8.31 3.97

While this formulation serves the context of this study, conclu-
sions drawn about the optimal 𝛥V and transfer design should hold
qualitatively when applied to more complex models such as the El-
liptic Restricted Three-Body Problem (ER3BP) or even higher-fidelity
ephemeris models. However, additional perturbations in those models
may alter the specific quantitative results. Future work could expand on
these findings by comparing transfer trajectories under more realistic
dynamical models.

2.3. Planar and spatial QSOs

QSOs are retrograde periodic orbits existing around the smaller
primary. In this research, we have utilized pseudo-arclength continu-
ation method of Mittelmann [35] and shooting methods for calculating
families of QSO as shown in Fig. 3. QSOs are highly energetic trajecto-
ries reaching up to the surface of Phobos. The current mission design
of MMX envisages the utilization of different altitude planar QSOs in
order to characterize the gravitational field before landing on Phobos.
Key features of these baseline trajectories are tabulated in Table 2,
whereas Fig. 4 depicts the candidate relative orbits as seen from the
Mars-Phobos synodic frame [36].

The QSO family branch obtained through the pseudo-arclength
continuation method is shown in Fig. 5 with the stability indices of
the QSO family branch computed from Eq. (10).

𝑏𝑗 ≡ 𝜆𝑗 +
1
𝜆𝑗

, 𝑗 = 1, 2. (10)

As shown by the linear analysis indicated by the stability indices
of the QSO monodromy matrix eigenvalues, these relative orbits are
linearly stable (i.e., when stability index 𝑏𝑗 > 2). In a Hamiltonian
system, the monodromy matrix of a periodic orbit, M (𝑑𝛷(𝑥, 𝑇 )∕𝑑𝑥)
is the state transition matrix of a periodic orbit after one time period
and has three pairs of eigenvalues with one trivial pair 𝐷 = 1. We
bifurcate the planar QSO family using their stability indices defined as
in Eq. (10) [37], where 𝜆𝑗 and 1/𝜆𝑗 are 𝑗th reciprocal eigenvalues pairs
of monodromy matrix, M.

𝑏𝑅𝑒𝑠 = 2 cos 2𝜋 𝑑
𝑛
, 𝑑, 𝑛 ∈ 𝑁. (11)

Important characteristics of stability indices are when it reaches any
resonant value (𝑑∕𝑛), and the state corresponds to a bifurcation point
indicated using the Eq. (11)[38,39]. Periodic orbits bifurcating via in-
plane perturbations are 𝑠𝑤𝑖𝑛𝑔 𝑄𝑆𝑂𝑠 or 𝑀𝑃 -𝑄𝑆𝑂𝑠, and the members
bifurcating from out-of-plane perturbations are 3𝐷-𝑄𝑆𝑂𝑠. An example
of in-plane bifurcated orbit of (𝑑∕𝑛) = 1/4 and out-of-plane bifurcated
orbits of (𝑑∕𝑛) = 1/6 is shown within Fig. 5.

3. Impulsive primer vector theory

Primer vector theory (PVT) is an indirect method of optimizing
transfer trajectories with necessary conditions and sufficient condi-
tions (if available) derived from the indirect optimization of the fuel-
minimum problem. When impulsive transfer trajectories are used, the
primer vector determines the timing and location of thrust impulses
in order to minimize propellant cost. PVT for impulsive transfer tra-
jectories indicates whether adding a terminal coasting period and
incorporating mid-course impulses or maneuvers can reduce the cost.
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Fig. 3. Time period vs. positive 𝑥-axis crossing of the QSO family branch.
Fig. 4. MMX baseline QSOs.

For impulsive transfer, cost function representing minimum total 𝛥𝑉
can be defined as

𝐽 =
𝑁
∑

𝑛=0
𝛥𝑉𝑛, (12)

Initial deviations to the reference trajectory (𝛿𝒙̇) can be linearly
mapped to specific time using the state transition matrix (STM) 𝛷(𝑡, 𝑡0)
as

𝛿𝒙̇ =
[

𝛿𝒓̇
𝛿𝒗̇

]

=
[

𝑂3 𝐼3
𝐺 𝐾

] [

𝛿𝒓
𝛿𝒗

]

, (13)

where 𝑂3 is 3 × 3 zero matrix, 𝐼3 is 3 × 3 identity matrix, 𝐺 = 𝐺𝑟 +𝐶𝑓 ,
where 𝐺𝑟 is 3 × 3 gravity gradient matrix, 𝐶𝑓 is 3 × 3 centrifugal
contributions from Eq. (5), and 𝐾 is 3 × 3 Corolis contributions from
Eq. (5). The elements of 𝐺𝑟 are given by

𝑔 = 𝜕2𝛷∕𝜕𝑥 𝜕𝑥 , (14)
𝑖𝑗 𝑖 𝑗
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Eq. (13) can be written in second-order form as

𝛿𝒓̈ = 𝐺𝛿𝒓 +𝐾𝛿𝒓̇, (15)

STM of this system can be partitioned in to four 3 × 3 matrices as
follows:

𝛷(𝑡, 𝑡0) ≡
[

𝛷𝐴(𝑡, 𝑡0) 𝛷𝐵(𝑡, 𝑡0)
𝛷𝐶 (𝑡, 𝑡0) 𝛷𝐷(𝑡, 𝑡0)

]

, (16)

In order to minimize the cost function, we form Hamiltonian of the
system, 𝐻 using,

𝐻 = 𝐽 + 𝝀𝑇𝑟 𝒓̇ + 𝝀𝑇𝑣 𝒗̇, (17)

where 𝒓̇ and 𝒗̇ are velocity and acceleration of the spacecraft, and 𝝀𝑇𝑟
and 𝝀𝑇𝑣 are 3 × 1 vector Lagrange multipliers that includes the equations
of motion as non-linear constraints for the optimization problem.

The adjoint system to Eq. (13) is
[

𝝀̇𝑟
𝝀̇𝑣

]

=
[

−𝐾 −𝐺
−𝐼3 𝑂3

] [

𝝀𝑟
𝝀𝑣

]

, (18)

Rewriting Eq. (18) in second-order form as

𝝀̈𝒗 = 𝐺𝝀𝒗 +𝐾𝝀̇𝑣, (19)

is identical to Eq. (15), therefore STM for (𝝀𝒗,𝝀𝒗) will be identical to
Eq. (16)
[

𝝀𝒗(𝑡)
𝝀̇𝒗(𝑡)

]

= 𝛷(𝑡, 𝑡0)
[

𝝀𝒗(𝑡0)
𝝀̇𝒗(𝑡0)

]

, (20)

Lawden [16] termed 𝝀𝑣 as the ‘‘primer vector’’ (i.e., 𝝀𝑣 = 𝐩) and de-
rived following necessary conditions for an optimal impulsive transfer
trajectory.

• Primer vector and its derivative are continuous along the transfer
trajectory.

• Primer vector magnitude satisfies 𝑝(𝑡) ≤ 1 with the 𝛥𝑉 impulses
taking place at instants at which 𝑝(𝑡) = 1.

• At impulse times, the primer vector is a unit vector in the optimal
thrust direction.

• As a consequence of above conditions, 𝑑𝑝∕𝑑𝑡 = 𝑝̇ = 𝒑̇𝑇 𝒑 = 0 at an
intermediate impulse.
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Fig. 5. Stability indices of planar QSO families.
Fig. 6. Illustration of a two-impulse transfer trajectory.

In linear systems, these necessary conditions are also the sufficient
conditions for an optimal trajectory.

Let 𝜟𝑽 𝑫𝒆𝒑 and 𝜟𝑽 𝑨𝒓𝒓 be the change in velocity at initial and
terminal QSOs as illustrated in Fig. 6.

To satisfy the necessary conditions for an optimal trajectory, we can
impose following boundary conditions on the primer vector

𝒑(𝑡0) ≡ 𝒑0 =
𝜟𝑽 𝑫𝒆𝒑

𝛥𝑉𝐷𝑒𝑝
, (21)

𝒑(𝑡𝑓 ) ≡ 𝒑𝑓 =
𝜟𝑽 𝑨𝒓𝒓
𝛥𝑉𝐴𝑟𝑟

, (22)

From Eq. (20), the primer vector can then be evaluated along the
transfer orbit using a 6 × 6 state transition matrix solution,
[

𝒑(𝑡)
]

= 𝛷(𝑡, 𝑡0)
[

𝒑(𝑡0)
]

, (23)
𝒑̇(𝑡) 𝒑̇(𝑡0)
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From Eq. (23) and Eq. (16) primer vector and its derivative at time
[𝑡0 𝑡𝑓 ] evaluated as

𝒑𝑓 = 𝛷𝐴(𝑡𝑓 , 𝑡0)𝒑0 +𝛷𝐵(𝑡𝑓 , 𝑡0)𝒑̇0, (24)

𝒑̇𝑓 = 𝛷𝐶 (𝑡𝑓 , 𝑡0)𝒑0 +𝛷𝐷(𝑡𝑓 , 𝑡0)𝒑̇0, (25)

From Eq. (24), we have initial primer vector derivative as

𝒑̇0 = 𝛷−1
𝐵 (𝑡𝑓 , 𝑡0)[𝒑𝑓 −𝛷𝐴(𝑡𝑓 , 𝑡0)𝒑0], (26)

knowing primer vector and its derivative at the initial time, one can
evaluate the primer vector along the transfer trajectory between [𝑡0 𝑡𝑓 ]
using

𝒑̇(𝑡) = 𝛷𝐵(𝑡, 𝑡0)𝛷−1
𝐵 (𝑡𝑓 , 𝑡0)𝒑𝑓

+[𝛷𝐴(𝑡, 𝑡0) −𝛷𝐵(𝑡, 𝑡0)𝛷−1
𝐵 (𝑡𝑓 , 𝑡0)𝛷𝐴(𝑡𝑓 , 𝑡0)]𝒑0. (27)

3.1. Criterion for adding terminal coast

Fig. 7 illustrates perturbed transfer orbit with impulses occurring at
time 𝑡0+𝑑𝑡0 due to initial coasting in the initial orbit of duration 𝑑𝑡0 > 0
and that final impulse occurring at a time 𝑡𝑓 + 𝑑𝑡𝑓 . In the case of the
final coast 𝑑𝑡𝑓 < 0, the final impulse occurs before the nominal final
time, allowing a coast in the final orbit until the nominal final time.
Note that a negative value of 𝑑𝑡0 or a positive value of 𝑑𝑡𝑓 also has
a physical interpretation of whether coasting would lower the transfer
cost of the trajectory. Suppose, the nominal initial transfer trajectory is

𝐽 = 𝛥𝑉𝐷𝑒𝑝 + 𝛥𝑉𝐴𝑟𝑟, (28)

In order to determine the differential change in the transfer cost due
to the coasting periods the concept of noncontemporaneous variation is
needed. This variation combines two effects: the variation due to being
on a perturbed trajectory and the variation due to the difference in the
time of the impulses. Based on [15], the rule for relating these two types
of contemporaneous and noncontemporanerous variations is given by

𝑑𝒙(𝑡 ) = 𝛿𝒙(𝑡 ) + 𝒙̇∗𝑑𝑡 , (29)
0 0 𝟎 0
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Fig. 7. Illustration of a two-impulse transfer trajectory with terminal coasts 𝑑𝑡0 and
𝑑𝑡𝑓 .

where 𝑑 and 𝛿 denote noncontemporaneous and contemporaneous vari-
ations respectively; 𝒙̇∗𝟎 is the derivative on the nominal initial transfer
trajectory at the nominal time and considers variations in the initial
state as an initial guess.

Variation in the transfer cost can be expressed, from Eq. (28) as

𝑑𝐽 =
𝛿𝛥𝑉𝐷𝑒𝑝

𝜹𝜟𝑽 𝑫𝒆𝒑
𝑑𝜟𝑽 𝑫𝒆𝒑 +

𝛿𝛥𝑉𝐴𝑟𝑟
𝛿𝜟𝑽 𝑨𝒓𝒓

𝑑𝜟𝑽 𝑨𝒓𝒓, (30)

Eq. (30) can be expressed as

𝑑𝐽 =
𝜟𝑽 𝑻

𝑫𝒆𝒑

𝛥𝑉𝐷𝑒𝑝
𝑑𝜟𝑽 𝑫𝒆𝒑 +

𝜟𝑽 𝑻
𝑨𝒓𝒓

𝛥𝑉𝐴𝑟𝑟
𝑑𝜟𝑽 𝑨𝒓𝒓, (31)

Now, the Eq. (31) can be rewritten in terms of the initial and final
primer vector using the Eqs. (21)–(22) as

𝑑𝐽 = 𝒑𝑻𝟎 𝑑𝜟𝑽 𝑫𝒆𝒑 + 𝒑𝑻𝒇 𝑑𝜟𝑽 𝑨𝒓𝒓, (32)

Furthermore, the analysis from [15] leads to

𝑑𝐽 = −𝒑̇𝑻𝟎 𝜟𝑽 𝑫𝒆𝒑𝑑𝑡0 + 𝒑̇𝑻𝒇𝜟𝑽 𝑨𝒓𝒓𝑑𝑡𝑓 , (33)

𝑑𝐽 = −𝛥𝑉𝐷𝑒𝑝𝒑̇𝑻𝟎 𝒑0𝑑𝑡0 − 𝛥𝑉𝐴𝑟𝑟𝒑̇𝑻𝒇 𝒑𝑓𝑑𝑡𝑓 , (34)

Eq. (34) gives the gradients of the cost function with respect to
terminal impulse times 𝑡0 and 𝑡𝑓 as

𝜕𝐽
𝜕𝑡0

= −𝛥𝑉𝐷𝑒𝑝𝒑̇𝑻𝟎 𝒑0, (35)

and
𝜕𝐽
𝜕𝑡𝑓

= −𝛥𝑉𝐴𝑟𝑟𝒑̇𝑻𝒇 𝒑𝑓 , (36)

Note that the Eqs. (35)–(36) are simply the slopes of primer magnitude
time history at the terminal times, due to the fact 𝑝2 = 𝒑𝑇 𝒑, and after
differentiation with time, 2𝑝𝑝̇ = 2𝒑̇𝑇 𝒑.

𝒑̇𝑇 𝒑 =
𝑑𝑝
𝑑𝑡

, (37)

Lion and Handelsman [15] proposed specific criterion that satisfy
the necessary conditions for optimality when two-impulse transfer
trajectories fail to satisfy the necessary conditions. Criterion for adding
terminal coasts/earlier impulses are listed as follows:
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Fig. 8. Illustration of a two-impulse transfer trajectory with midcourse impulses.

1. If 𝑝̇0 > 0, an initial coast will lower the transfer cost. Similarly,
if 𝑝̇𝑓 < 0, a final coast will lower the cost.

2. If 𝑝̇0 < 0, implying an earlier impulse time would lower the cost
(i.e., starting the transfer earlier). Likewise, 𝑝̇𝑓 > 0 implies an
increase in transfer time lower the costs.

These are the criterion or optimality conditions for adding an initial
or final coast that could lower the transfer cost by examining the
algebraic signs of the gradients in the equation. The section elaborates
more on this criterion that was applied in MMX transfer analysis.

3.2. Citerion for adding midcourse impulse

Primer vector theory also suggests that besides allowing the initial
and final coasting times, adding one or more midcourse maneuvers
would lower the cost of impulsive transfer trajectory [15]. In a practical
scenario, adding mid-impulse is more challenging than allowing the
spacecraft to coast in initial and final orbits, mainly due to the actual
position and time of impulse being unknown. Fig. 8 illustrates two-
impulse transfer trajectory with mid-course impulse (𝛥𝑉𝑀𝑖𝑑) at time 𝑡𝑚
and position 𝑟𝑚: where 𝑣𝑚,𝑎 and 𝑣𝑚,𝑑 are velocity vector of arrival and
the departing trajectory where the mid-course maneuver would take
place.

The transfer cost due to adding midcorse impulse is given by adding
midcourse velocity change magnitude 𝛥𝑉𝑀𝑖𝑑 to Eq. (32)

𝑑𝐽 = 𝒑𝑻𝟎 𝑑𝜟𝑽 𝑫𝒆𝒑 + 𝛥𝑉𝑀𝑖𝑑 + 𝒑𝑻𝒇 𝑑𝜟𝑽 𝑨𝒓𝒓, (38)

where from [15],

𝑑𝐽 = 𝛥𝑉𝑀𝑖𝑑

(

1 − 𝒑𝑇𝑚
𝜟𝑽 𝑴𝒊𝒅
𝛥𝑉𝑀𝑖𝑑

)

. (39)

If the numerical value of this dot product is greater than one, 𝑑𝐽 < 0
and the perturbed trajectory has a lower transfer cost than that of
the nominal transfer trajectory. This suggest the criterion that explains
when the addition of midcourse impulse would lower the transfer cost.

1. If 𝑝 is greater than unity along the transfer trajectory, adding a
midcourse impulse at a time when 𝑝 > 1 reduces the transfer
cost.

In this study, we have adapted these criteria to optimize the MMX
transfer trajectories in the mission’s proximity phase. The next two
sections explain the methodology used to extract the suitable initial
guesses for the trajectory optimization process.
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Fig. 9. Transfer method using intermediate QSOs.

4. Methods and initial guess computation

This section briefly introduces transfer methodology utilizing the
bifurcated families of QSOs to explore the Martian moon, Phobos,
to compute initial guesses for trajectory optimization. The interested
reader may find additional details on the transfer methodologies in
Refs. [7,12], respectively that uses the families of bifurcated QSOs to
connect relative QSOs.

To extract the initial guesses, firstly, we design transfer trajectories
utilizing the in-plane bifurcated families of QSOs (MP-QSO) [7]. Trans-
fer maps computed using MP-QSO provide a basis for robust retrograde
transfer trajectories around Phobos. Even if the spacecraft skips the 𝛥𝑉
maneuver at the designated point, the spacecraft remains in the MP-
QSO, and later crossings can be used to perform the orbit injection
into the target orbit. This method involves two impulse transfers, one
to escape the initial QSO and another to insert into the desired lower
altitude orbit. The necessary condition for utilizing MP-QSO for transfer
applications is that the candidate 𝑑 ∶ 𝑛 MP-QSO must intersect both
the departure and arrival orbits at least once and without intermediate
maneuvers. We allow the departure and arrival point to vary across
all possible longitudes 𝜃 = arctan(−𝑦∕𝑥) around Phobos as illustrated
in Fig. 9. Subsequently, the whole transfer design space via MP-QSO
is explored and used to develop overall transfer maps between pairs
of QSO orbits accounting for multiple departure and arrival points.
By inspection of computed transfer maps, combinations of departing
and arrival longitudes that yield lower 𝛥𝑉 costs for the transfers are
revealed. let 𝒗2,𝑑 and 𝒗2,𝑎 be the velocity vectors of a candidate MP-
QSO at arbitrary departure and arrival points as illustrated in Fig. 9.
The 𝛥𝑉𝐷𝑒𝑝 and 𝛥𝑉𝑎𝑟𝑟 for the transfer can be represented as

𝛥𝑉𝐷𝑒𝑝 =
√

𝑣22,𝑑 + 𝑣21 − 2𝑣1𝑣2,𝑑𝑐𝑜𝑠𝜙𝐷𝑒𝑝, (40a)

𝛥𝑉𝐴𝑟𝑟 =
√

𝑣22,𝑎 + 𝑣23 − 2𝑣1𝑣2,𝑎𝑐𝑜𝑠𝜙𝐴𝑟𝑟, (40b)

where, 𝒗1 and 𝒗3 are the velocities of a spacecraft in the departing and
arrival QSOs when maneuvers are executed. 𝜙𝐷𝑒𝑝 and 𝜙𝐴𝑟𝑟 represent
the differences in the flight-path angles before and after the departing
and arrival maneuvers.

Let us now denote 1, 3, and 2 the Jacobi integrals of the de-
parting QSOs, the arrival QSOs, and the transfer MP-QSO, respectively.
Following Eq. (9), we have,

𝑣21 = 2((𝒓𝟏) − 1), (41a)

𝑣2 = 2((𝒓 ) −  ), (41b)
2,𝑑 𝟏 2
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Table 3
MMX Transfer cases and initial guesses.

Transfer Case Transfer map 𝛥𝑉 m∕s TOF (h)

QSO-H→QSO-M 1 1:7 MP-QSO 11.72 4.37
2 1:10 MP-QSO 11.63 4.25

QSO-M→QSO-La 3 1:4 MP-QSO 3.99 3.81
4 2:9 MP-QSO 4.15 5.21

QSO-La→QSO-Lb 5 3:10 MP-QSO 6.67 18.95
6 1:3 MP-QSO 1.74 2.84

QSO-Lb→QSO-Lc 7 1:3 MP-QSO 2.2 1.47
8 3:8 MP-QSO 0.97 6.3

𝑣22,𝑎 = 2((𝒓𝟑) − 2), (41c)

𝑣23 = 2((𝒓𝟑) − 3), (41d)

implying

𝛥𝑉𝐷𝑒𝑝 =
√

2((𝒓𝟏) − 1) + 2((𝒓𝟏) − 2) − 2𝑣1𝑣2,𝑑𝑐𝑜𝑠𝜙𝐷𝑒𝑝, (42a)

𝛥𝑉𝐴𝑟𝑟 =
√

2((𝒓𝟑) − 3) + 2((𝒓𝟑) − 2) − 2𝑣1𝑣2,𝑎𝑐𝑜𝑠𝜙𝐴𝑟𝑟. (42b)

Note that ((𝒓1) − 2) and ((𝒓3) − 2) must be greater than zero
otherwise the spacecraft cannot reach the corresponding quasi-satellite
orbit. As a result, the 𝛥𝑉𝑡𝑜𝑡𝑎𝑙 of the transfer may be written as

𝛥𝑉𝑡𝑜𝑡𝑎𝑙 =
√

4(𝒓𝟏) − 2(1 + 2) − 2𝑣1𝑣2,𝑑𝑐𝑜𝑠𝜙𝐷𝑒𝑝

+
√

4(𝒓𝟑) − 2(3 + 2) − 2𝑣1𝑣2,𝑎𝑐𝑜𝑠𝜙𝐴𝑟𝑟. (43)

Eq. (43) illustrates how the minimum of 𝛥𝑉𝑡𝑜𝑡𝑎𝑙 may be affected by
the effective potentials (𝒓1) and (𝒓3) of the departing and arrival
QSOs; the possible values of 2; the differences in the departing and
arrival flight-path angles (𝜙𝐷𝑒𝑝, and 𝜙𝐴𝑟𝑟, respectively).

Following [7], here are two examples of transfer maps between
MMX baseline orbits shown in Fig. 10 along with the minimum 𝛥𝑉
transfer trajectory between QSO-H and QSO-M baseline orbits and
Fig. 11 with transfer map using 3:8 family connecting QSO-Lb and
QSO-Lc baseline orbits.

Transfer maps computed via MP-QSOs reveal the suitable longitudes
at the departing (𝑥-axis) and arrival (𝑦-axis) QSOs around Phobos with
𝛥𝑉𝑡𝑜𝑡𝑎𝑙 of the transfers. Note that the transfer map patterns produced
by the combination of departing and arrival QSOs are unique with
respect to the MP-QSO used for the transfer. Initial guesses computed
using the transfer method for different MMX baseline orbits are tab-
ulated in Table 3, which is further optimized in the next section. In
Table 3, we present the results of the MMX transfer simulations [7],
where the transfer costs of QSO-Lb and QSO-Lc are notably low (ap-
proximately 1 m/s). These low values are primarily a result of the
transfers being conducted via multi-revolutional Quasi-Satellite Orbits
(MP-QSOs). This approach offers a significant advantage in terms of
stability and robustness. Specifically, in the case of missed or inaccurate
thrust maneuvers, the spacecraft remains within the same MP-QSO.
This allows for later crossing points to be utilized for orbit insertion
without requiring substantial additional 𝛥𝑉 . The multi-revolutional
nature of the QSOs ensures that the spacecraft continues to follow a
stable trajectory, maintaining proximity to the intended orbit. As a
result, any minor deviations from the nominal trajectory due to thrust
errors are naturally corrected through subsequent revolutions, offering
flexibility in timing the orbital insertion. This inherent robustness,
combined with the flexibility of multi-revolutional QSOs, as detailed in
our previous work [6,7], demonstrates the effectiveness of this method
for minimizing fuel costs while maintaining stable and reliable transfer
trajectories.

5. Primer vector analysis for MMX baseline QSO transfer

This subsection analyzes the initial transfer trajectories computed
from our transfer method by applying impulse primer vector theory.
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Fig. 10. QSO-H to QSO-M transfers via 1:10 MP-QSO.
Fig. 11. QSO-Lb to QSO-Lc transfers via 3:8 MP-QSO.
Initially, we map the primer vector magnitude and its derivative of
the initial minimum 𝛥𝑉 cases from Table 3. The evaluation shows that
primer vector magnitude history along the transfer trajectories for some
cases of transfers is greater than unit magnitude.i.e., 𝑝 > 1, and primer
vector derivatives history suggest that the 𝑝̇ at the impulse locations are
either 𝑝̇ > 0 or 𝑝̇ < 0. These initial impulse transfer solution evaluations
indicate that they do not satisfy the necessary conditions for an optimal
impulse transfer trajectory. Therefore, we introduce terminal coasting
times and mid-course impulses to achieve optimal transfers [15].

To begin the optimization process, firstly, we use the initial con-
ditions from the MP-QSO transfer maps as the first guess of the opti-
mization problem. We allow the departure and arrival points on the
relative QSOs to vary across all possible longitudes 𝜃 = arctan(−𝑦∕𝑥)
around Phobos and iterate until the cost function (𝛥𝑉 = 𝛥𝑉𝐷𝑒𝑝 +𝛥𝑉𝐴𝑟𝑟)
is minimized using a sequential quadratic programming algorithm.

The resulting optimal two-impulse transfer trajectories are plotted
in red throughout the transfer cases. On evaluating the primer vector
history of these optimal two-impulse trajectories, we find that most
transfer trajectories satisfy the optimality condition on the primer
vector derivative. However, the primer vector magnitude is greater
than unity, suggesting room for improvement. Therefore, we further
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introduce a midcourse maneuver 𝛥𝑉𝑀𝑖𝑑 parallel to 𝒑𝑚 and time (𝑡𝑚)
when primer vector magnitude is at its maximum (𝑝𝑚𝑎𝑥). We reopti-
mize the transfer results utilizing this achieved position and time for
midcourse impulse as an initial guess. We find significant changes in the
transfer costs and resulting trajectories satisfy the necessary conditions
for optimal impulse transfer trajectories. Figs. 12 to 15 illustrates our
primer vector analysis results obtained for MMX candidate transfer
cases listed in Table 3. In the case of QSO-H to M transfer cases
shown in Fig. 12, using the initial guess from 1:7 and 1:10 MP-QSO
transfer maps, the 𝛥V costs of 11.72 m/s and 11.63 m/s are reduced
to 5.68 m/s with a midcourse maneuver. We choose the initial guess
computed from the 1:4 and 2:9 MP-QSO transfer maps that suggested
minimum 𝛥V transfers for QSO-M to La transfer. As shown in Fig. 13,
the optimal total 𝛥V cost of transfers is lowered by 𝛥V from 4 m/s to
2.18 m/s in cases 3 and 4. Interestingly from Figs. 14 and 15, it can
be noted that transfer cases 6 and 7 using the initial guesses (black)
from 1:3 MP-QSO transfer maps suggest that primer vector magnitude
is less than unity throughout the transfer. However, while examining
the primer vector derivatives at impulse times, they fail to satisfy
the optimality condition. In both cases 6 and 7, 𝑝̇0 < 0 indicates an
earlier impulse time lowering the transfer cost, and 𝑝̇ > 0 suggests an
0
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Fig. 12. (a) QSO-H→QSO-M using initial guess from 1:7 MP-QSO transfer map. (b) QSO-H→QSO-M using initial guess from 1:10 MP-QSO transfer map.

Fig. 13. (a) QSO-M→QSO-La using initial guess from 1:4 MP-QSO transfer map. (b) QSO-M→QSO-La using initial guess from 2:9 MP-QSO transfer map.

Acta Astronautica 225 (2024) 390–401 
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Fig. 14. (a) QSO-La→QSO-Lb using initial guess from 3:10 MP-QSO transfer map. (b) QSO-La→QSO-Lb using initial guess from 1:3 MP-QSO transfer map.
Table 4
Transfer summary.

Transfer Optimal 2-impulse Optimal 3-impulse

Case 𝛥𝑉 m∕s TOF (h) 𝛥𝑉 m∕s TOF (h)

1 9.74 5.04 5.68 7.42
2 9.54 5.12 5.68 7.42
3 3.61 4.54 2.18 6.58
4 3.35 4.9 2.18 6.58
5 1.17 4.16 0.87 5.16
6 1.28 3.72 0.87 5.16
7 0.31 3.21 0.24 1.68
8 0.49 4.17 0.24 1.68

increase in transfer time that could lower the transfer cost. Numerical
simulation shows that the increase in overall time of transfer and an
earlier impulse reduced the transfer cost of the two-impulse transfers.
We note that primer vector magnitude of the two-impulse transfers are
not optimal and addition of midcourse impulse reduced the transfer
cost.

On the other hand, cases 5 and 8 with initial guesses from 3:10 and
3:8 MP-QSO transfer maps for multi-revolution transfers between QSO-
La→QSO-Lb and QSO-Lb→QSO-Lc also suggest that adding a midcourse
impulse lowers the total 𝛥V cost of the respective transfers. The key
finding of this analysis is that for all of these transfer cases, the depar-
ture and arrival points for optimal three-impulse transfer trajectories
are on the same periapsis side. However, this is not the case with
two-impulse transfers.

A summary of impulsive transfer cases in the Table 4 shows that in-
troducing a midcourse impulse has improved the optimized total 𝛥V of
399 
all the MMX transfer cases. In the case of QSO-H→M transfers, there is
a 51% improvement of 6 m/s from the initial guess. Similarly, optimal
transfer results of QSO-M→La cases suggest a 47% improvement of the
total 𝛥V costs. On the other hand, we see a significant improvement
in total 𝛥V costs of about 50%–86% during QSO-La→Lb transfer and
75%–87% improvement in QSO-Lb→Lc transfers.

6. Conclusion

In summary, the present study aimed at optimizing transfer trajecto-
ries connecting relative quasi-satellite orbits in the vicinity of Phobos.
Accordingly, we considered the Hill Problem with an ellipsoidal gravity
model to investigate the QSOs transfers utilizing the bifurcated fami-
lies of QSOs. We applied impulsive primer vector theory to optimize
these transfer trajectories such that they meet optimality conditions.
In particular, we analyzed transfers between MMX candidate orbits
and found that introducing terminal coasting and midcourse impulse
reduces the initial transfer cost. We also highlight our key finding in
relative retrograde orbital transfers: the departure and arrival points
lie on the same side as a periapsis point for the optimal three-impulse
transfers. Such a conclusion contributes in several ways to our under-
standing of the dynamical environment around Phobos and provides
a basis for the selection of transfer 𝛥𝑉 execution points for transfer
designs in higher-fidelity models of the Martian system. Moreover,
future missions seeking lower-𝛥𝑉 transfer opportunities between sta-
ble retrograde orbits around Phobos or any small irregular planetary
satellites in the solar system could use the transfer methodology and
evaluation presented in this research.
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Fig. 15. (a) QSO-Lb→QSO-Lc using initial guess from 1:3 MP-QSO transfer map. (b) QSO-Lb→QSO-Lc using initial guess from 3:8 MP-QSO transfer map.
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