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ABSTRACT

Online misinformation is an ever-growing challenge that can have

a negative impact on individuals, societies, and democracies. We

report on LOOM, a project that aims to build and validate a browser-

based tool to detect and respond to misinformation in a trustwor-

thy and privacy-preserving manner to protect end users and build

public resilience to untrustworthy content. LOOM uses natural

language processing techniques to detect and flag linguistic mis-

information markers for end users in real time, whilst preserving

the end-to-end encryption that protects the privacy and security

of their online browsing and communication activities. We applied

a citizen science framework to test the tool as an intervention to

build user resilience to false information content and assess their

trust in the tool. Feedback from participants indicates that the tool

has the potential to improve user awareness of subtle language

cues associated with misinformation and to help them critically

evaluate the information they encounter. Overall, our experiment

indicates a demand for tools to combat misinformation, but also

highlights the challenges in creating a tool that is both effective

and user-friendly.

CCS CONCEPTS

• Information systems → Web mining; Crowdsourcing; • Secu-
rity and privacy → Usability in security and privacy.
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1 INTRODUCTION

Misinformation undermines the value of factual information on

a large scale and can misguide individuals on a range of pressing

issues [41]. For example, misinformation has been found to be in-

fluential in politics (e.g., the 2016 US Presidential Election [19] and

Brexit [3, 19]); human health (e.g., COVID-19 vaccinations [13, 18,

22, 34]); and science (e.g., climate change [24, 40, 41]). The influence

of misinformation has the potential to result in societal conflict,

damage to human health and limiting response to climate break-

down, all with severe consequences. As a result of these potential

risks, several organisations have voiced the need to take measures

to address this issue, including The Royal Society [39], UNICEF [17],

and Full Fact [12].

False information may be characterised as misinformation, dis-

information, satire, propaganda, rumour, hoaxes, fake news, or

conspiracy theories. These labels are assigned to false information

on the basis of intention or motivation behind its production. For

example, ‘disinformation’ is generally considered false information

that has been created and/or intentionally shared to mislead others

(e.g., [15, 38, 44]), the motivations for which are usually to cause

harm or to obtain some kind of benefit [11, 38]. On the other hand,

‘misinformation’ is most often described as false information, in-

advertently shared without the intention to cause harm [15, 44],

whilst satire is false information provided in the form of news in-

tended to amuse [1] and signals to its audience that it is not serious

and has humorous intent [36]. Because conflicting definitions make

distinguishing between different types of false information difficult

and, since our focus is on reception rather than intention, we use

the term ‘misinformation’ as shorthand for ‘bad information’ in

line with Full Fact, an independent fact checking and campaigning

organisation [12]. This approach is also necessary given that the

relative levels of exposure to each type of false information online

is currently unknown.

To understand the nature of the misinformation that individu-

als are exposed to online, it is necessary to examine the language

they encounter in their day-to-day browsing. Traditionally, mea-

suring misinformation is carried out by analysing the platform, for

example crawling public posts on social media. This is becoming

more challenging due to the wide adoption of end-to-end encryp-

tion and ethical guidelines for data processing. Since encryption

provides security benefits, which are increasingly relied upon, in-

terventions must be ’privacy-preserving by design’. Therefore, we
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need to perform measurements and interventions at either end

of the information lifecycle, either by preventing the spread of

misinformation, or by protecting its consumer from it. This paper

reports on a project that aims to demonstrate the feasibility of a

browser-based tool to perform misinformation detection and inter-

vention in a trustworthy and privacy-preserving manner to protect

end users and build public resilience to untrustworthy content, as

recommended by the Royal Society [39].

In Section 2 we will review the state of the literature in privacy-

preserving data collection and analysis. Sections 3 and 4 will de-

scribe the tool that was built and how it was evaluated. In Sections 5

and 5.5 we discuss our results and the responsible research aspect

of our work, before concluding with a set of recommendations in

Section 6.

2 PRIVACY-PRESERVING ANALYTICS

The proliferation of personal data and the increasing concerns

about privacy have led to extensive research on personal data man-

agement systems and privacy-preserving technologies. Privacy-

preserving technologies allow for the processing of personal data

in a way that simultaneously maximises its usefulness, while min-

imising the risks of invading the privacy of the individuals who

generated it [31].

Standard approaches to privacy-preserving analytics are trusted

execution environments, homomorphic encryption, secure multi-

party computation, differential privacy, and personal data stores. On

the other hand, Meurisch and Mühlhäuser [27] categorise privacy-

preserving approaches to machine learning and analytics in four

broad types:

• Data-modifying approaches

• Data-encrypting approaches

• Data-minimising approaches

• Data-confining approaches

Several approaches have been proposed to address the challenges

of data ownership, access control, and privacy protection, combin-

ing those four approaches in a sensible way.

Personal Data Stores and Vaults. Early works like Personal Data

Vaults (PDVs) [29] introduced the concept of user-centric data

stores where individuals retain ownership and control over their

data. PDVs allow for granular access control through various mech-

anisms like trace-auditing. Similarly, openPDS [9, 10] is a personal

metadata management framework that enables individuals to col-

lect, store, and share their metadata with fine-grained access con-

trol. Solid [37] also follows this paradigm, providing a decentralised

platform where users’ data is stored in personal online datastores

(pods) that are independent of applications. Open Mustard Seed

(OMS) [14] further expands this concept by incorporating a trust

framework that enables secure storage and processing of personal

data within a legally constituted structure.

Privacy-Preserving Application Platforms. In addition to data

stores, researchers explored the development of privacy-preserving

platforms. Π−Box [20] is one such platform that prevents apps from

misusing user information by using a sandbox that spans the user’s

device and the cloud, along with specialised storage and communi-

cation channels. It also incorporates differential privacy techniques

for continual observation. PrivAI [26] presents a decentralised plat-

form that focuses on privacy-by-design principles for AI-based

services. It achieves this by dividing AI algorithms into cloud-based

model training, local personalisation, and community-based sharing

of model updates, while protecting providers’ intellectual property

through trusted execution environments.

Data Management and Privacy Frameworks. Several frameworks

have been proposed to address the broader challenges of personal

data management and privacy. Databox [7, 28] is a collection of

physical and cloud-hosted software components that allow users

to manage, log, and audit access to their data. WeTrace [8] is a

privacy-preserving application designed for data collection during

health crises like the COVID-19 pandemic, utilising Bluetooth Low

Energy and asymmetric cryptography to ensure privacy.

Data Donation Workflow and Tools. Recent work has introduced

a novel workflow for academic researchers to partner with individu-

als willing to donate their digital trace data for research purposes [5].

This workflow involves local processing of the data on participants’

devices to extract only the relevant information for research after

obtaining informed consent. To facilitate this workflow, a software

tool called Port [6] has been developed, allowing researchers to

configure the local processing step and collect specific digital traces

needed for their research questions.

Other research efforts have focused on specific aspects of per-

sonal data management and privacy. The SafeAnswers mechanism

in OpenPDS introduces a privacy-preserving method to share meta-

data by calculating answers to questions instead of directly sharing

the data [9, 10]. P3 [35] is a privacy-preserving photo encoding

algorithm that protects photos from unauthorised access and algo-

rithmic recognition.

3 OVERVIEW OF LOOM

LOOM is an application which allows people to submit their ob-

servations of misinformation they encounter online. To support

user recognition of misinformation, the browser-based plug-in uses

natural language processing techniques to detect and flag relevant

linguistic markers for end users in real time, whilst preserving the

end-to-end encryption that protects the privacy and security of

their online browsing and communication activities. The tool al-

lows users to submit their browsing data/findings to researchers

if (i) a relevant research study exists and (ii) they so wish. An un-

derpinning principle of the tool is that no user is obliged to submit

data. Instead, users can choose to install it for their personal use

only.

In order to ensure that any data collection is privacy-preserving

by design, we adhere to a set of rules, detailed in Table 1, which

allow us to increase the trustworthiness of the tool.

3.1 Linguistic features

Linguistic features of false information vary according to the type

of false information under examination and the approach taken. Re-

searchers have identified discursive [2], lexico-grammatical [33, 42],

morphological [42], pragmatic (e.g., through implicature [4]), se-

mantic [33, 36], syntactic [30, 33], stylistic (e.g., more upper case
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P1 Participants are aware of the purpose of the experiment.

P2 Participants are aware of the parameters (web sites,

words, time scale) of the data collection.

P3 The features of interest are described in an intelligible

way for the participants.

P4 Participants are aware of their right to anonymity.

P5 Participants can consult their data before it is shared

with the researchers.

P6 Participants can decide to exclude selected results from

the data that is shared with the researchers.

P7 Participants can decide to withdraw completely from a

study at any time.

P8 If participants omit to remove personally identifiable

information, the researchers should remove it before

long-term storage of the data.

Table 1: Key design principles

words [33]), and prosodic (e.g., faster speech rate in satire [21]) fea-

tures of the language used to communicate false information. We

have selected five key lexico-grammatical features to flag to users of

our tool. Practical and theoretical considerations have contributed

to this selection; these are: (a) they are known to be relevant to a

range of false information types and (b) they are feasible to imple-

ment according to the constraints of the underpinning packages.

We outline each of the five features below.

3.1.1 Salient Use of Pronouns. Pronouns have been found to be

indicators of a range of false information. Relative to truthful news,

satirical fake news has been found to contain more prominent use

of the first person singular pronoun (‘I’), whereas, second person

pronouns (‘you’, ‘your’) are more prominent in propaganda fake

news relative to truthful news [36]. Second person pronouns are

indicative of ‘direct engagement’. Conversely, others have found

false information to contain fewer pronouns (relative to truthful

information). For example, Newman et al. identified fewer self-

references marked by personal pronouns ‘I’, ‘me’ and ‘my’ in ‘de-

ceptive communications’ (i.e., content containing lies about per-

sonal opinions) [30] and Memon and Carley found that informed

discourse about COVID-19 contained significantly more pronouns

compared with misinformed antivaxx discourses [25]. Given these

inconsistencies, our aim is to support the evaluation of pronouns as

a marker of misinformation in the real-world language that people

encounter online.

3.1.2 Comparatives and Superlatives. The presence of compara-

tives (for example, ’better’, ’worse’) and superlatives (for example,

’best’, ’worst’) also differs according to the type of information under

examination. Several features of disinformation identified in prior

work, including ’context inappropriate content’, ’inaccuracy’, ’situ-

ational dependence’, and texts ’lacking conclusions or containing

controversial conclusions’, are characterised by the presence of su-

perlatives, making them a key indicator of disinformation. Similarly,

superlatives such as the word ‘most’ have been found to be more

prominent in fake news propaganda relative to truthful news [36].

Satire also contains prominent adverb use (adverbs can often – but

not always – be classed as comparatives and superlatives, e.g., faster,

fastest) but hoax stories contain fewer comparatives and superla-

tives (ibid.). As comparatives are often used to provide concrete

figures, they were found to appear more prominently in truthful

news, when they appeared alongside words denoting money and

numbers [32, 36].

3.1.3 Polarity. In sentiment analysis, polarity (i.e., the generally

positive or negative nature of text segments, including words, sen-

tences, and whole texts) has also been highlighted as a useful in-

dicator of false information. Verma et al. identified polarity as

one of the 20 most significant features of fake news using their

WELFake model, a machine learning classification for fake news

detection [42]. They considered polarity to be a psycholinguistic

feature which encodes ‘emotions, behaviours, persona, and mind-

set’ (ibid., p.4). Compared with factual information, misinformation

has been found to contain more negative words [33]; relative to

truthful news, hoax fake news has been found to contain greater

use of negation (e.g., ‘nothing’, ‘not’) [36] ; and deceptive commu-

nications are said to contain more negative emotion words (e.g.,

‘hate’, ‘worthless’, ‘sad’) [30]. Double negatives are characteristic of

texts containing ‘rumour’, and negatives are characteristic of both

‘rumour’ and ‘inaccuracy’.

3.1.4 Subjectivity. Finally, subjective language is a known char-

acteristic feature of false information. For example, Verma et al.

considered strong subjectivity in their WELFake model [42], and

relative to truthful news, both strong and weak subjectives were

found to be more prominent in propaganda fake news and hoax fake

news respectively by Rashkin et al.. Furthermore, strongly subjec-

tive language is present in ‘context inappropriate content’, another

characteristic of disinformation. A number of lexico-grammatical

items contribute to subjectivity. In fake news detection, the number

and rate of adjectives and adverbs have been highlighted by Verma

et al., who note that the “[s]ubjectivity of fake news articles is larger

than for real news articles”. Weak modal verbs are a feature of ‘situa-

tional dependence’ and ‘rumour’ which characterise disinformation,

and Rashkin et al. also identified a greater prominence of modal ad-

verbs (e.g., ‘inevitably’), alongside action adverbs (e.g., ‘foolishly’),

and manner adverbs (e.g., ‘deliberately’) in satirical fake news. A

high quantity of modifiers (adjectives and adverbs) is expected in

disinformation texts offering a ‘lack of supporting evidence’ for

claims. Moreover, hedging (e.g., use of the word ‘claims’) could be

considered a marker of subjectivity and as such is more prominent

in hoax fake news [36]. Hedging is also a feature of ‘rumour’ and

‘lack of supporting evidence’ characterises disinformation. All of

these features have the capacity to increase and decrease the epis-

temic and deontic modality of a text (i.e., communicate how likely

or possible something is respectively).

The tool we have developed is capable of flagging the presence

of five features to users: (1) salient use of first-person singular

pronouns (i.e., ‘I’) and second person pronouns (i.e., ‘you’, ‘your’);

(2) underuse of comparatives (e.g., ‘better’, ‘greener’); (3) promi-

nence of superlatives (e.g., ‘most’, ‘greatest’, ‘best’); (4) polarity (e.g.,

negation words ‘nothing’, ‘not’); (5) prominent use of subjectiv-

ity markers (e.g., ’brilliant’, ’amazing’, ’very clever’). Detection of
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markers of polarity and subjectivity have been integrated into the

tool using TextBlob a Python library for processing textual data,

which provides sentiment analysis including polarity and subjec-

tivity [23]. TextBlob is integrated into the tool via spaCy, a library

for advanced natural language processing [16] in Python v.3.11.2.

First person singular pronouns are identified using text matching

and comparatives and superlatives are identified using POS-tagged

word lists, which are pre-loaded in spaCy.

4 EVALUATION

4.1 Experimental design

Our experimental procedure involved a mixed-method approach,

merging quantitative and qualitative methods, to assess the ef-

fectiveness and user experience of our browser extension. This

procedure was designed to collect statistical data from the ques-

tionnaire and in-depth insights from the subsequent focus group

discussions.

A total of 12 participants were recruited through various chan-

nels including email blasts, online forums, and social media posts.

Attrition and difficulty in recruitment significantly reduced our

sample size, affecting the statistical power of our analysis. However,

our final group of participants was diverse in terms of age, gender,

and technology proficiency.

The experiment was conducted in a controlled environment,

with each participant assigned a pre-configured computer to use.

These computers were equipped with the browser extension pre-

installed and activated, set to detect misinformation in real-time.

Each participant used the extension for a time period of 30 minutes,

with our team overseeing the process to troubleshoot any technical

issues and ensure the experiment ran smoothly.

After their session with the browser extension, participants were

given a questionnaire. The questionnaire was structured to collect

quantitative data about the user experience. It focused on usability,

perceived effectiveness in detecting misinformation, and overall

satisfaction. It incorporated both Likert scale questions for rating

specific aspects and open-ended questions to gather broader feed-

back.

Following completion of the questionnaire, the participants were

invited to a focus group discussion, moderated by a facilitator. The

goal of this discussion was to dive deeper into the users’ experi-

ences, understand their views on the pros and cons of the extension,

and collect recommendations for improvement. The focus group

discussion was recorded and later transcribed for qualitative analy-

sis.

The design of the experiment aimed to understand the user ex-

perience components of the tool. We believe that these insights will

provide valuable information on the perceptions and experiences

of end-users, which are critical for the future development of the

extension.

4.2 Survey results

In this section we discuss the results of the survey. The complete

set of questions can be found in Appendix A.1.

4.2.1 Participants’ experience of online misinformation.

I encounter misinformation online. Participants expressed aware-

ness of encountering misinformation online, primarily citing social

media as the source. Even those not active on social media recog-

nised potential biases and subjectivity on other websites they fre-

quent (news, music, blogs, etc.). It was noted that personal choices

and preferences, such as news sources and friend groups, can shape

exposure to misinformation. Some individuals indicated trust in the

accounts they follow on platforms like Facebook and Instagram but

acknowledged scepticism toward the information they consume.

I am confident I can detect misinformation online. The majority

of participants expressed confidence in their ability to detect misin-

formation online, primarily citing factors like hyperbolic language

and the reputation of certain websites. However, some individuals

acknowledged difficulties, particularly with content that presents

statistics or appears to come from authoritative sources. In addition,

participants noted the increasing sophistication of misinformation,

especially on social media, where short, attention-grabbing posts

with questionable grammar are becoming more prevalent. Visual

content such as images and videos was identified as particularly

challenging to assess, as they can be easily manipulated or taken

out of context.

I often check if information is true or false before sharing it online.
The participants varied in the frequency with which they verified

the information before sharing it online. Half reported frequently

checking information, a quarter occasionally checked, and another

quarter rarely or never checked. Reasons for checking information

included concerns about fake posts on social media and a desire

to verify facts before sharing. Those who rarely or never checked

cited reasons such as not posting on social media or only sharing

their own content. One participant mentioned sharing unverified

information to spark conversations.

I have knowingly shared misinformation. The majority of partic-

ipants reported never having knowingly shared misinformation.

However, a significant proportion admitted to having done so at

least occasionally, and most of these individuals indicated that it

was rare. Reasons for sharing misinformation included humour,

pushing an agenda, and sharing unverified information to convey

the general idea of a story.

I have unintentionally shared misinformation in the past. Partic-
ipants were divided on whether they had unintentionally shared

misinformation in the past. The majority admitted to having done

so rarely, often due to not fact-checking information before shar-

ing it. Some indicated that they may have unintentionally shared

misinformation, but were unsure. The remaining participants re-

ported never having unintentionally shared misinformation, either

because they rarely share information or because they rely on what

they consider to be trusted sources.

I am concerned about the negative impacts of misinformation.
Participants overwhelmingly expressed concern about the negative

impacts of misinformation, with 80% strongly agreeing and 20%

agreeing. They cited various reasons for their concern, including:

• Intentional manipulation and division: Some participants

believed that misinformation is deliberately spread to create

conflict and for financial profit.
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• Spread of harmful narratives: Misinformation was seen as a

tool to promote harmful ideologies such as racism, sexism,

and transphobia.

• Real-world consequences: Participants pointed to the impact

of misinformation on political discourse and public health,

citing examples such as the COVID-19 pandemic and vio-

lence against marginalised groups.

• Herd mentality: The amplifying effect of social media was

highlighted as a concern, as misinformation easily spreads

and warps views.

• In general, the participants showed a strong awareness of

the potential dangers of misinformation and its far-reaching

consequences for individuals and society.

4.2.2 Participants’ experience of the tool.

Did the tool do what you expected it to do? The feedback regarding

whether the tool met user expectations was mixed. Four users con-

firmed that it performed generally as described, providing detailed

information. However, six users expressed uncertainty, indicating

they didn’t know what to expect or desired additional features

like an overall trustworthiness score or clearer explanations of the

scores. Two users explicitly stated that the tool did not meet their

expectations, citing issues with its discreteness and the lack of

prominent misinformation alerts. One user also mentioned initially

misunderstanding the tool’s functionality but gaining clarity after

reading the data analysis.

In general, the responses suggest that while the tool provides

useful information, there is room for improvement in terms of user

experience, clarity of results, and prominence of misinformation

alerts.

The tool was easy to use. Themajority of participants (11 out of 12)

found the tool easy to use, with 4 strongly agreeing and 7 agreeing.

They appreciated quick analysis, easy clicks, and the expansion of

selections to show subjectivity. However, some suggestions are as

follows:

• Clearly defined variables: One participant desired clearer

definitions of the variables used in the analysis.

• Explanation of scores: Multiple participants expressed con-

fusion about the meaning of the percentage and decimal

scores, suggesting the use of percentages or colour gradi-

ents to convey the extent of (potential) misinformation more

intuitively.

• Clarification of terminology: Participants wanted to know

what the scores were out of and what the terms meant to

better understand the results.

• Simplified presentation: One participant found the tool com-

plex due to the scales used to present results, suggesting the

use of nominal values or colour coding for easier interpreta-

tion.

Overall, feedback indicates that the tool’s usability is generally

positive, but clarifying terminology, explaining scores, and poten-

tially simplifying the presentation of results would improve user

experience and understanding.

Would you recommend this tool to others? The majority of partic-

ipants (7 out of 12) expressed a willingness to recommend the tool

to others, but often with caveats or conditions. These conditions

included improvements in clarity, accuracy, and user-friendliness.

Some specifically mentioned recommending it to family and friends

who are prone to misinformation, but only after the tool is refined.

The remaining participants were unsure about recommending the

tool, citing concerns about its current form, accuracy, and lack of

layman’s terms. They emphasised the need for further development,

particularly in terms of user experience and providing more specific

information about misinformation.

Overall, the responses indicate a positive sentiment towards

the tool’s potential, but they also highlight areas for improvement

before it can be confidently recommended to a wider audience.

The information provided by the tool was easy to understand. The
feedback on the intelligibility of the information provided by the

tool is divided. While a few participants found it easy to understand,

the majority found it somewhat difficult, primarily due to the lack

of clarity regarding the scores, terminology, and reasoning behind

the identified misinformation markers.

Positive feedback:

• One participant strongly agreed that the information was

easy to understand.

• Five participants agreed, but some mentioned initial diffi-

culties and suggested improvements in the presentation of

scores and colour schemes.

Negative feedback:

• Six participants disagreed, expressing confusion about the

meaning of scores, the absence of definitions and explana-

tions, and the lack of information on why certain markers

were selected.

• Participants specifically requested more detailed explana-

tions of the scores, the reasoning behind the identified mark-

ers, and clearer definitions of terms.

• A participant with dyslexia suggested using a more colourful

display to improve comprehension.

In general, the feedback from the participants provided construc-

tive and practical points for improvement relating to the clarity

and intelligibility of the information provided by the tool. This in-

volves improving the clarity of definitions and explanations, using

more intuitive visualisations, and offering additional context for

the identified misinformation markers.

The tool is useful for detecting language often found in misinfor-
mation. The majority of participants (11 out of 12) found the tool

useful to detect the language often found in false information, with

3 strongly agreeing and 8 agreeing. They appreciated the identifi-

cation of markers like polarity, first-person pronouns, and superla-

tives, which helped them become more aware of the language used

in false information in their day-to day online browsing.

However, there were some concerns raised:

• False positives: Some participants noted that the tool occa-

sionally flagged content that was not actually misinforma-

tion.

• Need for context: One participant suggested that the tool

should consider the broader context of the text when analysing

language.
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• Limited effectiveness: One participant felt that the tool was

too subtle and failed to pick up on some grammatical issues,

particularly in strongly opinionated pieces.

Overall, feedback indicates that the tool is considered valuable

for detecting language patterns associated with misinformation, but

there is room for improvement in terms of reducing false positives,

considering context, and enhancing its effectiveness in identifying

misinformation in various types of content. Adding information

to explain that flagged language only indicates potential misin-

formation (and does not guarantee its presence) would help users

understand the need for further investigation of context and con-

tent.

I trust this tool to detect language often found in misinformation.
The majority of participants (10 out of 11) expressed trust in the

tool’s ability to detect language often found in misinformation, with

1 strongly agreeing and 9 agreeing. They acknowledged its effec-

tiveness in identifying certain language patterns, but also raised

concerns about its limitations in handling short-form content and

the intentional use of lower language levels by some media outlets.

One participant disagreed, stating that while the tool has poten-

tial, its current accuracy and functionality need improvement.

Overall, the feedback suggests a generally positive sentiment

towards the tool’s ability to detect misleading language, but it also

highlights the need for further refinement to address its limitations

and improve accuracy in diverse content formats.

The tool picked up on things I may not have noticed. The majority

of participants (10 out of 11) indicated that the tool picked up

on things they might not have noticed, with 2 stating "a great

deal," 4 stating "a moderate amount" and 4 stating "occasionally."

This suggests that the tool was effective in highlighting subtle

language patterns and potential biases that might otherwise have

been overlooked.

Specific examples of elements identified by the tool that partici-

pants might not have noticed themselves include:

• Comparatives and superlatives

• First-person pronouns in formal articles

• Polarity

• Grouping of certain words and phrases

However, one participant indicated that the tool rarely picked

up on things they would not have noticed. This could arise in users

with individual differences in reading habits, but this particular

participant did report prior knowledge and interest in misinforma-

tion tactics. Overall, the feedback suggests that the tool has real

potential to enhance user awareness of subtle language cues asso-

ciated with false information and to help them critically evaluate

the content they encounter.

I would use this tool in future. The majority of participants (11

out of 11) indicated a willingness to use the tool in the future, but

with varying frequencies.

• Yes, frequently (4): These participants found the tool useful

and expressed a desire to incorporate it into their regular

browsing habits. However, some noted that the tool could

be improved by simplifying the language and terminology

used in the analysis, making it more accessible to a wider

audience.

• Yes, occasionally (2): These participants saw the tool as hav-

ing potential value, but anticipated that its usefulness might

diminish over time as they becamemore adept at recognising

misinformation patterns themselves.

• Yes, rarely (5): These participants expressed interest in using

the tool, but primarily for situations where they are already

suspicious of a website’s content. Some also suggested that

the tool would be more valuable with further development

and refinement.

Overall, the feedback suggests general interest in using the tool,

but with varying levels of enthusiasm and frequency of use. While

some participants see it as a valuable tool for regular use, others

envision it as a resource to be consulted in specific situations or

after further development.

4.3 Interview analysis

Participants across four focus groups shared their perspectives

on the misinformation detection tool, highlighting both potential

benefits and areas for improvement.

4.3.1 Perceived impact of misinformation. Participants expressed
concern about the negative impacts of misinformation, ranging

from individual harm (e.g. self-harm, poor health choices) to societal

consequences (e.g., political polarisation, violence). They empha-

sised the need for tools to help individuals navigate the information

landscape and make informed decisions about the truthfulness of

the content they encounter.

Accuracy and trustworthiness. While participants appreciated

the tool’s ability to identify potentially misleading language, many

expressed uncertainty about its accuracy and underlying method-

ology. They desired clearer explanations of how the tool works,

what the scores represent, and how to interpret the results. Partici-

pants also highlighted the risk of false positives, which could erode

trust in the tool if the potential for this to occur is not adequately

communicated.

Usability and accessibility. Opinions on the tool’s ease of use

were mixed. Some found it intuitive and easy to navigate, while

others found the terminology confusing and the results difficult to

interpret. Several participants (including one with with dyslexia)

suggested using colour to improve readability. Additionally, con-

cerns were raised about the tool’s accessibility for visually impaired

users, though none of our participants identified as such.

Desired features and improvements. Participants suggested sev-

eral enhancements to improve the tool’s functionality and user

experience:

• Clearer explanations: Provide definitions of terms, explain

how scores are calculated, and offer context for why certain

language is flagged.

• Simplified presentation: Use plain language, consistent scales,

and visual aids (e.g., colour gradients) to make results easier

to understand.
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• Enhanced features: Offer an overall score for articles, sum-

maries of key findings, and the ability to compare articles

across sources.

• Accessibility: Ensure compatibility with screen readers and

consider alternative formats for visually impaired users.

• Transparency: Include a disclaimer explaining the tool’s lim-

itations and its focus on language analysis rather than defin-

itive truth determination.

Target audience and susceptibility. Participants identified various
groups as being particularly susceptible to misinformation, includ-

ing older adults, those unfamiliar with the internet, and individuals

from marginalised or isolated communities. They emphasised the

need for the tool to be accessible and relevant to diverse audiences.

In general, the participants recognised the potential value of

the misinformation detection tool, but emphasised the need for

further development to enhance its accuracy, transparency, and

user-friendliness. By addressing these concerns and incorporating

user feedback, the tool can evolve into a valuable resource for

individuals navigating the complex information landscape.

5 DISCUSSION

5.1 Summary of key findings

While participants expressed concern about the negative impacts of

misinformation and a desire for tools to combat it, their experiences

with our browser extension were varied.

The survey results highlighted a general awareness of partici-

pants’ encounters with online misinformation, primarily through

social media. Although most of the participants were confident in

their ability to detect misinformation, many acknowledged chal-

lenges, especially with visual content and increasingly sophisti-

cated tactics. The tool was generally considered easy to use and

potentially useful for detecting misleading language. A significant

proportion of users were willing to recommend the tool, but many

emphasised the need for improvements in clarity, accuracy, and

user-friendliness.

Focus group discussions provided further information on user

perceptions. Participants further emphasised the need for accu-

racy, transparency, and improved usability. They wanted clearer

explanations of how the tool works, what the scores represent, and

how to interpret the results. They also highlighted the risk of false

positives and suggested several features that could enhance the

tool’s functionality and user experience.

Overall, the evaluation indicates a demand for tools to combat

misinformation, but it also highlights the challenges in creating a

tool that is both effective and user-friendly for a range of users with

different needs and abilities. The mixed feedback on the current

tool suggests a need for further development to address the issues

of accuracy, transparency, and usability. Adding the functionality

for users to personalise their experience of using the tool, for ex-

ample by proving options to show/hide lay explanations or choose

between numerical or colour-coded interpretations of the flagged

results would provide users the flexibility they desire.

5.2 Interpretation of results

The mixed results from the survey and focus groups suggest that

the current tool, while promising, is not yet fully satisfying user

needs. The high level of concern about misinformation, coupled

with the overall willingness of participants to use and recommend

the tool, indicates a strong demand for such a solution.

The desire for clearer explanations and more intuitive presen-

tation of results suggests that the tool’s current interface may be

overwhelming or confusing to some users. Furthermore, concerns

about false positives underscore the importance of accuracy and

transparency in building user trust. The mixed feedback on intelli-

gibility and usefulness indicates that the tool’s value is not yet fully

realised for all users.

Overall, these results suggest that the tool has potential but needs

further refinement to fully meet user needs and expectations.

5.3 Implications for design

The evaluation findings have several implications for the design

and development of misinformation detection tools, including the

further development of LOOM.

• Prioritise transparency and clarity: Ensure clear expla-

nations of the tool’s methodology, how scores are calculated,

and what the results mean. Consider using plain language,

visual aids, and consistent scales to make the information

more accessible to a wider audience.

• Address accuracy concerns: Investigate the causes of false

positives and explore ways to improve the tool’s accuracy.

This could involve refining the algorithms, incorporating

additional contextual information, or providing users with

more control over the detection process.

• Enhance user experience: Simplify the interface, provide

more intuitive visualisations, and consider incorporating

user feedback into future iterations. Address accessibility

concerns by ensuring compatibility with screen readers and

exploring alternative formats for visually impaired users.

• Expand functionality: Consider adding features such as

an overall score for articles, summaries of key findings, and

comparisons across sources. This could enhance the tool’s

usefulness and provide users with a more comprehensive

understanding of the information they encounter.

• Tailor to diverse audiences: Recognise that different user

groups may have varying levels of understanding and fa-

miliarity with misinformation. Tailor the tool’s interface,

language, and features to accommodate diverse audiences,

including older adults, those unfamiliar with the internet,

and individuals from marginalised communities.

5.4 Limitations and future directions

This evaluation was limited by the small sample size and the spe-

cific demographics of the participants. Although efforts were made

to recruit a diverse group, the final sample may not be fully rep-

resentative of the general population. Additionally, LOOM being

used through a browser extension, its usefulness is constrained by

the browsing habits of the users, and a range of misinformation

cannot be captured (e.g. messaging apps).
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Following refinement of LOOM, future research should aim to

explore the effectiveness of the tool with a larger and more diverse

sample, including individuals from different age groups, educational

backgrounds, and cultural contexts. It would also be valuable to com-

pare the tool’s performance with other misinformation detection

approaches and to assess its long-term impact on user behaviour

and beliefs. The authors will incorporate the suggestions of the par-

ticipants, such as clearer explanations, simplified presentation, and

improved features. The tool could also be adapted to address the

specific challenges of detecting misinformation in different content

formats and language patterns.

5.5 Responsible research and innovation

This project anticipated responsible research and innovation (RRI)

challenges and integrated them into the research design. We re-

flected on challenges surrounding ’digital information’ and ’critical

thinking skills’ to better support people who would benefit most

from using the tool. As such, we engaged in dialogue with end users

to understand the following perspectives and experiences: the con-

cerns people have about misinformation; the problems they have

encountered with misinformation in relation to digital information

literacy; and who is most often harmed, influenced, and targeted by

misinformation. Upon completion of user testing, the tool has been

made open source and freely available. Future work will include

the production of a typology of misinformation markers (including

markers not yet integrated into the flagging tool) as a tool for digital

literacy training. Using ‘logic-based’ examples to ‘inoculate’ people

against misinformation as part of our training materials [43], this

research ultimately aimed to raise awareness of the different forms

of misinformation and its known harms. In this way, we hoped that

participants might learn to critically evaluate information for po-

tential misinformation markers in both online and offline contexts.

The principles used to develop the tool, outlined in Table 1, aim to

be compatible with modern regulations in Internet privacy, such

as the General Data Protection Regulation of the European Union

and its counterpart in the United Kingdom, allowing users to have

complete control of their data. This important step in the design of

our application serves as a way to increase trust in the system by

allowing users to remain in control of the way they interact with it.

6 CONCLUSION

Detection of five language features is adequate for assessing the

feasibility of flagging misinformation markers to individual users in

a privacy-preserving way, including user trust in such a tool. How-

ever, we recognise that additional features will be required to estab-

lish greater overall reliability in misinformation detection. Verma

et al. model draws on 20 features from four categories including

writing patterns, psycholinguistic features, readability, and quantity

to achieve a 96.73% accuracy in categorising real and fake news [42].

It is also clear that the absence or lower-than-expected quantity of

linguistic features may be used in conjunction with prominent fea-

tures to flag potential misinformation to users. Future development

of the tool will need to account for linguistic variation across and

within discourses (i.e., scientific texts vs. news discourse, tabloid

vs. broadsheet news). For example, passive structures, longer sen-

tence lengths and more obscure lexis (less frequent terms) are more

prevalent in scientific discourse, whilst shorter sentence length,

and common, high-frequency words are more prevalent in tabloid

news. These differences will influence the relative word counts and

thus thresholds for flagging potential misinformation. Moreover,

the language characterising the range of false information types

(misinformation, disinformation, rumour, hoax, satire, etc.) will also

have a bearing on flagging thresholds.

Ultimately, the tool will allow researchers to analyse the con-

sumption of false information without infringing on the privacy

of the participants. At the same time, it will offer users privacy en-

hanced data processing for the detection of false information mark-

ers, and the opportunity to submit findings as participants in follow-

on privacy-preserving research. In the future, user-submitted data

will support the regular testing and updating of the tool to maintain

accuracy as trends in misinformation emerge. This is particularly

important since the subject matter is known to have a bearing on

the accuracy of established detection models [30]. By providing

a way for automated systems to analyse data without undoing

progress in end-to-end encryption, the tool contributes to safe-

guarding personal freedoms, which is essential for protecting the

privacy and security of people’s online communications, and one

of the grand challenges outlined by the Trustworthy Autonomous

Systems hub.
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A APPENDIX

A.1 Survey questions

(1) I encounter misinformation online

(2) I am confident I can detect misinformation online.

(3) I often check if information is true or false before sharing it

online.

(4) I have knowingly shared misinformation

(5) I have unintentionally shared misinformation in the past

(6) I am concerned about the negative impacts of misinforma-

tion.

(7) Did the tool do what you expected it to do?

(8) The tool was easy to use.

(9) Would you recommend this tool to others?

(10) The information provided by the tool was easy to understand.

(11) The tool is useful for detecting language often found in mis-

information.

(12) I trust this tool to detect language often found in misinfor-

mation.

(13) The tool picked up on things I may not have noticed.

(14) I would use this tool in future.
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