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A B S T R A C T 

Recent evidence supporting reionization ending at redshift z � 6 includes the rapid redshift evolution of the mean free path, 
λmfp , for Lyman-limit photons through the intergalactic medium (IGM) at 5 < z < 6. Here, we investigate λmfp predicted by the 
Sherwood–Relics suite of hybrid radiation hydrodynamical simulations. Simulations with comoving volumes of 40 

3 h 

−3 cMpc 3 

(160 

3 h 

−3 cMpc 3 ), calibrated to match the observed Ly α forest transmission with a late end to reionization at z < 6, are consistent 
with recent λmfp measurements at z < 5 . 9, and are 1 . 2 σ (1 . 8 σ ) abo v e the highest redshift λmfp measurement at z = 5 . 93. The 
majority of the Lyman-limit opacity at the end of reionization is attributable to highly ionized Ly α forest absorbers with neutral 
hydrogen column densities N HI ≤ 10 

16 –10 

17 cm 

−2 . Resolving these systems is critical for capturing the redshift evolution of λmfp 

during the final stages of reionization. After reionization completes, o v erdense gas will reduce λmfp by up to 20 per cent around 

haloes with masses M h ∼ 10 

9 –10 

11 h 

−1 M �, but during reionization ionized bubbles will instead boost λmfp around haloes by up 

to an order of magnitude when the IGM is as much as 90 per cent neutral by volume. This effect will play an important role in 

the visibility of Ly α emitting galaxies at z � 10 disco v ered with JWST . 

Key words: methods: numerical – intergalactic medium – quasars: absorption lines – large scale structure of Universe. 
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 I N T RO D U C T I O N  

here are still many unanswered questions about the epoch of 
eionization, including the precise nature of the ionizing sources (e.g. 
inkelstein et al. 2019 ; Naidu et al. 2020 ; Grazian et al. 2023 ; Atek
t al. 2024 ), and the timing and extent of reionization. At present,
any observations indicate that reionization has a mid-point around 
 ∼ 7–8, with the final neutral islands in the diffuse intergalactic 
edium (IGM) persisting until at least z ∼ 6 (e.g. Davies et al.

018 ; Mason et al. 2018 ; Kulkarni et al. 2019 ; Yang et al. 2020 ; Qin
t al. 2021 ; Umeda et al. 2023 ; Ďuro v ̌c ́ıko v ́a et al. 2024 ; Nakane
t al. 2024 ). The last stages of reionization may even extend as
ate as z ∼ 5 . 3, based on the observed fluctuations in the Ly α
orest transmission (Becker et al. 2015 ; Bosman et al. 2018 ; Eilers,
avies & Hennawi 2018 ; Bosman et al. 2022 ) and the incidence of
ark gaps and pixels in the Ly α and Ly β forests (Zhu et al. 2022 ;
in et al. 2023 ). 

Further evidence in support of an end to reionization at z � 6 is
rovided by the redshift evolution of the mean free path of Lyman-
imit photons through the IGM (e.g. Prochaska, Worseck & O’Meara 
009 ; Fumagalli et al. 2013 ; O’Meara et al. 2013 ; Worseck et al.
014 ; Lusso et al. 2018 ; Romano et al. 2019 ). Recent measurements
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ave demonstrated the mean free path declines by an order of
agnitude from z = 5 to z = 6 (Becker et al. 2021 ; Bosman 2021 ;
aikwad et al. 2023 ; Zhu et al. 2023 ; Davies et al. 2024 ). This

volution is expected if reionization ends below or near to z = 6; the
ean free path should increase rapidly as ionized hydrogen bubbles 
erge. The background photoionization rate will then increase and 

he incidence of Lyman-limit photon sinks will decrease (e.g. Wyithe, 
olton & Haehnelt 2008 ; Park et al. 2016 ; Cain et al. 2021 ; Davies
t al. 2021 ; Nasir et al. 2021 ; Theuns & Chan 2024 ). 

Intriguingly, recent numerical simulations of inhomogeneous 
eionization have exhibited mixed success in reproducing the ob- 
erved rapid decline in the mean free path approaching z � 6.
sing radiative transfer simulations applied to a hydrodynamical 

imulation in post-processing, Keating et al. ( 2020a , b ) found a
ean free path evolution that was too gradual, matching the data

t z ∼ 5 . 5 but o v ershooting at z ∼ 6. The Keating et al. ( 2020a ,
 ) model was calibrated to reproduce the large-scale fluctuations 
bserved in the Ly α forest transmission at z < 6. In contrast, using
he Cosmic Dawn (CoDa) III radiation hydrodynamical simulation, 
ewis et al. ( 2022 ) found good agreement with the observed mean

ree path evolution. Notably, the CoDa III simulation was performed 
t substantially better mass resolution (with a dark matter particle 
ass M dm 

= 5 . 09 × 10 4 M � in a 94 . 4 cMpc box) compared to the
eating et al. ( 2020b ) model ( M dm 

= 5 . 1 × 10 7 M � in a 236 cMpc
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ox). Ho we ver, CoDa III was not calibrated to reproduce the
ost-reionization Ly α forest transmission. Intermediate in scale
etween these two cases is the THESAN radiation hydrodynamical
imulation (Garaldi et al. 2022 ), with M dm 

= 3 . 12 × 10 6 M � and
 box size of 95 . 5 cMpc. The redshift evolution of the mean free
ath in THESAN was found to be in good agreement with the
bservational data, but with a normalization that lies slightly abo v e
he 1 σ uncertainty on the Becker et al. ( 2021 ) and Zhu et al. ( 2023 )

easurements at z = 6. In all three of these independent simulations,
 late end to reionization at z < 6 was assumed. Finally, the CROC
adiation hydrodynamical simulations (Gnedin 2014 ) used a box
ize of 59 cMpc and a dark matter particle mass M dm 

= 7 × 10 6 M �.
an et al. ( 2024 ) recently demonstrated that CROC o v ershoots the
ean free path measurements at z � 6, most likely because the

GM is already highly ionized (with v olume a veraged H I fraction
 x HI 〉 < 10 −3 ) by z ∼ 6 . 4 in these models. 

One possible reason for differences between observation and
heory is if the mean free path measurements at z � 6 suffer a
ystematic bias. The measurements presented by Becker et al. ( 2021 )
nd Zhu et al. ( 2023 ) at z � 6 are determined from the Lyman
ontinuum opacity in the vicinity of bright quasars. Biases may
rise if there is an o v ercorrection for the quasar proximity effect
D’Aloisio et al. 2018 ), or an undercorrection for the clustering of
onizing photon sinks around the quasar host haloes (Prochaska et al.
014 ; Theuns & Chan 2024 ). Ho we ver, Satya v olu et al. ( 2023 ) and
oth et al. ( 2024 ) have recently investigated a range of potential
iases in the mean free path measurements, finding them to be well
ontrolled within the analysis framework used by Becker et al. ( 2021 )
nd Zhu et al. ( 2023 ). Satya v olu et al. ( 2023 ) also found no significant
ifference in mean free path values when comparing the various
efinitions employed in the recent literature. 
Another possibility is the simulations lack the dynamic range

ecessary for capturing the redshift evolution of the mean free path;
he large simulation volumes needed to model the size distribution
f ionized bubbles during reionization (e.g. Iliev et al. 2014 ; Kaur,
illet & Mesinger 2020 ) are too low resolution to simultaneously

esolve small-scale photon sinks. Cain et al. ( 2021 ) suggested that
mpro v ed agreement with the mean free path measurements may
e obtained by invoking a subgrid model for the ionizing photon
inks. These sinks may be associated with unresolved Lyman-limit
ystems and/or mini-haloes with masses < 10 8 M � (Park et al. 2023 ).
urthermore, earlier work by Rahmati & Schaye ( 2018 ) using the Au-
ora suite of radiation hydrodyanamical simulations 1 highlighted the
mportance of H I absorption systems with N H I ∼ 10 16 –10 17 cm 

−2 

or setting the mean free path during the final stages of reionization
i.e. strong Ly α forest absorbers that arise from the diffuse, already
eionized IGM, rather than dense neutral clumps). Nasir et al. ( 2021 )
imilarly argued that gas that has dynamically responded to the
ncreased thermal pressure from photoheating will dominate the
yman-limit opacity by z � 6, and this gas will typically have H I

olumn densities N H I < 10 17 . 2 cm 

−2 . Hence, resolving structure in
he diffuse IGM during the end stages of reionization is a key
equirement for capturing the evolution of the mean free path in
imulations of inhomogeneous reionization. 

In this context, we examine the Lyman-limit photon mean free
ath predicted by a subset of the Sherwood–Relics 2 simulations
Puchwein et al. 2023 ). These are a large suite of simulations that
NRAS 532, 2401–2417 (2024) 

 The fiducial Aurora simulation used a dark matter particle mass, M dm 

= 

 × 10 7 M � and a box size 35 . 2 cMpc. 
 https:// www.nottingham.ac.uk/ astronomy/ sherwood-relics/ 

t  

o  

s
 

ρ  
odel the effect of inhomogeneous reionization on the high-redshift
GM and Ly α forest, including the hydrodynamical response of
nterg alactic g as to patch y photoionization and heating. In contrast
o other recent numerical simulation work, the Sherwood–Relics
imulations use a hybrid approach that combines radiative transfer
alculations performed using ATON (Aubert & Teyssier 2008 ) with
- GADGET- 3 cosmological hydrodynamical simulations (Springel
005 ). In addition, because Sherwood–Relics was designed to study
he small-scale structure in the Ly α forest (e.g. Molaro et al.
023 ; Ir ̌si ̌c et al. 2024 ), the mass resolution of our fiducial model
 M dm 

= 7 . 9 × 10 5 M � in a 59 cMpc box, which lies between CoDa
II and THESAN ) has been selected with this specific goal in mind (cf.
olton & Becker 2009 ; Doughty et al. 2023 ). 
This paper is organized as follows. In Section 2 , we introduce the

imulations used in this work and perform an initial comparison of the
yman-limit photon mean free path predicted by Sherwood–Relics

o the observational data. We investigate the physical properties of
he absorption systems that set the mean free path in Section 3 ,
nd examine the expected bias in the mean free path around the
ost haloes of ionizing sources in Section 4 . Finally, we conclude
n Section 5 . A set of appendices contain some numerical tests and
 discussion of the analytical scaling relations commonly used for
odelling the Lyman-limit opacity. 

 M O D E L L I N G  T H E  M E A N  FREE  PATH  W ITH  

H E RWO O D – R E L I C S  

.1 Hydrodynamical simulations 

n this work, we use a subset of the Sherwood −Relics simulations,
escribed in detail in Puchwein et al. ( 2023 ). These are a suite
f high-resolution cosmological hydrodynamical simulations per-
ormed with a modified version of the P- GADGET -3 code (Springel
005 ). We use cosmological boxes with size 40 h 

−1 cMpc and
60 h 

−1 cMpc, each with 2 × 2048 3 dark matter and gas particles.
e refer to these simulations as 40–2048 and 160–2048, respectively

see Table 1 ). The 160–2048 model uses the same mass resolution,
ox size and initial conditions as the (hydrodynamically decoupled)
TON simulations presented by Keating et al. ( 2020a , b ), although

n this work we assume a slightly different reionization history. In
ddition, we use two smaller simulations of size 40 h 

−1 cMpc with
 × 512 3 and 2 × 1024 3 dark matter and gas particles, which we refer
o as 40–512 and 40–1024, respectively. These models are identical
o the 40–2048 run except for particle masses that are 64 and 8 times
arger. The mass resolution of the 40–512 model matches the mass
esolution of 160–2048. 

The Sherwood–Relics simulations follow inhomogeneous reion-
zation using a no v el hybrid approach. We refer the reader to
uchwein et al. ( 2023 ) for further details on the numerical scheme.
n brief, the radiative transfer of monochromatic, ultraviolet photons
n the simulations is followed using the moment-based M1-closure
adiative transfer code ATON (Aubert & Teyssier 2008 , 2010 ). Rather
han performing full radiation-hydrodynamical (RHD) simulations,
o we ver, we take an intermediate approach, where pre-generated
hree-dimensional maps of the H I photoionization rates from ATON
re applied on-the-fly to the hydrodynamical simulations. This has
he advantage of self-consistently following the pressure response of
he intergalactic gas to reionization, but without the computational
 v erhead of a full RHD calculation that also incorporates a detailed
ubgrid model for star formation and feedback. 

Gas particles with temperature T < 10 5 K and density � =
/ 〈 ρ〉 > 1000 are immediately converted into star particles in all

https://www.nottingham.ac.uk/astronomy/sherwood-relics/
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Table 1. Summary of the Sherwood–Relics simulations (Puchwein et al. 2023 ) used in this work. The columns, from left to right, list the model name, box size 
in h −1 cMpc, the gas and dark matter particle number, the gravitational softening length in h −1 ckpc, the dark matter and gas particle masses in h −1 M �, the 
redshift, z r , where the volume averaged neutral hydrogen fraction first falls below 〈 x HI 〉 = 10 −3 , and the mid-point of reionization, z mid , where 〈 x HI 〉 = 0 . 5. 

Name L box ( h −1 cMpc) N part l soft ( h −1 ckpc) M dm 

( h −1 M �) M gas ( h −1 M �) z r z mid 

40–2048 40 2 × 2048 3 0.78 5 . 37 × 10 5 9 . 97 × 10 4 5.7 7.5 
160–2048 160 2 × 2048 3 3.13 3 . 44 × 10 7 6 . 38 × 10 6 5.3 7.2 
40–1024 40 2 × 1024 3 1.56 4 . 30 × 10 6 7 . 97 × 10 5 5.7 7.5 
40–512 40 2 × 512 3 3.13 3 . 44 × 10 7 6 . 38 × 10 6 5.7 7.5 
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odels (the ‘quick Ly α’ approximation; Viel, Haehnelt & Springel 
004 ). The simulations will therefore not correctly capture the 
ncidence of very high density gas in haloes, but this will only affect
he mean free path once the Lyman-limit opacity is dominated by 
as within the virial radius of haloes (i.e. well after reionization has
ompleted). A test of this ‘quick Ly α’ approximation and its effect on 
he mean free path is provided in Appendix A . The mass resolution
f our main simulation, 40–2048, has been chosen to adequately 
esolve small-scale structure in the low-density IGM, while also 
aintaining a large enough cosmological volume to sample a good 

ange of halo masses. We will use the 160–2048 and 40–512 models
o assess the effect of simulation volume and mass resolution on our
esults. For all simulations, a 	 CDM cosmology with 
m 

= 0 . 308,
	 

= 0 . 692, 
b = 0 . 0482, h = 0 . 678, σ8 = 0 . 829, and n = 0 . 961
s assumed (Planck Collaboration XVI 2014 ). 

The luminosity of H I photoionizing sources in the simulations 
s proportional to the total halo mass, where a minimum host
alo mass of M h > 10 9 h 

−1 M � is assumed. The mean energy for
he ionizing photons is 18 . 6 eV, corresponding to a black body
pectrum with T = 40 , 000 K. Following the approach used in
arlier work by Kulkarni et al. ( 2019 ) and Keating et al. ( 2020a ),
wo of the models we use here have been calibrated to match
bservational measurements of the mean transmitted flux of the 
y α forest. The 40–2048 simulation was calibrated to match 

he results from Bosman et al. ( 2018 ) and Eilers et al. ( 2018 ),
hereas the 160–2048 simulation was calibrated to match the 
ore recent Bosman et al. ( 2022 ) measurements. Despite the 
 v erlap between the different Ly α forest measurements; how- 
ver, the 40–2048 and 160–2048 simulations have slightly differ- 
nt reionization histories, with mid-points (i.e. where the volume 
verage neutral hydrogen fraction 〈 x H I 〉 = 0 . 5) at z mid = 7 . 5 and
 mid = 7 . 2, respecti vely. This dif ference is attributable to the dif-
erent simulation volumes (see Section 2.2 ). The 40–512 and 40–
024 models use the same reionization history as the 40–2048 
odel. 

.2 Comparison of the simulated mean free path to 
bser v ations 

 variety of approaches have been used to compute the Lyman- 
imit mean free path in the literature (see Satya v olu et al. 2023 for
 recent discussion). In this work, we follow Rahmati & Schaye 
 2018 ) and use the mean of the free path distribution obtained from
he simulation v olume. Satya v olu et al. ( 2023 ) demonstrated this
ields a mean free path in good agreement with the e-folding scale
btained by fitting the average Lyman continuum transmission with 
n exponential (e.g. Prochaska et al. 2009 ). 

The free path, λfp , is defined as the distance o v er which a Lyman-
imit photon ( λ = 912 Å) will encounter an optical depth, τ912 , equal
o unity. For a sight-line, i, drawn a proper distance R parallel to the
artesian axes of the periodic simulation volume, we require 

912 , i = σ912 

∫ λfp , i 

0 
n H I ( R) d R = 1 , (1) 

here σ912 = 6 . 348 × 10 −18 cm 

2 is the photoionization cross-
ection (Verner et al. 1996 ). We choose the starting position of each
ight-line in the simulation at random. If the distance required to
chieve an optical depth of unity exceeds the box size, we add further
andomly selected sight-lines on to the first. The mean free path, λmfp ,
s then the average free-path over an ensemble of N sight-lines 

mfp ≡ 〈 λfp , i 〉 = 

1 

N 

N ∑ 

i = 0 

λfp , i . (2) 

hroughout this work, we use between N = 10 4 –10 6 , which provides
 well converged measurement. 

The 40–2048 and 160–2048 simulations are compared to obser- 
ational constraints in Fig. 1 . Clockwise from the top panel, these
re: the mean free path, λmfp , for Lyman limit photons, the ionizing
missivity, ṅ , the v olume a veraged H I photoionization rate, 〈 � H I 〉 ,
he v olume a veraged ionized hydrogen fraction, 1 − 〈 x H I 〉 , and the
ean transmission in the Ly α forest, 〈 F 〉 . The good agreement
ith the observed mean Ly α forest transmission at z > 5 in the
iddle left panel is by design, and is not a prediction of the models.
oth simulations have a late end to reionization, at z < 6 (see
able 1 ), and are consistent with observational measurements of 

he ionized hydrogen fraction and the H I photoionization rate at
 > 5. The ionizing emissivity drops to ṅ � 3 × 10 50 s −1 cMpc −3 

t z < 6 in both models, where ṅ ∝ � H I /λmfp . This behaviour is
ualitatively similar to other recent reionization models (Kulkarni 
t al. 2019 ; Keating et al. 2020a , b ; Cain et al. 2021 ; Gaikwad
t al. 2023 ; Asthana et al. 2024 ) and is driven by mandating the
imulations reproduce the observed Ly α forest transmission. An 
onizing emissivity of ṅ � 3 × 10 50 s −1 cMpc −3 corresponds to only
–2 ionizing photons per hydrogen atom emitted o v er the age of the
niverse at z = 6 (Miralda-Escud ́e 2003 ; Bolton & Haehnelt 2007 ).
iven that the collapsed mass fraction in haloes will monotonically 

ise towards lower redshift, the apparent need for this rather low
onizing emissivity at z = 6 implies some redshift evolution in the
scape fraction or efficiency of ionizing photon sources at z > 6
Ocvirk et al. 2021 ). Alternatively, models of the IGM approaching
he end stages of reionization may still be incomplete (see Cain et al.
024 , for a recent discussion). 
The redshift evolution of the mean free path in the simulations

see also Table 2 ) is in good agreement (within 1 σ ) with the recent
indirect) determination of the mean free path from the Ly α forest
ransmission at 4 . 9 < z < 6 (Gaikwad et al. 2023 ). Similar λmfp 

easurements have also recently been independently reported by 
avies et al. ( 2024 ). The models are also in good agreement with the
ean free path measured from the Lyman continuum transmission 

n stacked quasar spectra at z < 5 . 7 (Worseck et al. 2014 ; Becker
MNRAS 532, 2401–2417 (2024) 
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M

Figure 1. Comparison of two simulations used in this work, 40–2048 (black dashed curves) and 160–2048 (violet dotted curves) to observational data. Top: 
The Lyman-limit photon mean free path. The observational data are obtained from the Lyman-limit transmission in stacked quasar spectra (Prochaska et al. 
2009 ; Worseck et al. 2014 ; Becker et al. 2021 ; Zhu et al. 2023 ) and (indirectly) from the Ly α forest (Gaikwad et al. 2023 ). All error bars are 1 σ . Predictions 
from other recent simulations are the low τCMB model in Keating et al. ( 2020b ) (brown dot–dashed curve), THESAN-1 (Garaldi et al. 2022 , solid grey curve), 
and CoDa III (Lewis et al. 2022 ; blue dashed curve). Middle left: The mean transmission of the Ly α forest against redshift (Bosman et al. 2018 ; Eilers et al. 
2018 ; Bosman et al. 2022 ). The 40–2048 model was calibrated to match Eilers et al. ( 2018 ) and Bosman et al. ( 2018 ), whereas the 160–2048 simulation has 
been calibrated to reproduce Bosman et al. ( 2022 ). The good agreement with the data at z > 5 is by design and is not a prediction. Middle right: The ionizing 
emissivity against redshift. Bottom left: The volume averaged ionized hydrogen fraction. The observational data include lower limits from dark pixels and gaps 
in the Ly α and Ly β forest (McGreer, Mesinger & D’Odorico 2015 ; Zhu et al. 2022 ; Jin et al. 2023 ) and the Ly α damping wing in quasar (Greig et al. 2017 , 
2022 ) and galaxy (Umeda et al. 2023 ) spectra. Bottom right: The volume averaged H I photoionization rate. Observational constraints are from the quasar 
proximity effect (Calv erle y et al. 2011 ) and the Ly α forest transmission (Becker & Bolton 2013 ; Gaikwad et al. 2023 ). Note the redshift range on the horizontal 
axis is not the same in all panels . 
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t al. 2021 ; Zhu et al. 2023 ). For the highest redshift data point
t z = 5 . 93, the 40–2048 (160–2048) model is 1 . 2 σ (1 . 8 σ ) abo v e
he recent Zhu et al. ( 2023 ) measurement. At z < 6, the mean free
ath redshift evolution for the 40–2048 model is very similar to
HESAN-1 (Garaldi et al. 2022 ; solid grey curve), but more gradual
han CoDa III (Lewis et al. 2022 ; blue dashed curve). Note also
he mean free path from Keating et al. ( 2020b ) is larger than the
60–2048 simulation at z > 5 . 2, despite these models both using
NRAS 532, 2401–2417 (2024) 
-GADGET-3 and ATON simulations performed at the same mass
esolution and box size. This is in part because Keating et al. ( 2020b )
dopted a larger emissivity at z < 7 by calibrating to match the
osman et al. ( 2018 ) Ly α forest transmission. Ho we ver, another
ifference is that Keating et al. ( 2020b ) used ATON simulations
hat did not follow the patchy hydrodynamical response of the
as to photoheating during reionization. Instead, they performed
ost-processed radiative transfer simulations on IGM density fields
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Table 2. The v olume a veraged neutral hydrogen fraction, 〈 x H I 〉 , and mean 
free path for Lyman-limit photons, λmfp , predicted by the 40–2048 and 160–
2048 simulations, at selected redshifts, z. 

z 〈 x H I 〉 λmfp (pMpc) 〈 x H I 〉 λmfp (pMpc) 
(40–2048) (40–2048) (160–2048) (160–2048) 

5.4 10 −4 . 19 5.63 10 −2 . 35 7.44 
6.0 0.05 1.46 0.14 1.84 
7.0 0.41 0.20 0.48 0.25 
8.0 0.67 0.05 0.71 0.05 
10.0 0.90 10 −2 . 17 0.91 10 −2 . 24 
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Figure 2. Top: The mean free path, λmfp , against the volume averaged H I 

fraction, 〈 x HI 〉 , for the Sherwood–Relics simulations used in this work. The 
40–2048 (black solid curve), 40–1024 (orange dash dotted curve) and 40–512 
(red dashed curve) models have the same box size, 40 h −1 cMpc, but the gas 
particle mass in 40–512 (40–1024) is 64 (8) times larger than 40–2048, which 
has M gas = 9 . 97 × 10 4 h −1 M � (see Table 1 ). The 160–2048 simulation (blue 
dotted curve, box size 160 h −1 cMpc) has 64 times the volume of 40–2048 
but has the same mass resolution as 40–512. Bottom: The ratio of the mean 
free path at fixed box size for a factor of 64 and 8 difference in the gas particle 
mass (red dashed and orange dash dotted curv es, respectiv ely), and at fixed 
mass resolution for a factor of 64 difference in simulation volume (blue dotted 
curve). The sharp features at log 10 〈 x H I 〉 ∼ −4 arise from differences in the 
neutral fraction where the IGM transitions to being fully reionized. 
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xtracted from a cosmological simulation that was quickly reionized 
nd heated at z = 15 by the spatially uniform Haardt & Madau ( 2012 )
V background. This early, uniform heating of the IGM will assist

n suppressing small-scale gas clumping and could also increase the 
ean free path. 
Furthermore, at 5 ≤ z ≤ 7 – where the mean Ly α forest transmis-

ion in the tw o Sherw ood–Relics simulations in Fig. 1 is similar by
esign – the mean free path in the 160–2048 model is ∼ 20 per cent
arger than 40–2048. This is despite reionization being slightly 
elayed (by �z ∼ 0 . 3–0.4) in 160–2048 relative to the 40–2048
imulation. This difference is partly because the 160–2048 model 
ontains more massive haloes and larger, rarer ionized bubbles, as a 
esult of the 64 times larger simulation volume (cf. Iliev et al. 2014 ;
aur et al. 2020 ; Lu et al. 2024 ). Ho we ver, another dif ference is
ass resolution; the 160–2048 simulation has a factor of 64 poorer 
ass resolution compared to 40–2048 (see Table 1 ). The 160–2048 

imulation under-resolves the Lyman-limit opacity from small-scale 
tructure in the already reionized IGM. 

We examine the effect of simulation mass resolution and box size 
n the mean free path further in Fig. 2 . Here, we choose to show
he mean free path against the volume averaged H I fraction, 〈 x HI 〉 ,
ather than against redshift. This allows us to isolate the effect of
ox size and mass resolution from the redshift-dependent ionization 
tate of the IGM (see e.g. Rahmati & Schaye 2018 ). The mean free
ath in the 40–512 (40–1024) simulation is typically 20 (5) per cent
arger than the 40–2048 model, and is as much as 40 (10) per cent
arger at 〈 x HI 〉 = 10 −4 . This is due to unresolved small-scale structure
n the lower resolution models, resulting in an underprediction of 
he Lyman-limit opacity from the reionized IGM. The mean free 
ath in the 40–2048 simulation should therefore be reasonably well 
onverged (within 5 per cent) with mass resolution. Ho we ver, the
ean free path in the 160–2048 simulation will not be converged with 
ass resolution and is likely o v erestimated by at least 20 per cent.
ence, as has been discussed elsewhere (e.g. Cain et al. 2021 ; Park

t al. 2023 ; Satya v olu et al. 2023 ; Georgiev, Mellema & Giri 2024 ),
art of the reason for previous models failing to fully capture the
edshift evolution of the mean free path first reported by Becker et al.
 2021 ) may be unresolved photon sinks. We argue in Section 3.2
hese sinks include residual neutral hydrogen in the diffuse, reionized 
GM. 

In contrast, the smaller box size of 40 h 

−1 cMpc used for the 40–
12 simulation results in an underprediction of the mean free path 
y up to a factor of two, relative to 160–2048. This is because of the
arger ionized bubbles and brighter ionizing sources/more massive 
aloes present in the 160–2048 simulation. This explains why a 
lightly later end to reionization (by �z = 0 . 3–0.4 when compared
o 40–2048) is required for the 160–2048 simulation to match the 
y α forest transmission. For comparison, Iliev et al. ( 2014 ) reported
 box size of > 100 h 

−1 cMpc is required to converge on the mean
eionization history, and a box size of > 200 h 

−1 cMpc is needed to
dequately capture the large-scale patchiness of reionization. Our 
60–2048 model should therefore be mar ginally conver ged with box
ize. 

 T H E  LY MAN-LI MI T  O PAC I T Y  IN  

H E RWO O D – R E L I C S  

.1 Physical origin of the free-path distribution 

e now turn to examine the origin of the free path distribu-
ion in the 40–2048 simulation. The free path PDFs for five
ifferent volume averaged neutral hydrogen fractions, 〈 x H I 〉 = 

 . 90 , 0 . 67 , 0 . 41 , 0 . 05 , 10 −4 . 19 (corresponding to redshifts z =
0 , 8 , 7 , 6 , 5 . 4, see Table 2 ) are shown in Fig. 3 . The mean free
ath, λmfp , is shown by the cross on each curve. 
Prior to the completion of reionization (i.e. for 〈 x H I 〉 � 10 −3 ),

he free path distribution is bimodal, with a characteristic mini- 
um between the two modes at λfp ∼ 10 −2 pMpc. The mode at

maller (larger) λfp arises from the neutral (ionized) hydrogen in the 
imulation volume. The relative amplitudes of the modes depend 
n the average neutral fraction, and are similar for 〈 x H I 〉 ∼ 0 . 5.
n all cases, the range of free path v alues v aries o v er 4–5 orders
f magnitude. This range reflects the distribution of gas densities 
n the simulation, with the smallest free paths often associated 
ith the highest density neutral gas. Following the completion 
f reionization ( 〈 x H I 〉 � 10 −3 ), there are no neutral islands and
MNRAS 532, 2401–2417 (2024) 



2406 J. Feron et al. 

M

Figure 3. The PDF of the logarithm of the Lyman-limit free path, 
log 10 ( λfp / pMpc), in the 40–2048 model for five different volume weighted 
neutral hydrogen fractions/redshifts (see Table 2 ). The mean free path is 
shown as a cross on each distribution. The bimodality arises from the 
distribution of ionized and neutral regions in the model and depends on 
the average H I fraction. 
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he bimodality is absent. These results are very similar to earlier
ndependent work by Lewis et al. ( 2022 ) using the CoDa III radiation
ydrodynamical simulation, suggesting a bimodal distribution for
NRAS 532, 2401–2417 (2024) 

igure 4. Projection of the logarithm of H I column density, log 10 ( N H I / cm 

−2 ) (
og 10 ( λfp / pMpc) (right panel), in the 40–2048 model at z = 7, when 〈 x H I 〉 = 0 . 41
ocal H I density in each pixel, rather than using equation ( 1 ). The slice width is 6
aloes (i.e. all haloes with total mass M h ≥ 10 9 h −1 M �) are shown as white circles
alo in the slice – located in the large ionized region slightly left of the box centre 

le
fp is a generic prediction of inhomogeneous reionization mod-
ls. 

The spatial distribution of the free path is illustrated in Fig. 4 . This
hows a projection of the 40–2048 model at z = 7 ( 〈 x H I 〉 = 0 . 41)
 v er a slice of width 64 pkpc – approximately the Jeans length at
he mean background density (see equation B1 in Appendix B ). The
eft panel of Fig. 4 shows the logarithm of the H I column density,
og 10 ( N H I / cm 

−2 ), while the right panel displays the logarithm of
he free path, log 10 ( λfp / pMpc). Pink ( N H I � 10 18 cm 

−2 ) and orange
 λfp � 10 −3 pMpc) shading corresponds to neutral hydrogen that has
et to be reionized. The origin of the bimodal distribution in Fig. 3
s no w e vident, with the ionized bubbles around clustered sources
shown as white circles) producing the free path mode at λfp ∼
 pMpc. Note also that N H I and λfp vary within the ionized and
eutral regions, due to the underlying gas density fluctuations in the
osmic web. 

We calculate H I column densities, N H I , by integrating the neutral
ydrogen density o v er windows equal to the Jeans length at the
ean background density. The choice of integration window is

omewhat arbitrary, but is motivated by the results of Schaye ( 2001 )
nd Rahmati & Schaye ( 2018 ), who found the local Jeans length is
lose to the typical size of H I absorbers following reionization. We
lso tried integrating over fixed windows of width 50 km s −1 (e.g.
urvich, Burkhart & Bird 2017 ), but found this did not qualitatively

hange our results (see Appendix B for more details). 
The resulting H I column density distribution function,

 ( log 10 N H I , R), is displayed in Fig. 5 . This is defined as the number,
 , of integration windows with column density log 10 N H I per proper

istance R, such that 

 ( log 10 N H I , R) = 

∂ 2 N 

∂ log N H I ∂ R 

. (3) 

10 

left panel), and logarithm of the proper free path for Lyman-limit photons, 
. Note that for this visualization the free path has been estimated using the 
4 pkpc and is 40 h −1 cMpc on a side. The locations of ionizing source host 
, with sizes that scale with the logarithm of the halo mass. The most massive 
– has total mass M h = 10 11 . 25 h −1 M �. 

/532/2/2401/7710764 by guest on 23 July 2024
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Figure 5. The solid curves show the H I column density distribution for 
the five different volume weighted H I fractions/redshifts used in Fig. 3 and 
summarized in Table 2 . The dashed curves exclude column densities with 
N H I /N H > 0 . 5, and therefore ignore gas that is yet to be reionized. The 
diagonal black line, f ( log 10 N H I , R) ∝ N 

1 −2 γ / 3 
H I , gives the expected slope of 

the post-reionization H I column density distribution assuming an underlying 
gas density distribution with a power-law high-density tail, P ( � ) ∝ � 

−γ , 
with γ = 2 . 6 (see the text and Appendix C for details). 
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3 Note that while column densities of N H I = 10 18 –10 19 cm 

−2 are typically 
associated with Lyman-limit systems, prior to the end of reionization these 
arise from H I in the diffuse IGM, rather than from high density, self-shielded 
gas (see Fig. 6 ). 
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imilar to the free path distribution, the column density distribution in 
ig. 5 is bimodal if 〈 x H I 〉 > 10 −3 , with modes at N H I ∼ 10 15 . 5 cm 

−2 

 ∼ 10 19 cm 

−2 ) arising from the predominantly ionized (neutral) hy- 
rogen gas. This is further highlighted by the dashed curves in Fig. 5 ,
here all H I column densities with N H I /N H > 0 . 5 (i.e. hydrogen

hat is more than 50 per cent neutral) have been removed from the
istribution. For the largest H I fractions, the dashed curve deviates 
ubstantially from the solid curve at N H I > 10 18 cm 

−2 . Following
he completion of reionization, ho we ver, the dashed and solid curves
re almost identical. At column densities N H I > 10 14 –10 15 cm 

−2 (i.e.
here the distribution is complete), the shape of the distribution ap- 
roximately follows a power law for the predominantly ionized gas, 
lthough there is a hint of flattening in the slope at N H I ∼ 10 17 cm 

−2 

ue to self-shielded gas (e.g. Altay et al. 2011 ). When the H I in the
ost-reionization IGM is in photoionization equilibrium, the shape 
f f ( log 10 N H I , R) is directly related to the gas density distribution
see Appendix C ). For a gas density distribution with a power-law
ail, P ( � ) ∝ � 

−γ , we expect that f ( log 10 N H I , R) ∝ N 

1 −2 γ / 3 
H I (e.g.

urlanetto & Oh 2005 ; McQuinn, Oh & Faucher-Gigu ̀ere 2011 ). 
Fig. 6 shows 2D histograms that elucidate the relationship between 

he H I column density and the gas density, temperature, H I

hotoionization rate and H I fraction for 〈 x H I 〉 = 0 . 90 , 0 . 41 , and
0 −4 . 19 (corresponding to z = 10 , 6 , and 5.4, respectively, in the
0–2048 simulation). Here, we denote quantities that have been 
v eraged o v er the column inte gration window with 〈 . . . 〉 N H I . Prior
o the completion of reionization at z < 6 the temperature and
 I fractions are bimodal, although note column densities with 
 � H I 〉 N H I = 0 (i.e. for 〈 x H I 〉 N H I = 1) are not shown on the logarithmic
cale used in the lower panels. Column densities N H I > 10 18 cm 

−2 

ost often correspond to cool, 〈 T 〉 N H I � 10 3 K neutral gas, with
hotoionization rates 〈 � H I 〉 N H I � 10 −14 s −1 . The largest column den-
ities, N H I > 10 21 cm 

−2 , are almost e xclusiv ely associated with the
ighest density gas with 〈 � 〉 N � 10. Gas that has been reionized has
HI 
 T 〉 N H I ∼ 10 4 K, 〈 �〉 N H I ∼ 10 −12 –10 −13 s −1 , and 〈 x H I 〉 N H I � 10 −3 ,
ith typical column densities of N H I ∼ 10 15 –10 16 cm 

−2 at the mean
ackground density. The upward scatter at 〈 T 〉 N H I > 10 4 . 5 K, which
s particularly evident in the left column of Fig. 6 , is associated with
as shocked by gravitational infall (see also fig. 5 of Puchwein et al.
023 ). 

.2 Lyman-limit opacity as a function of H I column density 

e now quantify the role that different H I column densities play in
etermining the opacity of the IGM to Lyman-limit photons. Here, 
e follow Rahmati & Schaye ( 2018 ) and Nasir et al. ( 2021 ) and

ompute the Lyman-limit opacity by inte grating o v er the H I column
ensity distribution (see also Prochaska et al. 2009 ; Becker et al.
021 ; Zhu et al. 2023 ). The differential distribution of the opacity to
yman-limit photons, κeff , is calculated as 

d κeff 

d log 10 N H I 
= 

1 

δ log 10 N H I 

×
∫ N H I + δN H I 

N H I 

f ( N H I , R)(1 − e −N H I σ912 ) d N H I , (4) 

here f ( N H I , R) = f ( log 10 N H I , R) / ( N H I ln 10) is the column den-
ity distribution function (i.e. equation 3 ) and δ log 10 N H I = 

og 10 (1 + δN H I /N H I ) = 0 . 2 is our adopted bin size. The cumulative
istribution of the opacity is then 

eff ( ≤ log 10 N H I ) = 

∫ log 10 N H I 

0 

d κeff 

d log 10 N H I 
d log 10 N H I . (5) 

his quantity is related to the ef fecti ve optical depth to Lyman-
imit photons, τeff , by κeff = d τeff / d R, and the attenuation length λeff 

y κeff = λ−1 
eff . We find the attenuation length is typically within a

 actor of tw o of the mean free path given by equation ( 2 ) (see e.g.
ppendix A in Theuns & Chan 2024 ), but this factor will be sensitive
o the choice of column density integration window. 

The differential opacity is shown in the left panel of Fig. 7 . For
 x H I 〉 > 10 −3 the differential opacity exhibits a peak at N H I = 10 18 –
0 19 cm 

−2 associated with mostly neutral hydrogen 3 with N H I /N H >

 . 5. The peak occurs around 1 dex higher compared to Rahmati &
chaye ( 2018 ), but as discussed earlier, this value will depend on
ur choice of integration window as well as differences in the
ssumed reionization history, which for 40–2048 ends later than 
he fiducial model in Rahmati & Schaye ( 2018 ). For 〈 x H I 〉 < 10 −3 

i.e. at the end of reionization), the contribution of column densities
ith N H I > 10 18 –10 19 cm 

−2 to the total Lyman-limit opacity is
inimal, and instead gas with N H I ∼ 10 16 –10 17 cm 

−2 dominates 
he differential opacity (i.e. at the H I column densities typical of
trong Ly α forest absorbers). At z = 5 . 4, these absorbers have
verage densities 〈 � 〉 N H I ∼ 3, temperatures 〈 T 〉 N H I ∼ 10 4 . 1 K, and
 I fractions 〈 x H I 〉 N H I ∼ 10 −3 . 5 . 
Insight into the role the already reionized IGM plays in setting the
ean free path may be obtained from the cumulative opacity, dis-

layed in the right panel of Fig. 7 . Here, we report the fraction of the
otal opacity that originates from ionized regions with N HI /N H ≤ 0 . 5
the dashed curves in Fig. 7 ). For the five neutral hydrogen fractions
hown at z = 10 , 8 , 7 , 6 and 5.4, this represents 3 , 13 , 27 , 61 and
 99 per cent of the total opacity , respectively . Hence, during the
MNRAS 532, 2401–2417 (2024) 
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Figure 6. Each column in this figure shows a different v olume a veraged neutral fraction/redshift, where from left to right, 〈 x H I 〉 = 0 . 90 , 0 . 05, and 10 −4 . 2 , 
corresponding to z = 10 , 6 and 5.4 (see Table 2 ). Top row: A 2D histogram of the logarithm of the average temperature, 〈 log 10 ( T / K) 〉 N H I , against the logarithm 

of the average overdensity, 〈 log 10 � 〉 N HI , within the integration windows used to calculate the H I column densities in the 40–2048 simulation. The value of 
the average H I column density in each bin is displayed in the colour bar on the right of the figure. Contours show the number density of systems in each bin, 
with the density increasing by 1 dex for each contour level. Middle row: As for the top ro w, but no w sho wing the logarithm of the average H I fraction in each 
integration window, 〈 log 10 x H I 〉 N H I against 〈 log 10 � 〉 N H I . Bottom row: As for the top ro w, but no w sho wing the logarithm of the average H I photoionization 
rate in each integration window, 〈 log 10 ( � H I / s −1 ) 〉 N H I against 〈 log 10 � 〉 N H I . Note the different range on the vertical axis of each row. 
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nal stages of late reionization at z = 6, the majority of the Lyman-
imit opacity in the IGM arises from gas that is mostly ionized. This
esult is consistent with Rahmati & Schaye ( 2018 ), who pointed out
he importance of the cumulative opacity arising from systems with
 H I < 10 16 . 5 cm 

−2 (i.e. absorbers below the Lyman-limit system
hreshold of N H I = 10 17 . 2 cm 

−2 ) for setting the mean free path during
he final stages of reionization. These systems will be associated with
eionized gas that may also have had time to dynamically respond to
hotoheating (Nasir et al. 2021 ; Puchwein et al. 2023 ). Resolving the
mall-scale structure of the IGM at moderate o v erdensity is therefore
 necessary requirement for modelling the mean free path during the
nal stages of reionization. 

 T H E  M E A N  FREE  PATH  A RO U N D  I O N I Z I N G  

O U R C E  H O S T  H A L O E S  

.1 Method for calculating the mean free path around haloes 

hus, far we have investigated the Lyman-limit photon mean free
ath for the ‘average’ IGM, yet λmfp measurements are typically
NRAS 532, 2401–2417 (2024) 
etermined from the Lyman continuum opacity in the vicinity of
stacked) high redshift quasars (Prochaska et al. 2009 ; Becker et al.
021 ; Zhu et al. 2023 ). The quasar proximity effect (D’Aloisio et al.
018 ), neutral islands (Roth et al. 2024 ) or Lyman-limit systems
round the quasar host haloes (Prochaska et al. 2014 ) could then bias
he mean free path measurements. Satya v olu et al. ( 2023 ) addressed
hese biases and concluded that – if correctly accounted for – they
hould not significantly impact the recent λmfp measurements at 5 <
 < 6. We do not revisit the issue of measurement bias here, therefore.
nstead, we focus on understanding the physical origin of variations
n the mean free path around haloes in late reionization models. 

We first identify haloes in the simulations at the five neutral
ractions/redshifts we have investigated previously. At each redshift,
e construct mass bins each containing 10 3 unique haloes, where the

mallest halo mass in the lower bin, M = 10 9 h 

−1 M �, corresponds
o the minimum host halo mass for ionizing sources in Sherwood–
elics (Puchwein et al. 2023 ). The mean free path in each mass bin

s then calculated in the same way as described in Section 2.2 , except
hat (i) the sight-line now begins at a halo centre of mass, drawn
n one of six directions (i.e. ±x , ±y , ±z) parallel to the Cartesian
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Figure 7. Left: The differential distribution of the Lyman-limit opacity, κeff , as a function of log 10 ( N H I / cm 

−2 ) from the 40–2048 model. As for Figs 3 
and 5 , five different volume weighted H I fractions/redshifts are displayed (see Table 2 ). The dashed curves are computed ignoring all H I column densities 
with N H I /N H > 0 . 5. Right: The corresponding cumulative distribution of the Lyman-limit opacity. At 〈 x H I 〉 = 0 . 05 ( z = 6, green solid, and dashed curves), 
61 per cent of the total Lyman-limit opacity arises from hydrogen that is already ionized (i.e. with N H I /N H ≤ 0 . 5). 

a  

p  

w

R

a  

l
p  

t
r

 

t  

w
f

4

T  

(
F  

v  

c
s  

b
2

d
t  

4

e

m  

w  

l  

o  

I  

t  

r  

a  

∼  

f  

t  

m  

c  

w
 

o  

m  

z  

d  

t  

a  

t  

f  

s  

g  

d  

b  

l  

t  

g  

t  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/532/2/2401/7710764 by guest on 23 July 2024
xes of the simulation box, and (ii) the Lyman-limit photon starting
osition is at one virial radius 4 , R vir , from the halo centre of mass,
here 

 vir � 

(
2 G 

H 

2 
0 
m 

)1 / 3 

M 

1 / 3 
h � 

−1 / 3 
c (1 + z) −1 , 

= 8 . 7 pkpc 

(
M h 

10 10 M �

)1 / 3 (
� c 

18 π2 

)−1 / 3 (1 + z 

8 

)−1 

, (6) 

s is appropriate for 
m 

(1 + z) 3 � 
	 

. This is because the Lyman-
imit opacity within R vir will depend on highly uncertain subgrid 
hysics that we do not model here (e.g. star formation and feedback,
he properties of the interstellar medium, and the escape of ionizing 
adiation). 

Finally, to aid with distinguishing the halo mean free path from
he mean free path for the average IGM, in the following discussion
e introduce the notation, 	 mfp , for the Lyman-limit photon mean 

ree path starting from a halo. 

.2 Dependence of the mean free path on halo mass 

he halo mean free path, 	 mfp , against halo mass from the 40–2048
left panel) and 160–2048 (right panel) simulations is displayed in 
ig. 8 for five different H I fractions/redshifts. We also report the
alues for the 40–2048 model in Table 3 . Note that, to facilitate
omparison, the first three halo mass bins are identical for both 
imulations. The fourth mass bin in the right panel of Fig. 8 (shown
y the filled stars) contains the 10 3 most massive haloes in the 160–
048 volume. 
Several general trends are apparent in both models, despite the 

ifferences in the simulation mass resolution/box size and reioniza- 
ion history. First, regardless of the underlying H I fraction, the halo
 At the redshifts we consider here, equation ( 6 ) is within 0.3 per cent of the 
 xpression giv en by equation (24) of Barkana & Loeb ( 2001 ). 

o
1  

a
h

ean free path is not equal to the average IGM value, 	 mfp �= λmfp ,
here the average IGM value, λmfp , is indicated by the horizontal

ines on the left of the panels in Fig. 8 . Prior to the completion
f reionization the halo mean free path is greater than the average
GM value, 	 mfp > λmfp , yet once the IGM is almost fully ionized
his trend reverses, and 	 mfp < λmfp . The magnitude of this bias,
elative to the average IGM value, λmfp , changes with the volume
veraged H I fraction; at z = 5 . 4, the halo mean free path, 	 mfp , is

20 per cent smaller than the average IGM value, while at z = 10,
or the most massive haloes it is o v er an order of magnitude larger
han the average IGM value. Second, the dependence of 	 mfp on halo

ass, M h , varies with the H I fraction. During reionization, 	 mfp is
orrelated with halo mass, but after reionization the trend is reversed,
ith halo masses that are (weakly) anticorrelated with 	 mfp . 
The reason for this behaviour is explored further in the distribution

f the halo free path, 	 fp , in Fig. 9 . We show results for the 40–2048
odel at 〈 x HI 〉 = 0 . 90 , 0 . 05 and 10 −4 . 19 (corresponding to redshifts
 = 10 , 6 and 5.4), for each of the mass bins. For comparison, the
ashed green curves show the distribution for the free path, λfp , in
he average IGM. As before, the left hand column of Fig. 9 excludes
ll gas within R vir of the halo centre of mass (i.e. as for Fig. 8 ), but
he right column now excludes all gas within a larger region, 10 R vir .

We observe that – at all stages of reionization – the smallest 
ree paths are associated with gas between 1 R vir and 10 R vir ; these
mall free paths are remo v ed from the distribution that excludes
as within 10 R vir , which converges toward the average IGM
istrib ution. The 	 fp distrib ution is furthermore not as strongly
imodal as the average IGM. At 〈 x HI 〉 = 0 . 9 ( z = 10), for the
ong mode of the a verage IGM distrib ution at λfp ∼ 10 −1 pMpc,
he incidence of halo free paths is around an order of magnitude
reater than for the average IGM. Ho we ver, follo wing reioniza-
ion, when 〈 x HI 〉 = 10 −4 . 19 ( z = 5 . 4), there is instead an excess
f halo free paths at the short mode for the average IGM, λfp ∼
0 −3 pMpc. As discussed in Section 3 , these long (short) modes
re typically associated with ionized (neutral) gas, indicating that 
aloes before (after) reionization are preferentially probing the more 
MNRAS 532, 2401–2417 (2024) 
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Figure 8. The Lyman-limit mean free path around haloes, 	 mfp , against the logarithm of the total halo mass, log 10 ( M h /h 
−1 M �), for the five different neutral 

hydrogen fractions/redshifts used in Fig. 3 (see also Table 3 ). The left panel shows the 40–2048 model, while the right panel shows the 160–2048 simulation. 
The horizontal error bars give the size of each logarithmic mass bin (see the text for details). Note also the different scales on the horizontal axis of each panel, 
as well as the additional mass bin in the right panel (filled stars) for the 10 3 most massive haloes in the 160–2048 simulation. The corresponding mean free path 
for the average IGM, matching the values displayed in Fig. 1 , is shown by the horizontal lines on the left of each panel. 

Table 3. Tabulation of the halo mean free path, 	 mfp , in the 40–2048 
simulation for the five redshift/neutral fractions displayed in Fig. 8 . The 
columns list, from left to right, the redshift, z, the volume weighted H I 

fraction, 〈 x HI 〉 , the average halo mass in each bin, M h , the halo mean free 
path, 	 mfp and its ratio with the mean free path in the average IGM, λmfp . 

z 〈 x H I 〉 〈 M h 〉 ( h −1 M �) 	 mfp (pMpc) 	 mfp /λmfp 

5.4 10 −4 . 19 10 10 . 9 4.50 0.81 
5.4 10 −4 . 19 10 10 . 1 4.59 0.83 
5.4 10 −4 . 19 10 9 . 3 4.68 0.85 

6.0 0.05 10 10 . 7 1.42 0.98 
6.0 0.05 10 10 . 0 1.30 0.90 
6.0 0.05 10 9 . 3 1.18 0.82 

7.0 0.41 10 10 . 5 0.49 2.38 
7.0 0.41 10 9 . 8 0.37 1.81 
7.0 0.41 10 9 . 2 0.29 1.38 

8.0 0.67 10 10 . 3 0.26 4.93 
8.0 0.67 10 9 . 7 0.18 3.43 
8.0 0.67 10 9 . 2 0.12 2.25 

10.0 0.90 10 9 . 8 0.10 15.55 
10.0 0.90 10 9 . 4 0.06 9.50 
10.0 0.90 10 9 . 1 0.04 5.40 
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onized (neutral) hydrogen. The smallest halo free path values at
 = 5 . 4 ( z = 10) are furthermore associated with the most (least)
assive haloes, consistent with the behaviour in Fig. 8 where

alo mass anti-correlates (correlates) with 	 mfp . In other words,
ost-reionization, differences between the mean free path in the
GM and around haloes are due to large scale structure bias, but
hen the IGM is more than a few per cent neutral by volume the
ifferences instead arise from ionization bias (cf. Wyithe et al.
008 ). 
In Fig. 10 , the role that the gas density and H I fraction around the

aloes play in setting this behaviour is highlighted. The average gas
NRAS 532, 2401–2417 (2024) 
 v erdensity (left column) and H I fraction (right column) around
aloes in the three mass bins used for the 40–2048 model are
ompared to the average IGM (green curves). Each ro w sho ws the
ame three volume averaged H I fractions/redshifts as Fig. 9 . The
ore massive haloes are al w ays associated with larger o v erdensities.
 or a fix ed H I fraction, we would expect the mean free path

o decrease with increasing halo mass, because 	 mfp ∝ ( x HI � ) −1 .
o we ver, the H I fraction around the haloes also varies as reionization
rogresses. During the early stages of reionization, when 〈 x HI 〉 = 0 . 9,
he H I fraction around the most massive haloes is substantially
maller than for lower mass haloes and the average IGM. This is a
onsequence of (i) ionizing source luminosity being proportional to
alo mass in our model and (ii) the clustering of ionizing sources
round the most massive haloes (see Fig. 4 ). This enhanced ionization
ncreases the mean free path relative to the average IGM, and causes
 mfp to correlate with halo mass, M h . 
Similar behaviour is observed when the IGM is mostly reionized,

ith only a few neutral islands remaining (i.e. 〈 x H I 〉 = 0 . 05 at
 = 6, in the middle row of Fig. 10 ). Here the contrast in the
 I fraction with halo mass is smaller and the profiles vary less
ith distance from the halo centre of mass, R. This is a conse-
uence of the larger ionized regions around the haloes compared
o higher redshift. Ho we ver, by z = 5 . 4 the trend has reversed,
nd the most massive haloes have a larger average H I fraction
n their vicinity. Here, the average photoionization rate in the
GM, � H I , has increased by a factor of 2–3 from z = 6 (see
ig. 1 ), and the residual H I in the IGM is now approximately in
hotoionization equilibrium with an increasingly spatially uniform
onizing background. In this case, x H I ∝ � . It is this interplay
etween gas density and spatial variations in the H I fraction ap-
roaching haloes that drives the halo mean free path behaviour in
ig. 8 . 
Our results are consistent with Rahmati & Schaye ( 2018 ),

ho reported a bimodal distribution for the free path that was
alo mass dependent. The halo mean free path was furthermore
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Figure 9. Left column: PDFs of the logarithm of the free path for Lyman-limit photons around haloes, log 10 ( 	 fp / pMpc), in the 40–2048 simulation 
for three different volume weighted neutral hydrogen fractions/redshifts (the 〈 x HI 〉 values are indicated in the right column panels only). Solid curves 
show p( log 10 [ 	 fp / pMpc]) for the three different mass bins indicated, while the dashed green curves show the corresponding a verage IGM distrib ution, 
p( log 10 [ λfp / pMpc]). The mean free path for the average IGM, λmfp , is shown as a cross. All gas within one virial radius, R vir , of the centre of mass of the 
haloes has been excluded when calculating 	 fp (see text for details). Right column: As for the left column, but for free paths that now start at 10 R vir from the 
halo centre of mass. Note these 	 fp distributions fall more in line with the average IGM distribution (green dashed curves). 
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uppressed (enhanced) relative to the average IGM value following 
during) reionization, matching our findings. Our results are also 
roadly similar to Fan et al. ( 2024 ), who reported a slightly
maller suppression in the mean free path around ∼ 10 11 –10 12 M �
aloes of ∼ 10 per cent at z ∼ 5. In the analytical halo model
or Lyman-limit systems presented by Theuns & Chan ( 2024 ) 
he mean free path was also smaller around the massive haloes 
osting quasars at z � 6 when compared to the average IGM (see
lso Prochaska et al. 2014 ). Theuns & Chan ( 2024 ) attributed
his difference to the clustering of Lyman-limit systems around 
he quasar host haloes; the ratio between the attenuation length 
round haloes and the average IGM in their model was around 
n order of magnitude for the halo masses, M h = 10 12 –10 13 M �,
hought to be typical of quasar hosts (Pizzati et al. 2024 ). Our 40–
048 simulation only includes haloes up to 10 12 M � at 5 < z < 6,
ut do we find a small reduction, 0 . 8 � 	 mfp /λmfp � 1 . 0, at the
nd of reionization (Table 3 ). In the 160–2048 model, which 
ncludes haloes with masses up to M h = 10 12 . 8 M � at z = 6, we
nstead find 	 mfp /λmfp � 0 . 7 for the most massive haloes, al-
hough note again that we ignore all gas within the virial radius
f the haloes. Our results suggest the Theuns & Chan ( 2024 )
odel will not hold during reionization, when the mean free 

ath is no longer set by neutral gas in high density, small-scale
tructures. 
i
In summary, any systematic biases should be accounted for when 
easuring the mean free path around bright quasars at z > 5, but

s pointed out in recent work (Satya v olu et al. 2023 ; Roth et al.
024 ) these already appear to be well controlled in the most recent
easurements. The biases we discuss here will furthermore be sub- 

ominant to effect of the significantly enhanced ionization around 
right quasars at z � 6, which we do not model in this work. Lastly,
s has been noted elsewhere (e.g. Mason et al. 2018 ; Asthana et al.
024 ; Lu et al. 2024 ; Neyer et al. 2024 ), a mean free path that is
ignificantly larger than in the average IGM around ionizing source 
ost haloes during reionization will aid the visibility of high redshift
y α emitting galaxies at z > 7. Indeed, multiple objects have now
een detected with near-infrared spectroscopic observations (e.g. 
arson et al. 2022 ; Tang et al. 2023 ; Whitler et al. 2024 ), with the
urrent highest redshift Ly α emitter recently detected at z = 10 . 6
ith JWST (Bunker et al. 2023 ). 

 C O N C L U S I O N S  

n this work, we have examined the mean free path to Lyman-
imit photons, λmfp , predicted by the Sherwood–Relics simulation 
uite (Puchwein et al. 2023 ). Sherwood–Relics has been specifi- 
ally designed for modelling the Ly α forest at the end stages of
nhomogeneous reionization. Here, we consider a sub-set of the 
MNRAS 532, 2401–2417 (2024) 
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Figure 10. Left column: The logarithm of the average gas overdensity, log 10 〈 � 〉 , against distance from the halo centre of mass in the 40–2048 simulation. Each 
of the three halo mass bins may be compared to the av erage IGM (green curv es). From top to bottom, the results for three different volume weighted neutral 
fractions/redshifts are shown, 〈 x H I 〉 = 0 . 90 , 0 . 05 and 10 −4 . 19 (or z = 10 , 6 and 5.4). The dotted (dashed) vertical lines show the value of R vir (10 R vir ) for the 
average halo mass in each bin (cf. Fig. 9 ). Larger o v erdensities are associated with the more massive haloes, as expected. Right column : As for the left column, 
but now showing the logarithm of the average H I fraction, log 10 〈 x H I 〉 . Note the scale on the vertical axis is not the same in all panels. 
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herwood–Relics simulations that have been calibrated to reproduce
he observed Ly α forest transmission at 5 < z < 6, assuming a late
nd to reionization (i.e. at z < 6). The simulations self-consistently
ollow the hydrodynamical response of the diffuse IGM to photoion-
zation and heating, and our fiducial model has a mass resolution
ntermediate between the recent THESAN (Garaldi et al. 2022 ) and
oDa III (Lewis et al. 2022 ) radiation hydrodynamical simulations.

mportantly for this study, while Sherwood–Relics does not explicitly
odel star formation and dense, cool gas with � = ρ/ 〈 ρ〉 > 1000

nd T < 10 5 K, it follows the absorption systems in the Ly α forest
hat dominate the Lyman-limit opacity during the final stages of late
eionization (Rahmati & Schaye 2018 ; Nasir et al. 2021 ). Our main
ndings are as follows: 

(i) The Lyman-limit mean free path predicted by our fiducial
herwood–Relics simulation (40–2048) is reasonably well con-
erged (within 5 per cent) with mass resolution and is in good agree-
ent (typically within 1 σ ) with recent measurements of the mean free

ath from direct determinations using the Lyman continuum opacity
Becker et al. 2021 ; Zhu et al. 2023 ) and indirect determinations
sing the observed Ly α forest transmission (Gaikwad et al. 2023 ).
t z = 5 . 93, the 40–2048 simulation furthermore predicts a mean

ree path 1 . 2 σ abo v e the recent measurement presented by Zhu et al.
 2023 ), although the mean reionization history in this model will not
e converged with box size. Our larger simulation volume at lower
NRAS 532, 2401–2417 (2024) 
esolution (160–2048) is 1 . 8 σ abo v e the same measurement and has
 reionization history that should be marginally converged with box
ize (cf. Iliev et al. 2014 ). Ho we ver, the lo wer mass resolution of this
odel will o v erpredict the mean free path at fixed H I fraction by at

east 20 per cent. 
(ii) In order to match the observed Ly α transmission, reionization

ompletes at z ∼ 5 . 7 in our fiducial model, and at z ∼ 5 . 3 in our
arger, lower resolution volume. In both cases, the observed evolution
f λmfp is consistent with the emerging consensus that reionization
nds at 5 < z < 6 (see also Keating et al. 2020b ; Bosman et al. 2022 ;
araldi et al. 2022 ; Lewis et al. 2022 ). 
(iii) The Lyman-limit photon free path distribution in Sherwood–

elics is bimodal during reionization, with a minimum at λfp ∼
0 −2 pMpc. The short (long) mode is typically associated with neutral
ionized) hydrogen, and is a generic prediction of inhomogeneous
eionization models (cf. Lewis et al. 2022 ; Satya v olu et al. 2023 ).
his bimodality also manifests in the H I column density distribution,
ith H I column densities at N H I ∼ 10 19 cm 

−2 ( N HI ∼ 10 15 . 5 cm 

−2 )
ssociated with the neutral (ionized) hydrogen in the diffuse IGM. 

(iv) During the final stages of late reionization at z = 6, when the
 olume a veraged H I fraction is 〈 x HI 〉 = 0 . 05 in our fiducial model,
he majority of the total Lyman-limit opacity (61 per cent) arises
rom the residual H I fraction in the alr eady r eionized IGM . The
esidual H I is typically associated with absorber column densities
 = 10 16 –10 17 cm 

−2 with neutral fractions x ∼ 10 −4 –10 −2 , in
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road agreement with earlier work by Rahmati & Schaye ( 2018 )
sing radiation hydrodynamical simulations performed in smaller 
olumes and at lower mass resolution. 

(v) As a consequence of the typical H I absorption systems, 
 HI ∼ 10 16 –10 17 cm 

−2 , that dominate the Lyman-limit opacity at 
he tail-end of reionization, we argue that an important requirement 
or inhomogeneous reionization simulations that capture the redshift 
volution of the mean free path at the end of reionization is
esolving photon sinks in the diffuse IGM at moderate o v erdensities.
apturing these systems will also require accurate modelling of 

he hydrodynamical response of the gas to photo-heating during 
eionization (e.g. Puchwein et al. 2023 ). 

(vi) The mean free path around dark matter haloes, 	 mfp , differs
rom the average IGM throughout and after reionization. We consider 
alo masses in the range M h ∼ 10 9 –10 11 h 

−1 M � in our fiducial
imulation, but we observe the same general trends in a lower 
esolution simulation with 64 times the volume. Throughout most 
f reionization the halo mean free path is greater than the average
GM value, but during the final stages of reionization it is smaller.
he enhancement during reionization (by as much as an order of
agnitude) is because of the highly ionized bubbles centred around 

clustered) haloes; these will be rele v ant for aiding the visibility of
igh redshift Ly α emitters at z > 7 (e.g. Larson et al. 2022 ; Tang et al.
023 ; Asthana et al. 2024 ; Whitler et al. 2024 ). The suppression of
 mfp following reionization (typically by ∼ 20 per cent relative to the 

verage IGM) is because of the higher density of gas around haloes
nce the IGM is approximately in photoionization equilibrium, such 
hat x H I ∝ � . 

(vii) During reionization, the halo mean free path correlates with 
alo mass, partly because of ionizing source clustering but also 
ecause our modelling assumes the source ionizing luminosity is 
roportional to halo mass. Ho we ver, follo wing reionization, the halo
ean free path is weakly anticorrelated with halo mass (see also 
heuns & Chan 2024 ). These biases should be accounted for when
easuring the mean free path around bright quasars at z > 5, but by
 = 6 they are likely to be subdominant to the significantly enhanced
onization from the proximity effect around bright quasars (see e.g. 
atya v olu et al. 2023 ; Roth et al. 2024 ). 

Further progress with modelling the Lyman-limit mean free path at 
he end of reionization relies on capturing a large dynamic range. Our
esults suggest that a 160 h 

−1 cMpc box with a dark matter particle
ass of 5 . 37 × 10 5 h 

−1 M � (or equi v alently 2 × 8192 3 particles)
hould yield a mean free path that is reasonably well converged 
ith both box size and mass resolution. The required number of

esolution elements is already similar to the CoDa III simulation 
Lewis et al. 2022 ), but at present such models are e xpensiv e
nd have data volumes that are challenging to handle. Accounting 
or potential biases in mean free path measurements may also be 
aluable, although recent work has suggested these should already 
e well controlled in the existing data at z � 6 (Satya v olu et al. 2023 ;
oth et al. 2024 ). Finally, the rather low emissivity preferred by the
y α forest and Lyman-limit mean free path at 5 < z < 6 (where

˙ = 3 × 10 50 s −1 cMpc −3 corresponds to only 1–2 ionizing photons 
mitted per hydrogen atom o v er the age of the Universe at z = 6)
emains an important constraint on the reionization photon budget, 
articularly given the apparent abundance of ionizing photons at 
 > 6 now implied by JWST (Mu ̃ noz et al. 2024 ). This tension may
ecessitate substantial redshift evolution in the properties of ionizing 
hoton sources at z > 6, or a revision in our understanding of the
GM and structure formation during the reionization era. 
C K N OW L E D G E M E N T S  

he simulations used in this work were performed using the 
oliot Curie supercomputer at the Tr ́es Grand Centre de Calcul
TGCC) and the Cambridge Service for Data Driven Discovery 
CSD3), part of which is operated by the University of Cambridge
esearch Computing on behalf of the STFC DiRAC HPC Facility 
 www.dirac.ac.uk). We acknowledge the Partnership for Advanced 
omputing in Europe (PRACE) for awarding us time on Joliot Curie

n the 16th call. The DiRAC component of CSD3 was funded by
EIS capital funding via STFC capital grants ST/P002307/1 and 
T/R002452/1 and STFC operations grant ST/R00689X/1. This 
ork also used the DiRAC@Durham facility managed by the In- 

titute for Computational Cosmology on behalf of the STFC DiRAC 

PC Facility. The equipment was funded by BEIS capital funding 
ia STFC capital grants ST/P002293/1 and ST/R002371/1, Durham 

niversity and STFC operations grant ST/R000832/1. DiRAC is 
art of the National e-Infrastructure. JSB, LC, and EC are supported
y STFC consolidated grant ST/X000982/1. EC also acknowledges 
he support of a Royal Society Dorothy Hodgkin Fellowship and 
 Royal Society Enhancement Award. Support by ERC Advanced 
rant 320596 ‘The Emergence of Structure During the Epoch of 
eionization’ is gratefully acknowledged. MGH has been supported 
y 〈 0:funding-source 3:href="http:// dx.doi.org/10.13039/ 50110000 
271" 〉 STFC 〈 /0:funding-source 〉 consolidated grants ST/N000927/1 
nd ST/S000623/1. We thank Volker Springel for making P-GADGET- 
 available. We also thank Dominique Aubert for sharing the ATON
ode, and Philip Parry for technical support. For the purpose of open
ccess, the author has applied a Creative Commons Attribution (CC 

Y) licence to any Author Accepted Manuscript version arising from 

his submission. 

ATA  AVAI LABI LI TY  

ll data and analysis code used in this work are available from
he first author on reasonable request. Further guidance on access- 
ng the publicly available Sherwood–Relics simulation data may 
lso be found at ht tps://www.nott ingham.ac.uk/ast ronomy/sherwoo 
-relics/. 

EFERENCES  

ltay G. , Theuns T., Schaye J., Crighton N. H. M., Dalla Vecchia C., 2011,
ApJ , 737, L37 

sthana S. , Haehnelt M. G., Kulkarni G., Aubert D., Bolton J. S., Keating L.
C., 2024, preprint (arXiv:2404.06548) 

tek H. et al., 2024, Nature , 626, 975 
ubert D. , Teyssier R., 2008, MNRAS , 387, 295 
ubert D. , Teyssier R., 2010, ApJ , 724, 244 
arkana R. , Loeb A., 2001, Phys. Rep. , 349, 125 
ecker G. D. , Bolton J. S., 2013, MNRAS , 436, 1023 
ecker G. D. , Bolton J. S., Madau P., Pettini M., Ryan-Weber E. V., Venemans

B. P., 2015, MNRAS , 447, 3402 
ecker G. D. , D’Aloisio A., Christenson H. M., Zhu Y., Worseck G., Bolton

J. S., 2021, MNRAS , 508, 1853 
olton J. S. , Becker G. D., 2009, MNRAS , 398, L26 
olton J. S. , Haehnelt M. G., 2007, MNRAS , 382, 325 
olton J. S. , Puchwein E., Sijacki D., Haehnelt M. G., Kim T.-S., Meiksin

A., Regan J. A., Viel M., 2017, MNRAS , 464, 897 
olton J. S. , Gaikwad P., Haehnelt M. G., Kim T.-S., Nasir F., Puchwein E.,

Viel M., Wakker B. P., 2022, MNRAS , 513, 864 
osman S. E. I. , 2021, arXiv e-prints ,arXiv:2108.12446 
osman S. E. I. , Fan X., Jiang L., Reed S., Matsuoka Y., Becker G., Haehnelt

M., 2018, MNRAS , 479, 1055 
MNRAS 532, 2401–2417 (2024) 

file:www.dirac.ac.uk
https://www.nottingham.ac.uk/astronomy/sherwood-relics/
http://dx.doi.org/10.1088/2041-8205/737/2/L37
http://dx.doi.org/10.1038/s41586-024-07043-6
http://dx.doi.org/10.1111/j.1365-2966.2008.13223.x
http://dx.doi.org/10.1088/0004-637X/724/1/244
http://dx.doi.org/10.1016/S0370-1573(01)00019-9
http://dx.doi.org/10.1093/mnras/stt1610
http://dx.doi.org/10.1093/mnras/stu2646
http://dx.doi.org/10.1093/mnras/stab2696
http://dx.doi.org/10.1111/j.1745-3933.2009.00700.x
http://dx.doi.org/10.1111/j.1365-2966.2007.12372.x
http://dx.doi.org/10.1093/mnras/stw2397
http://dx.doi.org/10.1093/mnras/stac862
http://dx.doi.org/10.48550/arXiv.2108.12446
http://dx.doi.org/10.1093/mnras/sty1344


2414 J. Feron et al. 

M

B
B
C
C  

C  

C
C  

D  

D
D
D  

D
D  

E
F
F
F  

F
G
G  

G
G
G
G  

G  

G
H
I  

I
J
K
K  

K  

K  

L
L
L  

L  

M
M
M
M
M
M
M
M
M  

M  

N  

N

N  

N
O  

O  

P  

P  

P
P
P
P  

P
P
Q
R
R  

R  

S  

S
S
S
S
T
T
U  

V
V  

V
W  

W
W
Y
Z
Z
D

A
A

I  

u  

A  

g  

s  

e  

m  

t  

h  

p  

m  

b  

a  

o  

C  

c  

q  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/532/2/2401/7710764 by guest on 23 July 2024
osman S. E. I. et al., 2022, MNRAS , 514, 55 
unker A. J. et al., 2023, A&A , 677, A88 
ain C. , D’Aloisio A., Gangolli N., Becker G. D., 2021, ApJ , 917, L37 
ain C. , D’Aloisio A., Lopez G., Gangolli N., Roth J. T., 2024, MNRAS ,

531, 1951 
alv erle y A. P. , Becker G. D., Haehnelt M. G., Bolton J. S., 2011, MNRAS ,

412, 2543 
hardin J. , Kulkarni G., Haehnelt M. G., 2018, MNRAS , 478, 1065 
righton N. H. M. , Prochaska J. X., Murphy M. T., O’Meara J. M., Worseck

G., Smith B. D., 2019, MNRAS , 482, 1456 
’Aloisio A. , McQuinn M., Davies F. B., Furlanetto S. R., 2018, MNRAS ,

473, 560 
avies F. B. , Furlanetto S. R., 2016, MNRAS , 460, 1328 
avies F. B. et al., 2018, ApJ , 864, 142 
avies F. B. , Bosman S. E. I., Furlanetto S. R., Becker G. D., D’Aloisio A.,

2021, ApJ , 918, L35 
avies F. B. et al., 2024, ApJ , 965, 134 
oughty C. C. , Hennawi J. F., Davies F. B., Luki ́c Z., O ̃ norbe J., 2023,

MNRAS , 525, 3790 
ilers A.-C. , Davies F. B., Hennawi J. F., 2018, ApJ , 864, 53 
an J. , Chen H., Avestruz C., Khadir A., 2024, preprint (arXiv:2405.00100) 
inkelstein S. L. et al., 2019, ApJ , 879, 36 
umagalli M. , O’Meara J. M., Prochaska J. X., Worseck G., 2013, ApJ , 775,

78 
urlanetto S. R. , Oh S. P., 2005, MNRAS , 363, 1031 
aikwad P. et al., 2023, MNRAS , 525, 4093 
araldi E. , Kannan R., Smith A., Springel V., Pakmor R., Vogelsberger M.,

Hernquist L., 2022, MNRAS , 512, 4909 
eorgiev I. , Mellema G., Giri S. K., 2024, preprint (arXiv:2405.04273) 
nedin N. Y. , 2014, ApJ , 793, 29 
razian A. et al., 2023, ApJ , 955, 60 
reig B. , Mesinger A., Haiman Z., Simcoe R. A., 2017, MNRAS , 466, 4239
reig B. , Mesinger A., Davies F. B., Wang F., Yang J., Hennawi J. F., 2022,

MNRAS , 512, 5390 
urvich A. , Burkhart B., Bird S., 2017, ApJ , 835, 175 
aardt F. , Madau P., 2012, ApJ , 746, 125 

liev I. T. , Mellema G., Ahn K., Shapiro P. R., Mao Y., Pen U.-L., 2014,
MNRAS , 439, 725 

r ̌si ̌c V. et al., 2024, Phys. Rev. D , 109, 043511 
in X. et al., 2023, ApJ , 942, 59 
aur H. D. , Gillet N., Mesinger A., 2020, MNRAS , 495, 2354 
eating L. C. , Weinberger L. H., Kulkarni G., Haehnelt M. G., Chardin J.,

Aubert D., 2020a, MNRAS , 491, 1736 
eating L. C. , Kulkarni G., Haehnelt M. G., Chardin J., Aubert D., 2020b,

MNRAS , 497, 906 
ulkarni G. , Keating L. C., Haehnelt M. G., Bosman S. E. I., Puchwein E.,

Chardin J., Aubert D., 2019, MNRAS , 485, L24 
arson R. L. et al., 2022, ApJ , 930, 104 
ewis J. S. W. et al., 2022, MNRAS , 516, 3389 
u T.-Y. , Mason C. A., Hutter A., Mesinger A., Qin Y., Stark D. P., Endsley

R., 2024, MNRAS , 528, 4872 
usso E. , Fumagalli M., Rafelski M., Neeleman M., Prochaska J. X., Hennawi

J. F., O’Meara J. M., Theuns T., 2018, ApJ , 860, 41 
adau P. , Haardt F., Rees M. J., 1999, ApJ , 514, 648 
ason C. A. et al., 2018, ApJ , 857, L11 
cGreer I. D. , Mesinger A., D’Odorico V., 2015, MNRAS , 447, 499 
cQuinn M. , Oh S. P., Faucher-Gigu ̀ere C.-A., 2011, ApJ , 743, 82 
iller J. S. A. , Bolton J. S., Hatch N., 2019, MNRAS , 489, 5381 
iralda-Escud ́e J. , 2003, ApJ , 597, 66 
iralda-Escud ́e J. , Cen R., Ostriker J. P., Rauch M., 1996, ApJ , 471, 582 
iralda-Escude J. , Haehnelt M., Rees M. J., 2000, ApJ , 530, 1 
olaro M. , Ir ̌si ̌c V., Bolton J. S., Lieu M., Keating L. C., Puchwein E.,

Haehnelt M. G., Viel M., 2023, MNRAS , 521, 1489 
u ̃ noz J. B. , Mirocha J., Chisholm J., Furlanetto S. R., Mason C., 2024,

arXi v e-prints ,arXi v:2404.07250 
aidu R. P. , Tacchella S., Mason C. A., Bose S., Oesch P. A., Conroy C.,

2020, ApJ , 892, 109 
akane M. et al., 2024, ApJ , 967, 28 
NRAS 532, 2401–2417 (2024) 
asir F. , Cain C., D’Aloisio A., Gangolli N., McQuinn M., 2021, ApJ , 923,
161 

eyer M. et al., 2024, MNRAS , 531, 2943 
’Meara J. M. , Prochaska J. X., Worseck G., Chen H.-W., Madau P., 2013,

ApJ , 765, 137 
cvirk P. , Lewis J. S. W., Gillet N., Chardin J., Aubert D., Deparis N., Th ́elie
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PPENDI X  A :  EFFECT  O F  T H E  QU IC K  LY  α

PPROX IMATION  O N  T H E  M E A N  FREE  PATH  

n this appendix, we test the effect of the quick-Ly α approximation
sed in Sherwood–Relics on the Lyman-limit mean free path at z > 5.
lthough we do not have a Sherwood-Relics model that includes
as with � > 1000 and T < 10 5 K, we may gain insight using two
imulations from the original Sherwood simulation project (Bolton
t al. 2017 ). Here we make use of the 40–1024 and 40-1024-ps13
odels presented in table 1 of Bolton et al. ( 2017 ), which we refer

o here as Sherwood-qLy α and Sherwood-ps13, respectively. These
ave the same box size as the 40–2048 model, but use a dark matter
article mass that is 8 times larger. The Sherwood models do not
odel inhomogeneous reionization. Instead, a spatially uniform UV

ackground with an IGM that remains highly ionized at z > 6 is
ssumed (Haardt & Madau 2012 ). A correction for the self-shielding
f dense h ydrogen g as to ionizing photons is also included, following
hardin, Kulkarni & Haehnelt ( 2018 ). For the purpose of this
omparison, the key difference is that Sherwood-qLy α uses the same
uick-Ly α approximation used in this work, whereas Sherwood-
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The Lyman-limit photon mean free path 2415 

Figure A1. Top panel: Comparison of the mean free path in two of the 
Sherwood simulations (Bolton et al. 2017 ) to the 40–2048 simulation (solid 
curve) used in this w ork. Sherw ood-ps13 (dotted curve) uses a sub-grid 
model for star formation and feedback (Puchwein & Springel 2013 ) and 
explicitly follows high density gas in haloes, whereas Sherwood-qLy α
(dashed curve) uses the same approximation as 40–2048, where all gas 
with � > 1000 and T < 10 5 K is converted into collisionless particles. 
Both Sherwood models assume a homogeneous UV background, following 
Haardt & Madau ( 2012 ), and the IGM remains highly ionized at z > 6. 
Bottom panel: The corresponding number of Lyman limit systems per unit 
redshift for N H I > 10 17 . 2 cm 

−2 (black curves) and N H I > 10 17 . 5 cm 

−2 (blue 
curves). Observational data are from Songaila & Cowie ( 2010 ) (green cross) 
and Crighton et al. ( 2019 ) (red diamond). 
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s13 uses the star formation and energy-driven outflow model from 

uchwein & Springel ( 2013 ). The models are otherwise identical; 
he difference between them gives an indication of how missing gas 
ith � > 1000 and T < 10 5 K will alter the predicted mean free
ath. 
The results of the comparison are displayed in Fig. A1 . The upper

anel shows the mean free path, while the lower panel displays
he number of Lyman-limit systems per unit redshift, d N LSS / d z.
he difference in the mean free path predicted by Sherwood-ps13 
nd Sherwood-qLy α is at most 9 per cent z ≥ 5, with an average
ifference of 3 per cent at 5 ≤ z ≤ 7. This difference decreases
ith increasing redshift as the typical o v erdensity of gas that is
ptically thick to Lyman-limit photons decreases. A similar trend is 
bserved for d N LSS /d z, where the difference between the Sherwood
odels at z � 5 is comparable to the uncertainty on the observational
easurements from Crighton et al. ( 2019 ). Note, ho we ver, that the

ffect of missing gas will be much larger at lower redshifts as the
ypical o v erdensity of Lyman-limit systems increases. At z < 3,
he quick-Ly α model does not reproduce the observed incidence 
f Lyman limit systems. 5 

We furthermore note that the 40–2048 model is already in good 
greement with the observed Lyman-limit systems with N HI > 

0 17 . 2 cm 

−2 at z = 6, although it underpredicts the number of systems
ith N HI > 10 17 . 5 cm 

−2 at z = 5. As discussed in Section 3 and
 See, for example, fig. 1 in Miller, Bolton & Hatch ( 2019 ). 

F
n
5
c

ppendix B belo w, ho we ver, we caution that the number of systems
ill be sensitive to our choice of integration window size. 

PPENDI X  B:  C H O I C E  O F  I N T E G R AT I O N  

I N D OW  F O R  C A L C U L AT I N G  C O L U M N  

ENSITIES  

s discussed in Section 3 , we must select a length scale for computing
 I column densities, N HI . In this work we have considered windows

qual to the (redshift dependent) Jeans length at the mean background 
ensity (Schaye 2001 ; Rahmati & Schaye 2018 ), and a fixed window
f 50 km s −1 (e.g. Gurvich et al. 2017 ). We obtain the proper Jeans
ength, λJ , for gas at the mean density using, 

J = 

(
40 π2 k B 〈 T 〉 

9 〈 μ〉 m H H 

2 
0 
m 

(1 + z) 3 

)1 / 2 

. (B1) 

ere 〈 T 〉 is the volume averaged temperature in the simulation, and
 μ〉 is the volume averaged mean molecular weight, 

 μ〉 = μionised (1 − f neutral ) + μneutral f neutral , (B2) 

here μionised = 0 . 61 for an H II and He II admixture, μneutral = 1 . 22
nd f neutral is the fraction of the simulation volume with x HI > 0 . 5.
dding some representative values, equation ( B1 ) then reduces to, 

J = 90 . 5 pkpc 

( 〈 T 〉 
10 4 K 

)1 / 2 ( 〈 μ〉 
0 . 61 

)−1 / 2 (1 + z 

8 

)−3 / 2 

. (B3) 

Fig. 5 displays the column density distribution function obtained 
sing equation ( B1 ). For comparison, Fig. B1 shows the column
ensity distribution for when fixed windows of 50 km s −1 are used.
he o v erall shape of the distribution is consistent between the two
indow sizes; we do not expect qualitati ve dif ferences to arise from
ur choice of integration window. It should nevertheless be noted 
hat the absolute values for N HI will al w ays depend on the choice of
ntegration window. 
MNRAS 532, 2401–2417 (2024) 

igure B1. The H I column density distribution, as described in Fig. 5 , but 
ow N H I has been calculated by inte grating o v er a fixed window of size 
0 km s −1 . Note that although the peaks of the distribution appear at different 
olumn densities, the shape of the distribution is robust to the window choice. 
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Figure C1. Estimate of the slope of the power-law high density tail, P ( � ) ∝ 

� 

−γ , in equation ( C3 ) from the 40–2048 Sherwood–Relics model used in this 
work. The values of γ and their associated 1 σ standard deviation are obtained 
by fitting p( � ) in the simulation in steps of �z = 0 . 1, before combining into 
bins of �z = 0 . 5 to reduce noise (black points). The red line indicates a 
constant value of γ = 2 . 6 provides a reasonable fit to the data at z < 8. 
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PPENDIX  C :  A NA LY T I C A L  SCALING  

E L AT I O N S  

 commonly used approximation for modelling the Lyman-limit
hoton mean free path and the opacity of the IGM – particularly
hen correcting for small-scale, unresolved photon sinks in the

lready reionized IGM – is to use an analytical relation that captures
ow the opacity varies with the local H I photoionization rate (e.g.
cQuinn et al. 2011 ; Davies & Furlanetto 2016 ; Becker et al. 2021 ).

he details of this scaling relation derive from the model presented
n Miralda-Escude, Haehnelt & Rees ( 2000 , hereafter MHR00), as
lready discussed elsewhere (Furlanetto & Oh 2005 ; McQuinn et al.
011 ). Here we find it useful to recapitulate this model for a direct
omparison to Sherwood–Relics. 

In the MHR00 analytical reionization model, all gas up to some
ritical density, � i is assumed ionized, and gas abo v e this density
s fully neutral. The mean free path of ionizing photons is then
roportional to the chance of an ionizing photon meeting a neutral
hoton sink. Given the volume-filling fraction of ionized gas F V ,
HR00 make the ansatz that the typical extent of a ionizing photon

ink is (1 − F V ) 1 / 3 ; the chance of encountering a photon sink along
 random line of sight is then (1 − F V ) 1 / 3 / (1 − F V ) = (1 − F V ) −2 / 3 .
ence, the mean free path λ ∝ (1 − F V ) −2 / 3 . 
It is straightforward to compute F V given the differential proba-

ility distribution function for the gas density, P ( � ), 

 V = 

∫ � i 

0 
P ( � )d �, (C1) 

nd so 

∝ 

[∫ ∞ 

� i 

P ( � )d � 

]−2 / 3 

. (C2) 

HR00 showed that P ( � ) from cosmological hydrodynamical
imulations (Miralda-Escud ́e et al. 1996 ) is well fit o v er the range
 ≤ z ≤ 4 using a lognormal distribution with a high density, power-
aw tail, 

 ( � )d � = A exp 

[ 

−
(
� 

−2 / 3 − C 0 

)2 

2 ( δ0 / 3 ) 
2 

] 

� 

−γ d �. (C3) 

HR00 extrapolated this fit to higher redshifts, z > 4, assuming
= 5 / 2. 
Turning now to the production and absorption of ionizing photons,

ssuming that the mean free path of an ionizing photon is much
maller than the horizon scale, such that cosmological effects can be
eglected (sometimes called the ‘local source’ approximation, e.g.
adau, Haardt & Rees 1999 ; Schirber & Bullock 2003 ), then we can
rite � ∝ ελ, where � is the hydrogen photoionization rate and ε is

he ionizing emissivity (i.e. the number of ionizing photons emitted
er unit time per unit volume). When the IGM is highly ionized,
he emissivity is approximately balanced by the recombination rate,
� R , where 

 = α( T ) n e n H II . (C4) 

ere α( T ) is the recombination coefficient, n e is the number density
f electrons and n H II is the number density of ionized hydrogen. If
he gas is approximately isothermal, α( T ) � α, and if it is also highly
onized, n e ≈ n H II . We may then write 

 = αn̄ 2 e 

∫ � i 

0 
� 

2 P ( � )d �, (C5) 

here n̄ e is the mean number density of electrons. 
NRAS 532, 2401–2417 (2024) 
The final step is to notice that most recombinations happen at high
ensities, and that equation ( C3 ) tends to a power law P ( � ) ∝ � 

−γ

or � � 1. Plugging this into equation ( C2 ) we find 

∝ � 

2( γ−1) / 3 
i , (C6) 

nd into equation ( C5 ) yields 

 ∝ � 

3 −γ

i . (C7) 

ssuming � ∝ ελ � R λ and combining equations ( C6 ) and ( C7 )
ives an expression for the photoionization rate 

 ∝ � 

(7 −γ ) / 3 
i . (C8) 

e can now use equations ( C8 ) in ( C6 ) to remo v e the explicit
ependence on � i , giving 

∝ � 

ξ , (C9) 

here ξ = 2( γ − 1) / (7 − γ ) . For the value of γ = 5 / 2 presented
n MHR00, this leads to λ ∝ � 

2 / 3 . For the opacity, κ ∝ λ−1 , and so
∝ � 

−2 / 3 (e.g. Davies & Furlanetto 2016 ; Becker et al. 2021 ). 
We first check the expected slope of the high density power-law

ail, γ , in equation ( C3 ). In Fig. C1 we show the result of fitting
 ( � ) ∝ � 

−γ for log 10 � ≥ 1 . 2 from z = 5 . 2 to z = 10 . 1 in the 40–
048 model. We group the indi vidual v alues of γ into bins of width
z = 0 . 5 to reduce noise – within each bin we compute the mean
and standard deviation. We find that γ is not independent with

edshift, but a value of γ = 2 . 6 provides a reasonable approximation
uring the second half of reionization at z < 8. 
Next, we estimate ξ , the exponent in equation ( C9 ), from our

imulation. To do this, we start by computing the Lyman-limit photon
ttenuation length as 

= ( n H I σ912 ) 
−1 , (C10) 

here n H I is the number density of neutral hydrogen at a given
osition in the simulation, and σ912 is the photoionization cross-
ection at the Lyman limit. Note that this is not equi v alent to the
ean free path of ionizing photons defined in equation ( 2 ). 
Furthermore, equation ( C9 ) is derived under the assumption of

hotoionization equilibrium in the reionized IGM, so to estimate
we must also select regions where this condition holds in the

imulation. To do this, we require that 

 = 

x HI � 

n H (1 + χe ) x 2 H II α( T ) 
≈ 1 , (C11) 
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igure C2. The value of the power-law slope, ξ , obtained by fitting equation
 C9 ) to the distribution of the attenuation length λ = ( n H I σ912 ) −1 and local
hotoionization rate � in the 40–2048 model as a function of redshift. The
oloured data points display the result when applying ionization cuts to the
imulation data that select for gas where ionization equilibrium holds (see 
he text for details). The black horizonal line shows the analytically expected
alue of ξ = 2( γ − 1) / (7 − γ ) for γ = 2 . 6. 

s satisfied, where x HI is the neutral hydrogen fraction, x H II = 1 − x H I 
s the ionized hydrogen fraction and χe = 0 . 079 is a correction to
ccount for electrons due to singly ionized helium (assuming that 
elium is ionized once at the same time as hydrogen). In practice,
hen applying equation ( C11 ) we allow for some small deviation

round equilibrium by applying a cut on | log 10 E | . 
Fig. C2 shows the value of ξ obtained by fitting equation ( C9 ) to the

istribution of λ = ( n H I σ912 ) −1 against � for (already reionized) gas
t each redshift. We find that, for reasonable values of | log 10 E | , the
hoice of ionization cut makes a small difference to the value of ξ and
o difference to the redshift evolution. At z ≥ 6 . 3, the typical value
f ξ we obtain directly from the simulation (data points in Fig. C2 )
 v erlaps with the analytical scaling relation (solid black line) derived
rom the MHR00 model for γ = 2 . 6, although there is evidence that
 ξ that increases toward lower redshift may be more appropriate. 
o we ver, this agreement breaks at the point where the ionizing

adiation field is close to spatially uniform throughout the simulation 
ox, and it is no longer possible to fit for the λ–� correlation in
he diffuse IGM. We therefore caution against extrapolation of the 
edshift dependence of ξ to z < 6 . 3. 

Finally, returning to the H I column density distribution function, 
 ( N H I , R), Schaye ( 2001 ) showed that the extent of overdense
bsorbers will typically be of order the local Jeans length. Taking 
2024 The Author(s) 
ublished by Oxford University Press on behalf of Royal Astronomical Society. This is an Open
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ow the general expression for the proper Jeans scale (cf. equation
3 ), we have 

J = 

(
40 π2 k B T 

9 μm H H 

2 
0 
m 

(1 + z) 3 � 

)1 / 2 

. (C12) 

ropping any constants and dependence on redshift or cosmology, 
e can write 

J ∝ T 1 / 2 μ−1 / 2 � 

−1 / 2 . (C13) 

sing this relation in equation ( C11 ) we can express x H I , for highly
onized gas, as 

 H I ∝ T −0 . 72 �� 

−1 , (C14) 
here we have used α( T ) ∝ T −0 . 72 (Verner & Ferland 1996 ; Bolton

t al. 2022 ). If the typical length of an absorber is λJ , then its typical
olumn density is N H I ≈ n̄ H �x H I λJ , which we can express as 

 H I ∝ T −0 . 22 μ−1 / 2 � 

3 / 2 � 

−1 . (C15) 

ext, following Furlanetto & Oh ( 2005 ), we can relate the H I

olumn density distribution function to the underlying gas density 
istribution by 

 ( N H I , R) ∝ 

x H I 

N H I 
�P ( � ) 

d � 

d N H I 
. (C16) 

e make one further assumption, namely that, for highly ionized gas
 , μ, and � are all approximately constant, such that from equation
 C15 ) 

d N H I 

d � 

� 

(
∂ N H I 
∂ � 

)
T ,μ,� 

, (C17) 

∝ � 

1 / 2 . (C18) 

his can be plugged into equation ( C16 ) and the other terms can
e reduced to their rele v ant density dependences (i.e. x H I ∝ � and
 H I ∝ � 

3 / 2 ) to give 

 ( N H I , R) ∝ P ( � ) . (C19) 

inally, using the MHR00 high density power-law fit to P ( � ), we
an write f ( N H I , R) ∝ P ( � ) ∝ � 

−γ and hence 

 ( N H I , R) ∝ N 

−2 γ / 3 
H I . (C20) 

his result is plotted in Fig. 5 for γ = 2 . 6; we observe the slope
s similar to the high column density tail of f ( N H I , R) following
eionization. 
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