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Using the self-force approach, we present the premier first-post-adiabatic accuracy formalism for
modeling compact binaries in theories with a massless scalar field nonminimally coupled to gravity. We
limit the binary secondary to being a non-spinning compact body with no scalar dipole (we will address the
spinning and scalar dipole cases in an upcoming paper). By producing an ansatz for the scalar charged point
particle action, we derive first- and second-order perturbative field equations and equations of motion
for the secondary compact object. Under our assumptions, implementing this formalism will produce
sufficiently accurate waveform templates for precision measurements of the scalar charge of the secondary
with LISA data on extreme-mass-ratio inspirals. Our formalism is consistent with almost general scalar-
tensor theories of gravity. Implementing our formalism builds on self-force models in general relativity; we
show the incorporation into the two-timescale formalism is straightforward. Excitingly, implementation
poses no significantly more challenging barriers than computing first-post-adiabatic waveforms in general
relativity.
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I. INTRODUCTION

The detection of a new fundamental field via its imprint
on compact objects and the gravitational wave signals they
produce would be a ground-breaking discovery. Indeed,
such searches are among the key goals of current and future
gravitational wave detectors [1–5]. Asymmetric binaries
are particularly promising sources in this context [6–17].
They consist of a larger body, the primary, of mass M, and
a much smaller body, the secondary, of mass μ.1 Their
mass ratio

ε ¼ μ

M
; ð1Þ

is then very small, with the more extreme cases, known as
extreme mass ratio inspirals (EMRIs), reaching ε ∼ 10−6.

EMRIs could execute some 105 orbits while in LISA’s band
and be continuously observed for very long periods—
several months or even years. Hence, they are expected to
be excellent probes of the properties of their source [18].
Until recently attention was strongly focused on EMRIs

potential to probe the spacetime around, and hence the
properties of, the primary black hole [19–21]. However, it
was recently pointed out in [22] that the scalar charge of the
secondary could leave a strong imprint on the EMRI
waveforms—strong enough to make the charge measurable
by LISA [23]. It has also been shown in [22], using an
effective field theory framework, that, to leading order in ε,
the charge of the primary is negligible. Hence, the primary
is adequately approximated by a Kerr black hole, and
the charge for the secondary fully controls the deviations
from GR. This drastically simpler framework has already
been extended to eccentric orbits [24] and massive scalar
fields [25]. We will discuss the assumptions underpinning
this framework in detail below, but its most important
practical limitation is that it does not include any post-
adiabatic corrections that appear at second order in ε.
Indeed, a burgeoning method for modeling compact

binaries is the self-force approach in black hole perturba-
tion theory. This method provides an accurate approxima-
tion in the extreme-mass-ratio limit, ε≲ 10−4, where it is
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1In this paper μ is the zeroth order in ε mass, we allow for
higher-order corrections to the mass that come from the presence
of the scalar field.
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exorbitantly computationally expensive to produce full
inspiral waveforms using numerical relativity due to the
binary’s disparate length scales. Tackling this problem
using perturbation theory is advantageous because ε is a
naturally small expansion parameter. World-leading per-
turbative self-force models are to first-post-adiabatic
accuracy. Such accuracy provides waveforms with OðεÞ
phase error over the course of an inspiral of Oð1εÞ orbits.
Currently, waveforms to first-post-adiabatic accuracy have
been computed for quasicircular inspirals of Schwarzschild
black holes in GR. These waveforms show impressive
agreement with numerical relativity waveforms for mass
ratios smaller than Oð 1

10
Þ. Significant efforts are ongoing

to extend these results to generic orbits around a Kerr
primary black hole [26–33], and include effects such as
resonances [34] and the spin of the secondary [35–39].
Extending the perturbative self-force approach to theo-

retical scenarios that include new fundamental fields is a
fledgling field of research of clear importance. Con-
straining the existence of new fundamental fields with
LISA measurements on EMRIs requires high-accuracy
waveform templates, including the effects of these new
fundamental fields. As in GR, one has to reach first-post-
adiabatic accuracy. As a first, critical step in this direction,
in this paper, we push the approach of [22,23] to post-
adiabatic order. By generalizing the perturbative self-force
approach and using a new ansatz for the point-particle
action, we derive the field equations and equations of
motion for the secondary. That is, we provide the required
equations for modeling inspirals to first-post-adiabatic
accuracy in scenarios with a massless scalar field non-
minimally coupled to gravity. This is the first scheme for
modeling binaries perturbatively to first-post-adiabatic
accuracy beyond GR and the Standard Model and provides
a road map to full calculations.
The paper is organized as follows. In Sec. II, we discuss

the theoretical ground in which we model asymmetric
binaries beyond GR. In Sec. III, we derive a formalism for
calculating the first- and second-order self-force in a large
class of scalar-tensor theories of gravity. We exploit our
formalism to build a two-timescale approximation for
efficient first-post-adiabatic accurate modeling in Sec. V.
In Appendix A, we briefly review the self-force approach
within black hole perturbation theory in GR, derive the
metric perturbation field equations and perturbative equa-
tions of motion from our action approach, and demonstrate
why the first-post-adiabatic models provide high-accuracy
waveforms ready for LISA observations.

II. ASYMMETRIC BINARIES AND SCALAR
FIELDS

A. Action and field equations

Following Ref. [22], our starting point will be a general
action which describes a real scalar field φ nonminimally

coupled to gravity:

S½gab;φ;Ψ� ¼ S0½gab;φ� þ αSc½gab;φ� þ Sm½gab;φ;Ψ�;
ð2Þ

where

S0½gab;φ� ¼
Z ffiffiffiffiffiffiffi−gp

16π

�
R −

1

2
∂μφ∂

μφ

�
d4x; ð3Þ

g is the metric determinant, and we work in geometric units
G ¼ c ¼ ℏ ¼ 1. Sc contains any additional (self-)inter-
actions for the scalar, whereas Sm describes the matter
fields Ψ. For concreteness, we consider here a massless
scalar, omit the bare mass term in S0, and consistently
assume that Sc respects shift symmetry. However, this
approach can be straightforwardly generalized to massive
scalars [25], and we will return to this point later.
We take the coupling constant α to have dimensions

½length�n where n ≥ 2. This corresponds to negative mass
dimensions in particle physics units; i.e., we assume that
these interactions are suppressed by some characteristic
energy scale. Note that there are no terms that would
correspond to n ≤ 1 that are consistent with local Lorentz
symmetry [40]. We apply no other conditions to Sc, and
hence, our approach covers a very broad range of theo-
retical scenarios. For the time being, we leave Sm generic.
To derive field equations for the metric, one varies the

action (2) with respect to the metric, that yields

Gab½gcd� ¼ Tscal
ab ½φ� þ αTc

ab½gcd;φ� þ Tm
ab½gcd;φ;Ψ�; ð4Þ

where Gab½gcd� is the Einstein operator,

TðiÞ
ab ¼ −

8πffiffiffiffiffiffiffi−gp δSðiÞ
δgab

; ð5Þ

where i∈ fc;mg, and

Tscal
ab ½φ� ¼ 1

2
∂aφ∂bφ −

1

4
gab∂cφ∂

cφ: ð6Þ

To derive the scalar field equation one varies Eq. (2) with
respect to φ, yielding

□gφ ¼ αΣc þ Σ; ð7Þ

where □g ¼ gab∇g
a∇g

b, ∇g
a is the covariant derivative

associated with the metric gab, and

Σ ¼ −
16πffiffiffiffiffiffiffi−gp δSm

δφ
; Σc ¼ −

16πffiffiffiffiffiffiffi−gp δSc
δφ

: ð8Þ
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B. The primary

We assume that the primary is a black hole. The action S0
is covered by no-hair theorems [41,42], so any scalar hair
would have to be introduced by terms in Sc. For shift-
symmetric theories, however, Sc is also covered by the no-
hair theorem, for static and spherically symmetric [43] and
for slowly rotating [44] asymptotically flat black holes.
The only interaction that evades this theorem is a linear
coupling between φ and the Gauss-Bonnet invariant G≡
RabcdRabcd − 4RabRab þ R2 [45]. Adding the term αGBφG
to S0 introduces a nonconstant scalar field to black holes,
described by the black hole having a scalar charge; how-
ever, the scalar charge (which can be thought of as the
scalar monopole) is not an independent parameter, instead,
the scalar charge is fixed by a regularity condition on the
horizon and is determined by the mass and spin of the
black hole and αGB [44–46] (see also [47] for earlier work
without shift symmetry). The charge per unit mass d scales
as αGB=M2 in geometric units [44].
Adding additional shift-symmetric interactions will

change the scalar configuration [48], but the regularity
conditions that fix the charge persists. The charge per unit
mass is then given by an integral over the horizon H [40]

d ¼ αGB
4πM

Z
H
naGadΩ; ð9Þ

where na is the horizon generator and G ¼ ∇aGa. This
implies that any terms in Sc other than the linear coupling
with G, controlled by a coupling αi, contribute to d with a
factor of αGBαi.

C. The secondary

To initially define the matter action for (2), which
describes the secondary body in the EMRI, we use the
conventional skeletonized approach2 [50]. The skeleton-
ized description of a compact object replaces the matter
action, Sm (assuming no other matter fields are present),
with a point particle action Sp. Reference [50] presents a
point-particle action for a massive, scalar-charged, compact
object:

Sp ¼ −
Z
γ
m½φ�ds ¼ −

Z
γ
m½φ�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gabuaub

q
dτ; ð10Þ

where γ is the worldline of the compact object, uα ¼ dzα
dτ is

the four-velocity of the compact object in gab and τ is the
proper time in gab. Equation (10) introduces a mass
function m½φ�, which depends on the scalar field, generat-
ing the scalar charge. We will show that Eq. (10) is

sufficient for deriving the linear field equations but
encounters issues beyond linear order.
With our point-particle action in hand, we can now

derive the stress-energy tensor and scalar charge density
that will appear in the field equations. Varying Eq. (10) with
respect to the metric, gab, yields

Tab
m ¼ 8π

Z
γ
m½φ� δ

4½xμ − zμp½τ��ffiffiffiffiffiffiffi−gp uaubdτ; ð11Þ

the scalar charged point particle stress-energy tensor.
Varying Eq. (10) with respect to the scalar field, φ, yields

Σ ¼ 16π

Z
γ
m0½φ� δ

4½xμ − zμp½τ��ffiffiffiffiffiffiffi−gp dτ; ð12Þ

the point particle scalar-charge density.

III. PERTURBATIVE EXPANSION

The contribution α makes to gab and φ must be dimen-
sionless as gab and φ are dimensionless. As M is the only
length scale associated with the background spacetime, α
must be accompanied by a factor of 1

Mn for the leading-order
contribution. We introduce the dimensionless coupling

ζ ¼ α

Mn : ð13Þ

This can be expressed in terms of the mass ratio ε as

ζ ¼ α

Mn ¼ εn
α

μn
: ð14Þ

ζ represents the nonminimal coupling perturbation param-
eter for gab and φ.
If we assume that solutions of the field equations are

continuously connected to GR solutions as α → 0, then our
earlier assumptions for Sc, that ½α� ¼ ½length�n, with n ≥ 2,
and the expression for d in Eq. (9), imply that deviations
from GR are controlled by ζ. In particular, so long as the
length (energy) scale associated with a particular coupling
αi of a term in Sc (α denotes them collectively) is not
significantly larger (smaller) than the scale associated with
αGB, d ∝ αGB=M2 to leading order in M−1. Existing
constraints inferred from astrophysical observations imply
that α

μn ¼ Oð1Þ or smaller [51], as μ corresponds to solar
mass bodies. Therefore, the mass ratio, ε, the natural
bookkeeping parameter for the self-force approach, can
be used as the sole perturbative parameter for the problem
at hand. That is, conservatively, ζ ∼ εn.
To build our formalism, we will consistently expand the

field’s equations (4)–(7), as well as the metric and the scalar
field, up to the second order in ε. An expansion of a generic
tensor, A, takes the form

2The skeletonized formalism was first developed for electro-
magnetism and gravity [49] and has previously been extended to
scalar-tensor theories with multiple fields [50].
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A ¼ Að0Þ þ εAð1Þ þ ε2Að2Þ þOðε3Þ: ð15Þ

The metric expansion is written as

gab ¼ gab þ εhð1Þab þ ε2hð2Þab þOðε3Þ; ð16Þ

where gab is the background metric (which we take to be

the Kerr metric) and hðnÞab are the metric perturbations. The
background metric is used to raise and lower the indices of

all tensors and tensor perturbations, such as hðnÞab . We label
all the tensor perturbations with a subscript or superscript
number in brackets, which denotes the order in ε of the
perturbation. In practice, the ε dependence is implicit in the
labeled tensors, and the explicit factors of ε in Eq. (16) are
used as a counting parameter. That is, ε is set to 1 before
computing calculations.
The scalar field expansion takes the form

φ ¼ φð0Þ þ εφð1Þ þ ε2φð2Þ þOðε3Þ: ð17Þ

Note that φð0Þ corresponds to the contribution from the
action S0 for an isolated black hole, which is covered by no-
hair theorems. Hence, φð0Þ is constant and can be set to zero
by a constant shift without loss of generality.
Our procedure requires a specific treatment for the mass

function m½φ� that appears in the secondary’s stress-energy
tensor (23). To this aim we expand m½φ� as

m½φ� ¼ m½0� þm½1�φþm½2�φ2 þO½φ3�; ð18Þ

where m½0�, m½1�, and m½2� are constant coefficients. In our
setup, m½0� ¼ μ; μ can be considered as the mass of the
secondary in GR (that is, for φ ¼ 0). Note μ is not the total
mass of the secondary in scalar-tensor theories of gravity as
m½1� and m½2� can contribute to the mass when φ ≠ 0, as we
will show. We assume m½1� and m½2� have the same (stellar
mass) scale of m½0�, that is m½0;1;2�=M ¼ OðεÞ.
We can derive the explicit expression of m½φ� up to the

second order in ε by replacing (17) (with φð0Þ ¼ 0) into
Eq. (18), obtaining

m½φ� ¼ μþ εm½1�φð1Þ þ ε2ðm½2�φ2
ð1Þ þm½1�φð2ÞÞ: ð19Þ

A. Field regularization

We now return to the matter action and show how the
conventional skeletonized point particle action is problem-
atic in the self-force context. Equation (10) poses a typical
problem within self-force: near the worldline (γ), the
singular nature of the metric and scalar field makes gab
and m½φ� ill defined, whereas the four-velocity is only
defined on the worldline [52]. Hence, Eq. (10) is ill defined.
To solve this problem and extend Eq. (10) beyond linear

order, we assume the existence of a singular (S) and

regular (R) split of the metric and scalar field pertur-

bations [53,54]: hðnÞab ¼ hðnÞSab þ hðnÞRab , φðnÞ ¼ φðnÞS þ φðnÞR.
A motivation for this assumption is that such a split exists in
the decoupled case [53]. We also define

hRab ¼
X
n¼1

εnhRðnÞ
ab ; φR ¼

X
n¼1

εnφðnÞ
R : ð20Þ

hRab and φR identify the regular part of the field pertur-
bations (the part that generates the self-force) [52].
Reference [53] provides an extensive analysis of the
singular-regular decomposition to linear order, which has
been generalized to the nonlinear regime in GR [55–57].
The decomposition into singular and regular pieces

of the metric perturbations has been studied extensively

in GR in [53]. Conventionally, Gð1Þ
ab ½hð1ÞScd � ¼ 8πTmð1Þ

ab and

Gð1Þ
ab ½hð1ÞRcd � ¼ 0 are satisfied. This definition does not fully

fix the field; additionally, hSab is chosen to depend only on
the instantaneous state and position of the particle, and hRab
on the compact objects’ causal past [53]. We expect similar
definitions to hold for the metric perturbation and scalar
field in our formalism.
With Eq. (20) in hand we define an effective metric and

scalar field:

g̃ab ¼ gab þ hRab; φ̃ ¼ φR: ð21Þ

First and second-order self-force calculations in GR have
found that compact objects move as a test body of the
effective metric [58–61].
Replacing gab and ϕ with g̃ab and φ̃ in Eq. (10), we

obtain our effective point-particle action of a scalar-charged
compact object:

Sp ¼ −
Z
γ
m½φ̃�ds̃ ¼ −

Z
γ
m½φ̃�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g̃abũaũb

q
dτ̃; ð22Þ

where τ̃ is the proper time in the effective spacetime
and ũα ¼ dzα=dτ̃. Equation (22) represents our ansatz
for the point particle action. For φ̃ ¼ 0 it reduces to the
point particle action in GR, Eq. (A5), which we show to
be consistent with self-force calculations up to second
order [31,60,61] in Appendix A.
By varying the action (22) with respect to the effective

metric, g̃ab, yields

Tab
m ¼ 8π

Z
γ
m½φ̃� δ

4½xμ − zμp½τ̃��ffiffiffiffiffiffi
−g̃

p ũaũbdτ̃; ð23Þ

varying with respect to the effective scalar field, φ̃, yields

Σ ¼ 16π

Z
γ
m0½φ̃� δ

4½xμ − zμp½τ̃��ffiffiffiffiffiffi
−g̃

p dτ̃; ð24Þ
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which replace Eqs. (23) and (24), respectively.
Equations (23) and (24) inform us that m½φ̃� and m0½φ̃�
are the Bondi mass and scalar charge of the secondary
compact object, respectively.
We remark that our approach is motivated by Ref. [62],

which applied the effective metric approach to the point-
particle stress-energy of a massive compact object in GR.
Their main result was a conjecture for the second-order
stress-energy tensor of a compact object in self-force in
GR. This conjecture was later proven to hold in regular
gauges by Ref. [31].

B. The equation of motion for the secondary

Using our point particle action, Eq. (22), we can also
derive the equation of motion of the compact object. We
follow the approach of [54], varying the whole action (2)
with respect to the body’s path, xμ → xμ þ δxμ. This yields

δxμSp ¼
Z
γ

�
−
�
g̃αμ þ ũαũμ

� ∂m½φ�
∂φ

∂φ

∂xα
δxμ þ δxμm½φ�

×

�
Γ̃μανũαũν − g̃μν

d2xν

dτ̃2

��
dτ̃ þOðε3Þ: ð25Þ

Note that the contribution coming from the nonminimal
action is at least order Oðε3Þ, which is based on our earlier
assumptions that ζ ¼ Oðε2Þ and Sc contains at least one
copy of φ, which is itself order ε.
Requiring stationarity under first-order variations yields

m½φ̃�ãa ¼ m0½φ̃�ðg̃ab þ ũaũbÞ∂bφ̃þOðε3Þ; ð26Þ

where ãa ¼ ũb∇̃bũa and ∇̃b is the covariant derivative
of the effective metric. Equation (26) is equivalent to the
standard self-force equation of motion for a point scalar
charge [63–65] but extended to at least second order. The
charge moves as a point-particle being pushed away from
geodesic motion in the effective spacetime by a self-force
generated by the effective scalar field.
We can also derive evolution equations for the mass and

scalar charge of the secondary compact object [54]:

dm
dτ

¼ ∂m
∂φ̃

∂φ̃

∂τ
¼ m0½φ̃�ua∇aφ̃; ð27Þ

dm0

dτ
¼ ∂m0

∂φ̃

∂φ̃

∂τ
¼ m00½φ̃�ua∇aφ̃: ð28Þ

Note, Eqs. (23), (24), and (26) reduce to the GR limit,
Eq. (A6), when φ̃ → 0. The validity of the equations of
motion for black holes and self-gravitating extended
compact objects in an effective spacetime has been assessed
in GR up to the second order in the self-force expan-
sion [55,58–61]. Our results here are analogous but in
scalar-tensor theories of gravity, up to our assumptions.

IV. PERTURBED EQUATIONS

To isolate first- and second-order contributions of the
field’s equations (4) in orders of ε we need to expand the
nonlinear behavior of the Einstein tensor, Gab½gab�. For a
generic tensor gð0Þab þ xab, the expansion can be expressed as

Gab½xab� ¼ δGab½xab� þ δ2Gab½xab; xab�
þ δ3Gab½xab; xab; xab� þ � � � ; ð29Þ

where

δnG ¼ 1

n!
dn

dλn
G
	
gð0Þab þ λxab


��
λ¼0

: ð30Þ

Replacing the expansion (15) for the metric into Eq. (29)
gives

Gab½gab� ¼ εδGab

	
hð1Þab


þ ε2
�
δGab

	
hð2Þab




þ δ2Gab

	
hð1Þab ; h

ð1Þ
ab


þOðε3Þ;

¼ εGð1Þ
ab ½gab� þ ε2Gð2Þ

ab ½gab� þOðε3Þ; ð31Þ

where we have used Gab½gð0Þab � ¼ 0.
We shall now derive the explicit form for the first- and

second-order field equations which determine the evolution
of the metric and scalar perturbations. We also derive the
first- and second-order equations of motion of the compact
body, which depend on said perturbations. Deriving these
equations requires expanding all the quantities defined in
the metric (gab) and effective metric (g̃ab) as perturbative

expansions around the background metric gð0Þab . The
required expansions are Eqs. (17), (16), (21), and (26),
plus some nontrivial expansions given in Appendix B.

A. First-order perturbations

Expanding Eq. (4) to linear order in the mass ratio, the

field equation for hð1Þab are given by

Gð1Þ
ab ¼ δGab½hð1Þab � ¼ 8πμ

Z
γ

δ4½xμ − zμp½τ��ffiffiffiffiffiffi−gp uaubdτ; ð32Þ

which are the same as in GR.3 Hence, the standard methods
of metric reconstruction [27–29,68–70] hold. Note that
Eq. (32) can be derived using either (11) or (23) for Tm

ab

3In order for Eq. (32) to satisfy the Bianchi identity δGab must
be gauge fixed (e.g., to the Lorenz gauge) in the self-consistent
approximation [66]. This would similarly impose restrictions on
our action (2). Alternatively, one can adopt the Gralla-Wald
approximation [67], expanding the worldline in powers of ε, but
this approach does not admit a multiscale expansion.
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because this is linear order; that is, the result is equivalent to
the metric field equation in Refs. [22,23,71].
The wave equation for the scalar field perturbation φð1Þ

can be obtained by expanding Eq. (7) to linear order,

□φð1Þ ¼ 16π

Z
γ
m½1�

δð4Þ½xμ − zμp½τ��ffiffiffiffiffiffi−gp dτ; ð33Þ

where □ ¼ gabð0Þ∇a∇b and ∇a is the covariant derivative

associated with the background metric gð0Þab . Similarly, using
either (12) or (24) for Σ is viable at this order.
Equations (32) and (33) are equivalent to the decoupled

first-order field equations. Hence, we can use the regular and

singular field split for hð1Þab and φð1Þ developed in Ref. [53].
As shown in [22–24], at first-order in ε the mass

parameter m½1� can be interpreted in terms of the scalar
charge of the secondary. Expanding the scalar field in a
buffer region inside the world tube containing the compact
object, such that μ ≪ r̂ ≪ M, with r̂ being the distance
from the worldline, gives

φð1Þ ¼ μd
r̂
þO

�
μ2

r̂2

�
; ð34Þ

where d is the dimensionless scalar charge. Replacing
Eq. (33) into the field’s equation (34), and matching the
solution in the buffer zone leads to

m½1� ¼ −
μd
4
: ð35Þ

Equations (32)–(33) have been numerically integrated
in [22,24] for binaries on circular and eccentric orbits, to
compute the leading-order dissipative correction to the
energy and the angular momentum gravitational wave
fluxes. These results are equivalent the dissipative piece
of the first-order self-force and are sufficient for evolving
the binary dynamics to adiabatic accuracy.

The solution for hð1Þab and φð1Þ can be used to compute the
full (dissipative plus conservative) first-order self-force using
the first-order equation of motion. Expanding Eq. (26) gives
the first-order equations of motion4

aað1Þ ¼ aað1Þgrav þ aað1Þscal; ð36Þ

where the gravitational and the scalar components are
given by

aað1Þgrav ¼ −
1

2

�
gab þ uaub

��
2hð1ÞRbd;e − hð1ÞRde;b


udue; ð37Þ

which is identical to Eq. (A7), and

aað1Þscal ¼ m½1�
�
gab þ uaub

�∇bφ
ð1Þ
R : ð38Þ

Calculations for both að1Þgrav and aað1Þscal have been carried

out for generic orbits in the Kerr background in the
literature [72–75]. These results can be exploited to derive
the full first-order self-force in scalar-tensor theories, which
includes conservative corrections to an EMRI’s evolution.

B. Second-order perturbations

Using our expansion of Eq. (4) (including the expansions
in Appendix B), we can express the field’s equations for the
second-order metric perturbation

δGab½hð2Þcd � ¼ −δ2Gab½hð1Þcd ; h
ð1Þ
cd � þ

1

2
∂aφ

ð1Þ
∂bφ

ð1Þ

−
gab
4

∂cφ
ð1Þ
∂
cφð1Þ þ 4π

Z
γ

δ4½xμ − zμp½τ��ffiffiffiffiffiffi−gp

×
h
2m½1�φ

ð1Þ
R uaub þ μ

�
4hRð1Þ

ac ucub

− uaub
�
gcdð0Þ − ucud

�
hRð1Þ
cd

i
dτ: ð39Þ

Note, Gð2Þ
ab ¼ δGab½hð2Þcd � þ δ2Gab½hð1Þcd ; h

ð1Þ
cd �. For m½1� ¼ 0

and φð1Þ
R ¼ 0 the right-hand side of Eq. (39) reduces to the

GR form, Eq. (A11).
Expanding the scalar field equation, Eq. (7) (including

the expansions in Appendix B), to second order, we obtain

□φð2Þ ¼ −
8παð2Þffiffiffiffiffiffi−gp Gð0Þ − habð1Þ∇a∇bφ

ð1Þ −
�∇ahð1Þab

�∇bφð1Þ

þ 1

2

�∇bhð1Þ
�∇bφ

ð1Þ þ 16π

Z
γ

�
m½2�φ

ð1Þ
R −

1

2
m½1�

×
�
gab þ uaub

�
hRð1Þab

�
δð4Þ½xμ − zμp½τ��ffiffiffiffiffiffi−gp dτ; ð40Þ

where hð1Þ ¼ gabð0Þh
ð1Þ
ab .

5 As discussed earlier, ζSc is at least

Oðε3Þ, as ζ is at least order ε2 and Sc contains at least one
copy of φ. Due to this, there are no contributions from Sc to
Eq. (39) and the only contribution to Eq. (40) comes from a
linear coupling between φ and G [45]. That is

4Note, Eq. (36) cannot be derived directly from Eq. (10)
because of the lack of regularization; that is, the effective action,
Eq. (22), is required. The expansion also requires Eq. (B2).

5Equations (39) and (40) are both problematic in the sense they
are not well defined as distributions. This is due to both equations
containing products of quantities that are singular hð1Þab and φð1Þ on
the worldline. However, it is possible to construct well-defined
equations by using a puncture scheme or regularization pre-
scription (such as Hadamard finite part [76]) following Ref. [31].
In calculating the second-order puncture [77], one will also define
the existence of an appropriate singular and regular splits of hð2Þab
and φð2Þ, which we leave for future work.
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Tc
ab ¼ Oðε3Þ; ð41Þ

Σc ¼ ε2
8παð2Þffiffiffiffiffiffi−gp Gð0Þ þOðε3Þ: ð42Þ

For the leading-order contribution in Eq. (42), α has dimen-
sion ½length�2, so we label α → αð2Þ as αGð0Þ ¼ Oðε2Þ. In a
Kerr background

Gð0Þ ¼ 24M2
�ðr − ia cos½θ�Þ−6 þ ðrþ ia cos½θ�Þ−6�: ð43Þ

The expansion of the equation of motion, Eq. (26) [using
Eq. (B2)], to second order gives

aað2Þ ¼ aað2Þgrav þ aað2Þscal; ð44Þ

with

aað2Þgrav ¼ −
1

2

h�
gab þ uaub

��
2hð2ÞRbd;e − hð2ÞRde;b



−
�
gab þ uaub

�
hcbð1ÞR

�
2hð1ÞRcd;e − hð1ÞRde;c

i
udue;

ð45Þ

which is identical to Eq. (A8), and

μaað2Þscal ¼
�
gabð0Þ þ uaub

�
m½1�∇bφ

ð2Þ
R þ 2m½2�φ

ð1Þ
R ∇bφ

ð1Þ
R

−
m2

½1�
μ

φð1Þ
R ∇bφ

ð1Þ
R

�
þm½1�

�
hRcdu

cuduaub − habR
�

×∇bφ
ð1Þ
R : ð46Þ

Equation (45) is equivalent to the second-order self-force in
GR, Eq. (A8).6

The interpretation of m½2� is similar to m½1� except its
contribution to the scalar charge is suppressed by an order

in ε as there is further coupling to the scalar field φð1Þ
R .

Examining the m½2� piece in Eq. (40) we see it will also
generates a term in φð2Þ equivalent to Eq. (34). Note, the

other delta function term (which is coupled to hRð1Þ
ab ) in

Eq. (40) will also contribute a term equivalent to Eq. (34).
Therefore,

εμd¼−4
�
εm½1� þε2

�
m½2�φ

ð1Þ
R −

1

2
m½1�

�
gabþuaub

�
hRð1Þ
ab

��
:

ð47Þ

That is, m½2�, which we call hereafter “charge coupling,”

and the coupling to hRð1Þab , provide anOðεÞ correction to the
scalar charge d. We can expand d,

d ¼ dð0Þ þ εdð1Þ þOðε2Þ: ð48Þ

We redefine Eq. (35) as

m½1� ¼ −
μdð0Þ

4
; ð49Þ

and define

dð1Þ ¼ −
4

μ

�
m½2�φ

ð1Þ
R −

1

2
m½1�

�
gab þ uaub

�
hRð1Þ
ab

�
: ð50Þ

Interestingly, the only piece in the second-order equa-
tions that does not derive from a minimally coupled scalar
field to the metric is the Gauss-Bonnet invariant term in
Eq. (40), which is stationary in Kerr spacetime. Its effect
on φð2Þ in Eq. (40) is then also stationary and, hence, it will
not affect the dissipative piece of the second-order self-
force. It can, therefore, be neglected for first-post-adiabatic
accurate modeling. Hence, our formalism is independent
of the choice of scalar-tensor theories, which obey our
assumptions.
In general (including in the GR limit), the most chal-

lenging term to solve in Eq. (39) is computing the mode

decomposition of δ2Gab½hð1Þab ; h
ð1Þ
ab � near the worldline. This

problem derives from δ2Gab½hð1Þab ; h
ð1Þ
ab � being quadratic in

the first-order metric perturbation, which is singular on γ.
Reference [78] describes and addresses this problem in

detail by splitting δ2Gab½hð1Þab ; h
ð1Þ
ab � into three pieces: (i) the

regular term δ2Gab½hð1ÞRab ; hð1ÞRab �, (ii) the mildly singular

term, δ2Gab½hð1ÞSab ; hð1ÞRab � computed by casting hð1ÞSab and

hð1ÞRab as a sum of modes, and (iii) the very singular term,

δ2Gab½hð1ÞSab ; hð1ÞSab �, which can be calculated using a four-

dimensional expression for hð1ÞSab associated with the mode

expansion of hð1ÞSab . While this approach has been recently
used to calculate the first-post-adiabatic quasicircular
inspiral of a Schwarzschild binary system [79–81], the
method remains computationally expensive and highly
technical. Overcoming this issue remains a major obstacle
for self-force waveform modeling in GR.
One may have expected this problem to be exacerbated

in scalar-tensor theories of gravity as introducing additional

degrees of freedom may have resulted in δ2Gab½hð1Þab ; h
ð1Þ
ab �

being different for different theories. However, the decou-
pling of scales on which our approach builds provides key

simplifications. As the first-order metric perturbation, hð1Þab ,
is the same in GR and in all the theories of gravity specified

6The second-order self-force equations, Eqs. (45) and (46)
(and similarly calculating hð2ÞRab and φð2Þ

R ) may be unnecessary if
flux balance laws can be derived to extract the dissipative piece of
the second-order self-force directly from hð2Þab and φð2Þ.
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by the action (2), the expression for δ2Gab½hð1Þab ; h
ð1Þ
ab � remain

the same. Therefore, we can use the same δ2Gab½hð1Þab ; h
ð1Þ
ab �

constructed in GR, significantly reducing the computa-
tional burden of our formalism.
Nonetheless, additional singular terms appear at the

second order, as quadratic functions of the scalar field con-
tribute in Eq. (39). Additionally, mixed products between
the metric and the scalar linear perturbations appear in
Eq. (40). These terms are similarly challenging to calculate
as they contain products of singular functions on the world-
line. However, their mode decomposition can be computed
adopting the same method used in [78]. Remarkably, since
φð1Þ is independent of the specific theory of gravity, up to
an amplitude rescaling given by the scalar charge, all these
contributions are scalar-tensor theory invariant.

V. TWO-TIMESCALE EXPANSION

The two-timescale expansion is an example of a multi-
scale expansion [82]. In the EMRI context, Ref. [83]
used the two-timescale expansion to argue that first-post-
adiabatic models were necessary to model inspirals accu-
rately. Since then, there has been growing interest in
applying the two-timescale approximation to the EMRI
problem [36,84–86]. A two-timescale expansion was
implemented to produce the first-post-adiabatic waveform
models for Schwarzschild black holes in a quasicircular
inspiral in GR [79–81]. Here, we apply the two-timescale
approximation to our formalism similarly. We show that the
resemblance to the two-timescale framework in GR allows
calculations in scalar-tensor theories of gravity to require
only supplementary terms.
As discussed in Appendix A 1, EMRI dynamics allow us

to identify two distinct timescales [83,84]: (i) the fast-
timescale over which the orbital phases evolve and (ii) the
slow-timescale that dictates the change of the orbital
frequencies and of the physical parameters of the system.
Due to the near periodicity of each EMRI orbit, the time
evolution on the fast-timescale is effectively periodic. In
contrast, the slow-time evolution is nontrivial but contrib-
utes beyond the leading order [as t̃ ¼ Oð1εÞ] [84].
The position of the compact object at any given time can

be represented by the three orbital phases:

ϕi ≔ fϕr;ϕθ;ϕϕg: ð51Þ

The evolution of the phases, ϕi, can be expressed in terms
of their respective frequencies Ωi ≔ fΩr;Ωθ;Ωϕg,

ϕi ¼
Z

Ωi½t̃�dt; ð52Þ

where Ωi evolves on the slow-time t̃. We assume Ωi is
approximately constant on the fast-timescale. This
assumption is valid because the background spacetime is

Kerr and geodesics in Kerr are triperiodic. An appropriate
choice of fast times are the phases, ϕi, as they evolve on the
orbital timescale.
The frequencies, Ωi, can be expressed in terms of the

three constants of motion of Kerr geodesics: energy,
angular momentum, and the Carter constant, Ji ≔
fE; Jz; Qg [87]. That is,

Ωi ≔ Ωi½Ji�: ð53Þ

As the compact object does not remain on a geodesic over
the course of the inspiral, the three constants of motion
evolve over the slow-timescale. Their evolution can be
computed through the self-force. In turn, the evolution of
the frequencies of motion, Ωi can be constructed from the
self-force,

dΩi

dt
¼ εFf0g

Ωi
½Ωi� þ ε2Ff1g

Ωi
½Ωi; δMμ� þOðε3Þ; ð54Þ

where Ffng
i are nth-post-adiabatic-order self-force coeffi-

cients. Note the adiabatic self-force coefficients only
depend on the frequencies. In contrast, the first-post-
adiabatic coefficients depend on the frequencies and the
change in the system’s physical parameters δMμ, which we
explain next.
Additional physical parameters of the binary evolve on

the slow-timescale of an EMRI; one must account for their
evolution to achieve first-post-adiabatic accurate models. In
the GR case, the mass and spin of the primary black hole
evolve as gravitational waves pass into the primary black
hole horizon. The change in mass and spin are labeled as

δMA½t̃� ≔ fδM; δJg: ð55Þ

We now assess whether additional physical parameters
of an EMRI need to be evolved in scalar-tensor theories
of gravity. In scalar-tensor theories of gravity, the primary
black hole also absorbs scalar radiation. This scalar
radiation carries energy and angular momentum, which
must be accounted for in the evolution of the δMA½t̃�. One
may question if the scalar field can carry scalar charge into
the supermassive black hole. However, in general, scalar
charge does not tend to be a free parameter in scalar-tensor
theories of gravity. Instead, when present, its value is fixed
in terms of the mass and spin of the black hole by regularity
conditions on the horizon (see, e.g., [44–47]). Hence, we
expect the scalar charge of the supermassive black hole to
evolve consistently with the evolution of the mass and
angular momentum of the black hole. The scaling argu-
ments in Secs. II B and III, that multiple orders of ε
suppress the scalar charge of the supermassive black hole,
still hold. As the evolution of the mass is anOðεÞ effect, we
can neglect the evolution of the scalar charge of the
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supermassive black hole as it is a higher-order effect [at
least an Oðε3Þ effect for n ≥ 2].
A potential caveat of this argument may be that the

expectation that the scalar charge is fixed with respect to the
mass and spin is based on the properties of stationary black
holes. It is known that relaxing the assumption of statio-
narity can allow for hair formation in principle [88], but it is
reasonable to expect that the charge per unit mass of the
primary introduced by the absorption of scalar radiation
will be negligible in the present scenario. Further inves-
tigation of whether regular (near the horizon) perturbative
modes could excite further independent scalar charge
degrees of freedom within this multiscale formalism would
test this hypothesis. We can also test this hypothesis against
time-domain self-force evolutions, for which the formalism
in the main body of this paper is also consistent. Fully
nonlinear numerical investigations of a supermassive black
hole absorbing scalar radiation arising from an asymmetric
binary would also be of interest in this respect.
We next turn our attention to whether the physical

characteristics of the secondary evolve on the orbital
timescale. For EMRIs in GR, the evolution of the mass
of the secondary object is a high-order effect [36]. This is
due to the length scales of the orbital dynamics and the
radiation wavelength being much larger than the scale of
the secondary. This argument extends to scalar-tensor
theories of gravity, so we expect the secondary object’s
parameters μ and m½1� [related to μ by Eq. (49)] to remain
constant throughout the inspiral for first-post-adiabatic
modeling. This is not to say that the mass (m½φ̃�) and
scalar charge (m0½φ̃�) of the secondary remain constant, they
evolve via Eqs. (27) and (28), respectively. That is, their
evolution is determined solely by the evolution of the
scalar field, which is accounted for in the two-timescale
formalism. Hence, no additional parameters evolve on the
slow-timescale in our formalism are required; that is,
Eq. (55) holds.
The evolution of the EMRI parameters, δMA, can also be

constructed from the self-force,

dδMA

dt
¼ εFf1g

A ½Ωj� þOðε2Þ: ð56Þ

More precisely, the evolution of δM and δJ can be
calculated from the first-order scalar and gravitational
fluxes that pass through the supermassive black hole
horizon.
To implement the two-timescale approximation we need

to reexpress the first- and second-order field equations
[Eqs. (32), (33), (39), and (40)] and the equations of motion
[Eqs. (36) and (44)]. In the two-timescale approximation,
the field variables are expressed as [84]

hð1Þab ¼
X
p;q;m

h
ð1Þ;ωp;q;m

ab ½Ωi; xi�e−ikiϕi ; ð57Þ

φð1Þ ¼
X
p;q;m

φð1Þ;ωp;q;m ½Ωi; xi�e−ikiϕi ; ð58Þ

and

hð2Þab ¼
X
p;q;m

h
ð2Þ;ωp;q;m

ab ½Ωi; δMA; xi�e−ikiϕi ; ð59Þ

φð2Þ ¼
X
p;q;m

φð2Þ;ωp;q;m ½Ωi; δMA; xi�e−ikiϕi ; ð60Þ

where ki ≔ fp; q;mg, ωp;q;m ¼ kiΩi, and p, q, and m are
integers to sum over. Equations (57), (57), (59), and (60)
are a discrete Fourier series in terms of the phases of
motion, whose coefficients evolve on the slow-timescale.
The advantage of the two-timescale approximation

becomes apparent when you act with a time derivative
on the field variables; for example, a time derivative of φðnÞ
gives

dφðnÞ

dt
¼

X
p;q;m

�
φðnÞ;ωp;q;m ½t̃; xi� ∂ϕj

∂t
ð−ikjÞe−ikiϕi

þ
�
∂Ωj

∂t
∂φðnÞ;ωp;q;m

∂Ωj
þ ∂δMμ

∂t
∂φðnÞ;ωp;q;m

∂δMμ

�
e−ik

iϕi

�
:

ð61Þ

Evaluating the partial derivatives in Eq. (61): ∂ϕj

∂t ¼ Ωj

using Eq. (52); ∂Ωj

∂t ¼ εFf0g
Ωi

½Ωi� þOðε2Þ from Eq. (54);

and ∂δMμ

∂t ¼ εFf1g
μ ½Ω� þOðε2Þ from Eq. (56). As the

background spacetime and background scalar field are
stationary, and the perturbations are of the form in
Eqs. (57)–(60), we can split all time derivatives into an
algebraic Oðε0Þ piece and a differential OðεÞ piece,

∂

∂t
→ −ikjΩj þ ε

∂

∂t̃
; ð62Þ

where we have defined the slow-time derivatives, ∂

∂t̃, such
that when it acts on a field variable

∂

∂t̃
≔ Ff0g

Ωj
½Ωi�

∂φðnÞ;ωp;q;m

∂Ωj
þ Ff1g

A ½Ωj�
∂φðnÞ;ωp;q;m

∂δMA
: ð63Þ

Note, the slow-time derivatives in Eq. (62) contribute at
one order in ε higher than the fast-time derivatives [the
algebraic part of Eq. (62)]. We now use a labeling
convention [89] to denote the number of slow-time deriv-
atives in a differential operator. Take, for a simple example,
the operator

A½φðnÞ� ≔ ∂
2φðnÞ

∂t2
: ð64Þ
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As φðnÞ can be expressed using Eqs. (57) and (60), we
replace the time derivatives with fast and slow-time
derivatives using Eq. (62), giving

A½φðnÞ� ¼
�
−ikjΩjþ ε

∂

∂t̃

��
−ikjΩjþ ε

∂

∂t̃

�
φðnÞ; ð65Þ

¼ −ðkjΩjÞ2φðnÞ − 2iεkjΩj
∂φðnÞ

∂t̃
þ ε2

∂
2φðnÞ

∂t̃2
: ð66Þ

A½φðnÞ� can be expressed in orders of slow-time derivatives:

A½φðnÞ� ¼ Ah0i½φðnÞ� þ Ah1i½φðnÞ� þ Ah2i½φðnÞ�; ð67Þ

where

Ah0i½φðnÞ� ≔ −ðkjΩjÞ2φðnÞ; ð68Þ

Ah1i½φðnÞ� ≔ −2iεkjΩj
∂φðnÞ

∂t̃
; ð69Þ

Ah2i½φðnÞ� ≔ ε2
∂
2φðnÞ

∂t̃2
; ð70Þ

where the number in angular brackets denotes the number
of slow-time derivatives in the differential operator.
We also need to expand additional quantities that appear

in our equations:

zα ¼ zαð0Þ þ zαð1Þ þ � � � ; ð71Þ

uα ¼ uαð0Þ þ uαð1Þ þ � � � ; ð72Þ
�
dτ
dt

�
¼

�
dτ
dt

�
ð0Þ

þ
�
dτ
dt

�
ð1Þ

þ � � � ð73Þ

with the usual multiscale expansion definitions [85].
The operators in our field equations, Eqs. (32), (39),

(33), and (40), separate into pieces with various numbers of
slow-time derivatives. Take Eq. (32), we can reexpress it in
the two-timescale approximation as

δGh0i
ab

	
hð1Þab


þ δGh1i
ab

	
hð1Þab




¼ 8πε

Z
γ
μ

��
uað0Þu

b
ð0Þ þ ε2uðað1Þ⊥u

bÞ
ð0Þ
 δ4½xμ − zμp½τ��ffiffiffiffiffiffi−gp

− uð0Þa uð0Þb zγð1Þ⊥∇γ
δð4Þ½xμ − zμp½τ��ffiffiffiffiffiffi−gp

�
dτð0Þ þOðε3Þ; ð74Þ

where zγð1Þ⊥ ¼ ðgγα þ uγð0Þu
ð0Þ
α Þzαð1Þ and uγð1Þ⊥ ¼ ðgγα þ

uγð0Þu
ð0Þ
α Þuαð1Þ. Note, Eq. (32) is a first order in ε equation,

but implementing the two-timescale approximation has
introduced ε2 pieces in Eq. (74). The second order in ε
pieces can be promoted to the second-order field equation,
Eq. (39), giving

δGh0i
ab

	
hð1Þab


 ¼ 8π

Z
γ
μ
δ4½xμ − zμp½τ��ffiffiffiffiffiffi−gp uað0Þu

b
ð0Þdτð0Þ; ð75Þ

δGh0i
ab ½hð2Þab � ¼ −δ2Gh0i

ab

	
hð1Þab ; h

ð1Þ
ab



− δGh1i

ab

	
hð1Þab


þ 1

2
∂
h0i
a φð1Þ

∂
h0i
b φð1Þ −

1

4
gab

�
∂
h0iφð1Þ�2

þ 4π

Z
γ

δ4½xμ − zμp½τ��ffiffiffiffiffiffi−gp
�
2m½1�φ

ð1Þ
R uð0Þa uð0Þb þ μ

�
4hRð1Þac ð0Þcð0Þb − ð0Það0Þb

�
gcdð0Þ − ucð0Þu

d
ð0Þ
�
hRð1Þcd


dτð0Þ

þ 16π

Z
γ
μ

�
2uð0Þ⊥ða uð0ÞbÞ

δð4Þ½xμ − zμp½τ��ffiffiffiffiffiffi−gp − uð0Þa uð0Þb zγð1Þ⊥∇γ
δð4Þ½xμ − zμp½τ��ffiffiffiffiffiffi−gp

�
dτð0Þ; ð76Þ

where we have also expanded δ2Gab½hð1Þab � and ∂μ in orders of slow-time derivatives.
As we are interested in first-post-adiabatic modeling here, we have neglected any terms that are Oðε3Þ. For example,

δ2Gh1i
ab ½hð1Þab � ¼ Oðε3Þ, generally δnGhmi

ab ½hðiÞab� ¼ OðεðniþmÞÞ. Deriving higher-order equations with this algorithm is trivial.
Applying the slow-time derivative expansion algorithm to the scalar perturbation field equations, Eqs. (33) and (40), give

□
h0iφð1Þ ¼ 16π

Z
γ
m½1�

δð4Þ½xμ − zμp½τ��ffiffiffiffiffiffi−gp dτð0Þ; ð77Þ

□
h0iφð2Þ ¼ −

8παðnÞffiffiffiffiffiffi−gp Gð0Þ −□
h1iφð1Þ − habð1Þ∇a∇bφ

ð1Þ −
�∇ahð1Þab

�∇bφð1Þ þ 1

2

�∇bhð1Þ
�∇bφ

ð1Þ

þ 16π

�Z
γ
m½2�φ

ð1Þ
R

δð4Þ½xμ − zμp½τ��ffiffiffiffiffiffi−gp dτð0Þ −
1

2

Z
γ
m½1�

δð4Þ½xμ − zμp½τ��ffiffiffiffiffiffi−gp
�
gab þ uað0Þu

b
ð0Þ
�
hRð1Þab dτð0Þ

−
Z
γ
m½1�z

γ
ð1Þ⊥∇γ

δð4Þ½xμ − zμp½τ��ffiffiffiffiffiffi−gp dτð0Þ

�
: ð78Þ

SPIERS, MASELLI, and SOTIRIOU PHYS. REV. D 109, 064022 (2024)

064022-10



From the field variable coefficients, φð1Þ;ωp;q;m , φð2Þ;ωp;q;m ,

h
ð1Þ;ωp;q;m

ab , and h
ð2Þ;ωp;q;m

ab , one can calculate the orbit averaged
self-force:

Fa
SF ¼ εFa

ð1Þ
h
h
ð1Þ;ωp;q;m

ab ;φð1Þ;ωp;q;m

i

þ ε2Fa
ð2Þ
h
h
ð2Þ;ωp;q;m

ab ;φð2Þ;ωp;q;m

i
þOðε3Þ: ð79Þ

Where we have extended Eq. (A1) to include the self-force
from the scalar field. We use the arguments in Ref. [83] to
split the self-force into dissipative and conservative pieces
in a post-adiabatic expansion,

Fa
SF ¼ Fa

f0gð1Þdiss
h
h
ð1Þ;ωp;q;m

ab ;φð1Þ;ωp;q;m

i

þ Fa
f1gð1Þcons

h
h
ð1Þ;ωp;q;m

ab ;φð1Þ;ωp;q;m

i

þ Fa
f1gð2Þdiss

h
h
ð2Þ;ωp;q;m

ab ;φð2Þ;ωp;q;m

i
þ � � � ; ð80Þ

where the numbers in the curly brackets denotes the post-
adiabatic order of the self-force contribution.
We can input Eq. (80) into Eq. (A14) to calculate the

phase evolution. In practice, the phases evolve via Eq. (52);
that is, the evolution of the orbital frequencies is determined

by the self-force coefficients Ff0g
Ωi

and Ff1g
Ωi

in Eq. (54). The

self-force coefficients Ffng
Ωi

and Ff1g
A can be determined

from the field variable coefficients [similarly to Eq. (80)],

Ff0g
Ωi

½Ωj� ¼ Ff0g
Ωi

h
h
ð1Þ;ωp;q;m

ab ;φð1Þ;ωp;q;m

i
; ð81Þ

Ff1g
Ωi

½Ωj; δMA� ¼ Ff1g
Ωi

h
h
ð1Þ;ωp;q;m

ab ;φð1Þ;ωp;q;m ;

h
ð2Þ;ωp;q;m

ab ;φð2Þ;ωp;q;m

i
; ð82Þ

Ff1g
A ½Ωj� ¼ Ff1g

A

h
h
ð1Þ;ωp;q;m

ab ;φð1Þ;ωp;q;m

i
: ð83Þ

The force coefficients in Eqs. (81) and (82) can be derived
from the perturbative equations of motion, Eqs. (36)
and (44). However, one must account for slow-time deriva-
tive contributions to Eq. (44). To find the additional
contribution one can examine Eq. (36) using Eqs. (62),
(71), and (72), giving

aað2Þslow¼mð1Þ
½1�
�
gabþuað0Þu

b
ð0Þ þ2uðað1Þu

bÞ
ð0Þ

∂
h1i
b φð1Þ

R

−
1

2

�
gabþuað0Þu

b
ð0Þ
�
2∂

h1i
e hð1ÞRbd −∂

h1i
b hð1ÞRbe


udð0Þu

e
ð0Þ

−
1

2

�
gabþuað0Þu

b
ð0Þ
��

2hð1ÞRbd;e −hð1ÞRde;b


2uðdð1Þu

eÞ
ð1Þ:

ð84Þ
The second-order equation of motion then becomes

aað2Þ ¼ aað2Þgrav þ aað2Þscal þ aað2Þslow: ð85Þ

From Eqs. (36) and (85) one can derive precise relations
for Eqs. (81) and (82). The force coefficients in Eq. (83)
can be determined from the orbit averaged fluxes entering

the primary black hole horizon in terms of h
ð1Þ;ωp;q;m

ab ,
and φð1Þ;ωp;q;m .
This completes the two-timescale expansion of our first-

post-adiabatic accuracy modeling scheme for nonspinning
binaries in scalar-tensor theories of gravity.

VI. SUMMARY AND CONCLUSIONS

In this paper, we have derived a framework for computing
the premiere first-post-adiabatic binary modeling scheme in
theories with a massless scalar field nonminimally coupled
to gravity. As discussed in detail in Sec. II, our main assump-
tions are that any interaction terms for the scalar are sup-
pressed by a coupling with mass-dimension-2 or higher, the
scalar field is shift symmetric, and the solutions of the theory
continuously connect to those of general relativity with a
minimally coupled scalar field. We have used perturbative
scaling arguments, using the suppression of black hole scalar
charge by its mass, to isolate the adiabatic and first-post-
adiabatic contributions. This allows us to ignore most of the
general coupling between the metric and scalar field. This
approach is similar to Refs. [22–24] who developed and
implemented this method to adiabatic order.
We have produced an ansatz for the matter action of a

compact object with a scalar charge, which is the founda-
tion of our formalism. The long-established scalar charged
point particle action, Eq. (10) [50], becomes problematic in
the self-force approach because of divergences in the field
perturbations on the worldline. We have combined the
scalar charged point particle action with the effective metric
approach [62] to produce our ansatz for the particle action,
Eq. (22). The effective metric and effective scalar field are
regular on the worldline, making our action well defined. In
the limit φ → 0, Eq. (22) is equivalent to a point-mass
effective action in GR, which is consistent with the first-
and second-order self-force method [31,58–62]. Our ansatz
and formalism could be checked by calculating a matched
asymptotic expansion [60,90–93] for a scalar charged
compact binary in scalar-tensor theories of gravity.
In Sec. IV, we derived field equations for the first- and

second-order metric and scalar perturbations, Eqs. (32),
(39), (33), and (40). We also derive the first- and second-
order equations of motion for the secondary object,
Eqs. (36) and (44). Our formalism also trivially extends to
higher orders. Because Eq. (32) is identical in GR, the first-
order Teukolsky equation holds in our formalism [94,95].
It is straightforward to convert the second-order metric
perturbation field equations [Eqs. (75) or (76)] and convert
them to second-order Teukolsky equations by applying the
methods used in Refs. [26,27,96]. Reference [97] presents
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an alternative method for deriving a Teukolsky equation in
alternative theories of gravity. Also, the metric recon-
struction methods developed in GR hold in our formalism
[see Chrzanowski, Cohen, and Kegeles (CCK) [68,69],
Green, Holands, and Zimmerman (GHZ) [27,28],
Aksteiner, Andersson, and Bäckdahl (AAB) [70], and
Lorenz gauge [29] metric reconstruction].
In Sec. V, we integrate our formalism into the two-

timescale approximation, allowing for efficient first-post-
adiabatic calculations. Our formalism is also consistent
in the time-domain [84] and the self-consistent approxi-
mation [98]. An additional modeling problem that needs
addressing is resonances [99]. We expect that the methods
used to address resonances in GR, such as those imple-
mented in Ref. [34], will also be applicable to our
formalism.
Remarkably, our formalism has added only one addi-

tional parameter, mð1Þ
½2� , to the adiabatic order formalism of

Ref. [22]. Hence, it appears that the scalar charge d and

mð1Þ
½2� capture the effects of the scalar field to first post-

adiabatic order in a very large class of theories. Our under-

standing of mð1Þ
½2� is currently limited, and it would be

interesting to investigate how different theories of gravity

generate a nonzero mð1Þ
½2� and how significant this contri-

bution is to an EMRI model. It is conceivable that in a
subset of theories, the only significant extra parameter to
the first post-adiabatic order is indeed d. It would also be
interesting to extend our formalism to include a mass of
the scalar field and interactions that do not respect shift
symmetry. The effect of the former has already been studied
at adiabatic order in [24]. We also intend to publish a
follow-up paper that will extend our formalism to include
the first-post-adiabatic effects of the spin and scalar dipole
of the secondary compact object.
The main motivation for this work is to model EMRI

waveforms to first-post-adiabatic accuracy for LISA data
analysis. Accuracy requirement arguments suggest that
calculating the second-order self-force to ∼1% accuracy
will likely be sufficient for LISA data analysis [100]. If the
second-order scalar self-force (and the effect of the scalar
field on the gravitational second-order self-force) are sup-
pressed by two orders of magnitude compared to the
gravitational self-force, then their effect may be neglected.
Reference [22] found the adiabatic scalar self-force is
Oð1%Þ of the gravitational self-force for d ¼ 0.3; for
smaller d the scalar self-force is further suppressed. If a
similar relationship is found at first-post-adiabatic order, then
the conservative piece of the first-order scalar self-force and
the dissipative piece of the second-order scalar self-force
may be negligible. Nevertheless, the adiabatic contribution
(the dissipative piece of the first-order self-force) will still be
significant. That is, waveforms in scalar-tensor theories of
gravity will be significantly different from those in GR, but it

may be even easier to model binaries in scalar-tensor theories
of gravity than our formalism suggests.
Implementing our formalism will be a similar difficulty

as computing first-post-adiabatic models in GR. The most
challenging part of such calculations is calculating

δ2G½hð1Þab ; h
ð1Þ
ab � near the worldline. We have shown that this

calculation is identical in GR and our formalism. A method

for calculating δ2G½hð1Þab ; h
ð1Þ
ab � near the worldline is given in

Ref. [78], but it is inefficient and highly technical. There
are additional, similarly challenging to calculate, pieces in
our formalism (again containing products of divergences
on the worldline): 1

2
∂aφ

ð1Þ
∂bφ

ð1Þ − 1
4
gabð∂φð1ÞÞ2 in Eq. (39)

and habð1Þ∇a∇bφ
ð1Þ − ð∇ahð1Þab Þ∇bφð1Þ þ 1

2
ð∇bhð1ÞÞ∇bφ

ð1Þ in
Eq. (40). We propose again using the method in Ref. [78],
or any new methods developed to tackle the problem in GR
(this is currently an active area of research in the self-force
community).
Our formalism could also be used to produce intermediate-

mass-ratio inspiral waveforms. The results in Refs. [79–81]
show encouraging agreement with numerical relativity and
first-post-adiabatic self-force waveforms in GR for quasi-
circular inspirals of Schwarzschild black holes in the mass-
ratio regime of 1∶10. These results will soon be used to help
future LVK data analysis (as LVK begins to probe deeper
into the disparate mass ratio regime). Implementing our
formalism, even for the simpler case of nonspinning (or
linear in spin) black hole primary, would be an important
step towards detecting or constraining the existence of a
new fundamental scalar field.
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APPENDIX A: SELF-FORCE FORMALISM IN GR

In this appendix, we summarize the self-force approach
for binary black holes in GR. We focus on the relevance
of first-post-adiabatic waveform models for gravitational
wave observations. Additionally, we show how the first-
and second-order field equations and equations of motion
can be derived from an effective action.
In black hole perturbation theory, the metric (gab) is

expressed as an expansion in orders of a small parameter, as
in Eq. (16). In the perturbative self-force approach, the
small parameter is the mass ratio, ε ¼ μ=M. Working in

GR, gð0Þab is a solution to the Einstein field’s equations. Here,

we take gð0Þab to be the Kerr metric [101].
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The presence of the secondary compact object produces
the metric perturbations. These perturbations impart a force
on the compact object, causing it to move off geodesic
motion in the background spacetime. The so-called self-
force per unit mass (Fa

SF) can also be expressed as an
expansion in orders of the mass ratio:

Fa
SF ¼ εFa

ð1Þ
	
hð1Þab


þ ε2Fa
ð2Þ
	
hð2Þab


þOðε3Þ: ðA1Þ

The effect of the self-force on the motion of the inspiraling
object is described by the equation of motion,

ub∇bua ¼ aa ¼ �
εFa

ð1Þ þ ε2Fa
ð2Þ
�þOðε3Þ; ðA2Þ

where ua is the four-velocity of the compact object in
the background spacetime, aa is the four-acceleration,
and ∇a is the covariant derivative of the background
metric. Equation (A2) is given by the MiSaTaQuWa
equation [58,59] to first order, and by the second-order
equation of motion [60,61] to second order.

1. The self-force action approach

Here, we show that it is possible to derive the GR self-
force equations of motion and field equations, up to second
order, directly from an action. We begin with the action

S½gab;Ψ� ¼ SEH½gab� þ Sm½gab;Ψ�; ðA3Þ

where Sm is the matter action, Ψ are the matter fields, and

SEH½gab;φ� ¼
Z ffiffiffiffiffiffiffi−gp

16π
Rd4x; ðA4Þ

is the Einstein-Hilbert action.
In the compact binary problem, spacetime is a vacuum

everywhere except on the position of the compact object
(the worldline). The matter action in Eq. (A3) can be
replaced by the effective point particle action

Sp ¼ −
Z
γ
μds̃ ¼ −

Z
γ
μ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g̃abũaũb

q
dτ̃; ðA5Þ

where g̃ab is the effective metric defined in Eq. (21), τ̃ is the
proper time in the effective spacetime, and ũα ¼ dzα=dτ̃.
Varying the action (A3) with respect to the body’s path,

xμ → xμ þ δxμ, results in the equation of motion

μãa ¼ 0; ðA6Þ

where ãa ¼ ũb∇̃bũa.
Expanding Eq. (A6) using the expansions Eq. (21), and

those in Appendix B, one recovers the MiSaTaQuWa
equation,

aað1Þ ¼ −
1

2

�
gað0Þc þ uauc

��
2hð1ÞRdðb;eÞ − hð1ÞRbe;d


ubue; ðA7Þ

and the second-order equation of motion,

aað2Þ ¼−
1

2

h�
gað0Þcþuauc

��
2hð2ÞRdðb;eÞ−hð2ÞRbe;d



þ�
gað0Þcþuauc

�
hcdð1ÞR

�
2hð1ÞRdðb;eÞ−hð1ÞRbe;d

i
ubue: ðA8Þ

Additionally, the field equations can be derived by
varying the action (A3). This process is more delicate
because one must vary the SEH½gab� with respect to the
metric (gab) and Sm½gab� ¼ Sp½g̃ab� with respect to g̃ab. The
resulting field equation is [31,62]

G½gab� ¼ 8π

Z
γ
μ
δ4½xμ − zμp½τ̃��ffiffiffiffiffiffi

−g̃
p ũaũbdτ̃: ðA9Þ

Geroch’s theorem [102] tells us Eq. (A9) is not formally
well defined as a partial differential equation, but it will be
useful for deriving the correct perturbative equations (to at
least second order). A perturbative expansion of Eq. (A9)
using the expansions in Eqs. (16), (21), and the those
in Appendix B, gives the first- and second-order field
equations:

δGab½hð1Þab � ¼ 8π

Z
γ
μ
δ4½xμ − zμp½τ��ffiffiffiffiffiffi−gp uaubdτ; ðA10Þ

δGab

	
hð2Þab


¼−δ2Gab

	
hð1Þab ;h

ð1Þ
ab


þ4π

Z
γ

δ4½xμ− zμp½τ��ffiffiffiffiffiffi−gp

×μ
�
4hRð1Þ

ac ucub−uaub
�
gcdð0Þ−ucud

�
hRð1Þcd


dτ:

ðA11Þ

2. Why second-order self-force and first-post-adiabatic
accuracy?

Next, we summarize which parts of the self-force expan-
sion are required for an accurate model. Summarizing
Ref. [83], we characterize an accurate model as having a
small error on the final position of the compact object over
the course of the inspiral. An inspiral is generally consid-
ered to evolve on a so-called slow-timescale (t̃) related to
the radiation reaction timescale, t̃ ∼ trr ∼ M

ε ¼ Oð1εÞ [84].
This relation can be derived by considering the rate
at which orbital energy is dissipated from the system
through gravitational waves. The rate of energy dissipation

scales as Ė ¼ dE
dt ∼ ðhð1Þab Þ2 ∼ ε2 [103]. The orbital energy of

the compact object is E ∼ μ. As t ∼ E
Ė and E

Ė ∼
μ
ε2
∼ M

ε ;
therefore, t ∼ M

ε .
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The error in the final position (δzμ) relates to the slow-
timescale and the error in the acceleration (δaμ) [56]:

δzμ ∼ t2δaμ ∼
1

ε2
δaμ: ðA12Þ

For δzμ to be small, δaμ ¼ Oðε3Þ is necessary. Hence,
Eq. (A2) must be calculated through second order to
achieve an accurate model over an entire inspiral. That
is, the first- and second-order self-force is required.
In practice, the position of the compact object is

expressed using orbital phases, ϕi. For generic orbits in
Kerr, there are three orbital phases, that is, i ¼ f1; 2; 3g or
i ¼ fr; θ;ϕg. The phases obey the expansion [83]

ϕi½t; ε� ¼
1

ε
ϕf0g
i ½t; ε� þ ϕf1g

i ½t; ε� þOðεÞ: ðA13Þ

For the error in Eq. (A13) to be small as ε → 0 the

coefficients ϕf1g
i ½t; ε� and ϕf0g

i ½t; ε� must be known. The
appearance of 1ε terms in the expansion of ϕi½t; ε� is acquired
from the inspiral evolving over a slow-timescale.

Reference [83] showed that ϕf0g
i ½t; ε�, the so-called

adiabatic contribution, depends on the dissipative piece
of the first-order self-force. They additionally showed that

ϕf1g
i ½t; ε� depends on the conservative piece of the first-

order self-force and the dissipative piece of the second-
order self-force:

ϕf0g
i ½t; ε� ¼ ϕf0g

i

h
Fa
ð1Þdiss

	
hð1Þab


i
; ðA14Þ

ϕf1g
i ½t; ε� ¼ ϕf1g

i

h
Fa
ð1Þcons

	
hð1Þab



; Fa

ð2Þdiss
	
hð2Þab


i
: ðA15Þ

The reasoning for the conservative self-force being sup-
pressed by one order in ε is the conservative self-force
averages out over a generic Kerr geodesic [83]. Equa-
tions (A13), (A14), and (A15) show first-post-adiabatic
accurate models require the full first-order self-force and
the dissipative piece of the second-order self-force.
Reference [83] also provides the framework for imple-

menting a two-timescale approximation to produce first-
post-adiabatic self-force binary waveforms models in GR.

Recently, first-post-adiabatic waveforms have shown
incredible agreement with numerical relativity waveforms
for quasicircular inspirals of Schwarzschild black holes,
even in the 1∶10 mass ratio regime [79–81]. These
groundbreaking results suggest that first-post-adiabatic
models will play a key role in future gravitational wave
science, across a mass-ratio range much wider than
expected.

APPENDIX B: NECESSARY EXPANSIONS

In Eq. (23), g̃ appears explicitly in
ffiffiffiffiffiffi
−g̃

p
and implicitly in

ũa and dτ̃. We expand each g̃ dependence perturbatively

around gð0Þab as follows [31]:

1ffiffiffiffiffiffi
−g̃

p ¼ 1ffiffiffiffiffiffi−gp
�
1−

ε

2
gabhRð1Þab

�
þOðε2Þ; ðB1Þ

dτ
dτ̃

¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−hRabu

aub
q ;

¼1þ ε

2
hRð1Þab uaubþ3ε2

8

	
hRð1Þab uaub



2þOðε3Þ; ðB2Þ

dτ̃
dτ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−hRabu

aub
q

¼1−
ε

2
hRð1Þab uaubþOðε2Þ; ðB3Þ

noting7 ũa ¼ dτ
dτ̃ u

a and τ̃ ¼ dτ̃
dτ dτ.

Tm
ab appears in Eq. (4) with indices down whereas in

Eq. (23) it is expressed with indices up. Reference [31]
showed that the indices of the stress-energy tensor are
raised and lowered by the effective metric (not the back-
ground metric). That is,

Tm
ab ¼ g̃acg̃bdTab

m ¼ εgð0Þac g
ð0Þ
bd T

ab
ð1Þ þ ε2

h
gð0Þac g

ð0Þ
bd T

ab
mð2Þ

þ 2hRð1Þaðc gð0ÞdÞbT
ab
mð1Þ

i
þOðε3Þ: ðB4Þ
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