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Abstract

The nonlinear dynamics of two immiscible superposed viscous fluid layers
in a channel is examined using asymptotic modelling and direct numerical
simulations (DNS). The flow is driven by an imposed axial pressure gradient.
Working on the assumption that one of the layers is thin, a weakly-nonlinear
evolution equation for the interfacial shape is derived that couples the dy-
namics in the two layers via a nonlocal integral term whose kernel is deter-
mined by solving the linearised Navier-Stokes equations in the thicker fluid.
The model equation incorporates salient physical effects including inertia,
gravity, and surface tension, and allows for comparison with DNS at finite
Reynolds numbers. Direct comparison of travelling-wave solutions obtained
from the model equation and from DNS show good agreement for both stably
and unstably stratified flows. Both the model and the DNS indicate regions
in parameter space where unimodal, bimodal and trimodal waves co-exist.
Nevertheless, the asymptotic model cannot capture the dynamics for a suf-
ficiently strong unstable density stratification when interfacial break-up and
eventual dripping occurs. In this case, complicated interfacial dynamics arise
from the dominance of the gravitational force over the shear force due to the
underlying flow, and this is investigated in detail using DNS.
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1. Introduction

Pressure-driven flows are of central importance in numerous contexts,
ranging from industrial applications such as polymer extrusion [1], oil trans-
port and microfluidics, to applications in biology, e.g. fluid feeding in insects
[2], haemodynamics, pulmonary flow and lung transport [3]. Understanding
pressure-driven flow is also helpful for studying the flow in flexible tubes, or
tubes with variable radius such as an obstructed artery. In certain scenarios
the flow may involve multiple fluid layers making it susceptible to interfa-
cial instabilities: the Rayleigh-Taylor instability that occurs when a heavier
fluid lies above a lighter fluid [4], instability due to viscosity stratification
that occurs when the most viscous fluid layer is also the thinnest (the so-
called thin-layer effect) [5], and shear-driven instability which can drive the
transition to turbulence [6].

Interfacial instability in a flow of superposed fluids was first observed
experimentally by Charles and Lilleleht [6], and later by Kao and Park [7],
in their experiments on two-layer Poiseuille flow in a channel – the authors
were interested in investigating laminar-turbulent transitions by looking at
the structure of the interface, but it was unclear which mechanism was re-
sponsible for the manifestation of the observed interfacial instability. A linear
stability analysis of this flow was first carried out by Yih [8], who confined his
attention to long-wave disturbances and identified an interfacial instability
due to viscosity stratification. A more general linear analysis for distur-
bances of arbitrary wavelength was performed numerically by Yiantsios and
Higgins [9], who noted that the unstable interfacial waves seen in the ex-
periments [6, 7] are due to a shear mode of the Tollmien-Schlichting type
rather than to a long-wave Yih mode. Yiantsios and Higgins [10] later ex-
tended Yih’s work to include the effect of density and layer thickness ratio.
In related work, Blennerhassett [11] performed a linear stability analysis for
Couette-Poiseuille flow, and Hooper [12] discussed the similarities between
the stability properties of two-layer Poiseuille flow and Couette-Poiseuille
flow. The stability of three-layer Poiseuille flow to disturbances of arbi-
trary wavelength was investigated numerically by Renardy [13], who also
commented on the similarities with Hagen-Poiseuille flow in a pipe. For mul-
tilayer Poiseuille flow with more than two fluid layers, Anturkar et al. [14]
reported the conditions for linear instability via an analytical treatment for
long- or short-wavelength perturbations, as well as numerical computations
for disturbances of arbitrary wavelength.
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A number of asymptotic models have been developed to study the nonlin-
ear evolution of multilayer flows. Tilley et al. [15, 16] investigated the linear
stability of a laminar two-fluid Poiseuille flow in an inclined channel and de-
rived a long-wave nonlinear equation for the evolution of the interface (which
reduces to the well-known Kuramoto-Sivashinsky equation in the weakly-
nonlinear limit). The evolution of finite-amplitude disturbances was studied
by Power et al. [17] using a boundary-layer approximation that allowed for
both viscosity and density stratification. They found that both stable and
unstable flow configurations are possible in the presence of weak or moderate
inertia, respectively. Kliakhandler and Sivashinsky [18] derived a weakly non-
linear model for multilayer pressure-driven flow and reported the possibility
of obtaining different flow behaviour depending on the initial condition, for
example the emergence of soliton-like structures and quasi-periodic waves.
Sangalli et al. [19] examined the onset, growth and saturation of short waves
at the interface of a co-current stratified gas-liquid flow both experimentally
and using weakly-nonlinear theory. Recently, Alba et al. [20] used a weighted
residual approach to investigate a two-layer thin-film flow in a channel as-
suming equal-density fluids and ignoring the effect of surface tension. They
found that interfacial waves either decay or grow downstream depending on
the type of perturbation that is imposed on the base flow. To our knowledge,
no previous studies have considered the case of a small layer thickness ratio,
namely a thin film beside a much thicker fluid layer. This problem is of great
relevance in industry as a thin film can be controlled into a desired state de-
pending on the application [21] – for example, in coating flows it is beneficial
to have a flat interface, while in mass transport applications interfacial waves
may be advantageous.

While there exist a limited number of studies that use direct numeri-
cal simulations (DNS) to investigate instabilities in multilayer channel flows,
in the vast majority of cases there are significant restrictions on the fluid
properties and on the flow structures that can develop. Cao et al. [22] and
Zhang et al. [23] used front-tracking methods to examine two-layer flow in
a channel. Cao et al. [22] assumed equal densities but allowed for differ-
ent viscosities. The dynamics were limited to the case of small to moderate
Reynolds number and the computations were compared with theory for the
early stages of evolution of an unstable flow. Zhang et al. [23] allowed for
different density fluids in a stably stratified configuration, and also for an an-
gle of inclination between the channel and the horizontal. Gada and Sharma
[24] carried out computations for a similar fluid system using the level-set
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method and concentrated on the transition from steady to unsteady flow
configurations, taking into account variations in interfacial height and other
physical properties (velocity, surface tension, gravity). Valluri et al. [25] used
a diffuse-interface method to distinguish between absolute and convective in-
stability regimes in laminar two-layer channel flows. Using this method they
were able to describe the emergence of liquid fingers due to viscosity stratifi-
cation (for same-density fluids). While the aforementioned studies have shed
light on different aspects of the rich flow behaviour to be expected in these
systems, to the best of our knowledge none have examined the regime in
which gravity-driven instabilities compete directly with the streamwise flow
leading to the possibility of interfacial break-up.

In the present work, we examine the nonlinear dynamics of two-layer
pressure-driven flows in the case when one of the fluid layers is much thin-
ner than the other. The thin-film approximation considered here is relevant
to numerous industrial applications such as oil transport and mass-transfer
operations. We restrict attention to two-dimensional disturbances which is
fully justified at least for stably stratified systems due to the existence of a
Squire’s theorem [10, 26, 27] – but note that we will also consider unstably
stratified configurations in which case three-dimensional disturbances would
be appropriate. We perform a weakly nonlinear analysis to extend the work
presented in Kalogirou et al. [28] for Couette flow to the present case of
Poiseuille flow, also allowing for a density contrast. The result is an evolu-
tion equation that describes the dynamics of the thin film and which depends
on three key parameters that capture the relative effects of gravity, viscosity
stratification and inertia. Inertia comes into play via a nonlocal term that
couples the dynamics between the layers through the solution of an Orr-
Sommerfeld problem which depends on the Reynolds number in the thicker
fluid. The model equation can be used as a valuable tool to quickly explore
the nonlinear dynamics and to tease out the important physical mechanisms.
DNS can also be used to map out the dynamics, but these are highly challeng-
ing computationally, given the disparity in thickness between the two fluid
layers and the natural streamwise lengthscale on which disturbances evolve.
Nonetheless we carry out a selection of direct numerical simulations in order
to establish the range of validity of the weakly-nonlinear model equation.
Using the model equation, we provide conditions for linear stability of the
flow that agree with previous results [10]. Furthermore, we compute satu-
rated travelling-wave solutions numerically and demonstrate the co-existence
of multiple solutions, a phenomenon which has been reported before in re-
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lated experimental [29] and theoretical studies [28]. Finally, we present DNS
results for increased density contrasts, providing evidence of more intricate
time-periodic structures and leading to eventual film rupture for extreme
density differences.

The structure of the paper is as follows. Section 2 presents the governing
equations and the derivation of the weakly nonlinear evolution equation for
the interface. Section 3 provides computational details of the simulations for
both the model and the DNS. In Section 4, the linear stability properties of
the problem are described and numerical results of the model equation are
presented together with comparisons against direct numerical simulations. A
summary of the main results can be found in Section 5.

2. Weakly nonlinear evolution equation

Consider two superposed viscous fluids of different densities ρ1, ρ2 and
viscosities µ1, µ2 occupying a horizontal channel with fixed height d. The
geometry of the problem is described in Cartesian coordinates (x, y) as shown
in Figure 1, with subscript notation 1 and 2 henceforth referring to the lower
and upper fluid, respectively. The fluids are immiscible and are separated by
an interface at y = h(x, t), and they are also subject to the action of gravity
g = (0,−g). The pressure in each fluid region is denoted by pi(x, y, t),
i = 1, 2, and the flow velocity by ui(x, y, t), with horizontal and vertical
velocity components ui(x, y, t), vi(x, y, t), respectively. A flow is generated
in the channel by applying a constant pressure gradient G∗ = −pix, such
that the pressure drop in a horizontal domain of length L is ∆pi ≡ pi(x =
0)− pi(x = L) > 0 in each fluid i = 1, 2.

The problem is expressed in non-dimensional form by rescaling lengths
with the channel height d, velocities with the maximum fluid velocity U of
the unidirectional base flow (to be defined below), pressures with ρ1U

2, and
time with d/U . Furthermore, the following non-dimensional parameters are
introduced: the density and viscosity ratios,

r =
ρ2
ρ1
, m =

µ2

µ1

, (1)

(we also define ri = ρi/ρ1 and mi = µi/µ1, i = 1, 2, such that r1 = 1, r2 = r
and m1 = 1 and m2 = m), the Reynolds number in each fluid,

Re ≡ Re1 =
ρ1Ud

µ1

, Re2 =
ρ2Ud

µ2

=
r

m
Re, (2)

5



x

y

h(x, t)

Fluid 1
ρ1, µ1

Fluid 2
ρ2, µ2

d dh0

g

Figure 1: Geometry of the problem in Cartesian coordinates (x, y): two superposed fluid
layers fill a long channel of height d, separated by an interface at y = h(x, t) and driven by
an imposed horizontal pressure gradient G∗. Gravity g also acts in the negative y-direction.

the Froude number, capillary number, and Bond number,

Fr =
U√
gd
, Ca =

µ2U

γ
, Bo =

(1− r)d2ρ1g
γ

, (3)

where γ is the interfacial tension.
In the steady state, the interface between the fluids is planar at y = h0.

The base two-fluid Poiseuille flow is described by

ū1(y) = −Ay2 +By, ū2(y) = −A
m
y2 +

B

m
y + C, (4a)

v̄1 = v̄2 = 0, (4b)

p̄i(x, y) = − ri
Fr2

(y − h0)−Gx, i = 1, 2, (4c)

where overbars denote the base state and the coefficients A, B, C are given
by

A =
1

2
ReG, B = A

(
1 + h20(m− 1)

1 + h0(m− 1)

)
, (4d)

C = A

(
m− 1

m

)(
h0(1− h0)

1 + h0(m− 1)

)
, (4e)

with G = G∗d/ρ1U
2 > 0 the dimensionless pressure gradient. In the thin-

film limit considered in this work, the maximum velocity of the base flow is
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achieved in the thicker fluid layer and is given below in dimensional form (as
used in the non-dimensionalisation)

U = Umax =
G∗d2

8µ1

(
1 + h20(m− 1)

1 + h0(m− 1)

)2

. (5)

The flow in each fluid region i = 1, 2 satisfies the non-dimensional Navier-
Stokes equations and the continuity equation, as well as no-slip and no-
penetration conditions at the two walls,

uit + (ui · ∇)ui = − 1

ri
∇pi +

mi

riRe
∇2ui − F , ∇ · ui = 0, (6a)

u1 = (0, 0) at y = 0, u2 = (0, 0) at y = 1, (6b)

with F = (0, 1/Fr2). Appropriate coupling conditions are required at the
interface, namely continuity of fluid velocities

u1 = u2 at y = h(x, t), (7)

a jump condition on the stress, decomposed into its tangential and normal
components, given by[

4mihxuix +mi

(
h2x − 1

)
(uiy + vix)

]1
2

= 0, (8a)[
− pi

(
1 + h2x

)
+

2mi

Re

(
h2xuix + viy − hx (uiy + vix)

)]1
2

= − m

CaRe

hxx√
1 + h2x

,

(8b)

at y = h(x, t), and the kinematic boundary condition

v1 = ht + u1hx at y = h(x, t). (9)

The main aim in this study is to investigate the evolution of the flow
when one of the fluids is thin, and we take this to be the upper fluid. In
many applications it is required to generate interfacial waves in order to
enhance mass transport; this is typically achieved by introducing arbitrary
disturbances to the interface and finding specific parametric sets that support
instability of these disturbances. Here we are interested in the early stages
of the instability when the disturbances are small and we will accordingly
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derive a weakly nonlinear equation for the evolution of the film thickness
perturbation. Following the work of Bassom et al. [30], Kalogirou et al. [28]
and Kalogirou [31], we proceed by introducing a perturbation to the interface
defined by

h(x, t) = h0 − ε2h̃(x, t), with h0 = 1− ε, h̃ = O(1) and ε� 1. (10)

For convenience, the new variable ξ = (1 − y)/ε is introduced in the thin
upper fluid. The flow is perturbed away from the base state (4) by writing

u1 = ū1(y) + ε2 ũ1(x, y, t) + · · · , v1 = ε2 ṽ1(x, y, t) + · · · , (11a)

p1 = p̄1(x, y) + ε2 p̃1(x, y, t) + · · · , (11b)

in the thick fluid 1, while in the thin fluid 2 we expand as

u2 = ū2(ξ) + ε3 ũ2(x, ξ, t) + · · · , v2 = ε4 ṽ2(x, ξ, t) + · · · , (11c)

p2 = p̄2(x, ξ) + ε p̃2(x, ξ, t) + · · · , (11d)

with all perturbation variables ũi, ṽi, p̃i, i = 1, 2, of O(1). The above expan-
sions arise by conducting a careful scaling analysis (see Papageorgiou et al.
[32], Kalogirou [33]) that reveals the appropriate scales necessary to retain
nonlinearity and other physical effects of interest such as inertia and inter-
facial tension in the evolution equation. We also note that, unless otherwise
stated, all non-dimensional variables including the density ratio, viscosity
ratio and Reynolds number are assumed to be of O(1).

In what follows, the main steps of the asymptotic model derivation are
outlined, but we refer the reader to Bassom et al. [30], Kalogirou et al. [28]
and Kalogirou [31] for more details. The film thickness evolution equation is
obtained from the leading-order kinematic condition (9), cast below in (13)
into a frame of reference moving with the undisturbed interfacial velocity
and a slow time, according to the rescalings

x̃ = x− ū2(1− ε) t, t̃ = ε2t, (12)

and given by

h̃t̃ +
4

m
h̃h̃x̃ = −ṽ2

∣∣
ξ=1

. (13)

The term on the right hand side of (13) can be found by solving the momen-
tum equations in the film, which are hitherto simplified to the lubrication
equations due to the flow expansions introduced earlier.

8



The leading-order normal stress balance at the interface (8b) is used to
obtain the pressure in the thin fluid, and the capillary number is rescaled
as Ca = εC̃a, with C̃a = O(1), in order to retain strong surface tension
effects. The pressure is used in the solution of the momentum equation for
the horizontal velocity ũ2 in the thin film, which also utilises the leading-
order tangential stress balance (8a)as a boundary condition. Employing the
continuity equation then yields an expression for the vertical velocity in the
film, evaluated at the interface as it is required in (13),

ṽ2
∣∣
ξ=1

=
1

3C̃a
(h̃x̃x̃x̃x̃ −Bo h̃x̃x̃)−

1

2m
U
∣∣
y=1

. (14)

The term U(x̃, y) = ũ1x̃y + ṽ1x̃x̃ originates from the tangential stress balance;
it provides coupling between the fluid velocities in each layer and is the
source of nonlocality in the final evolution equation. It is found by solving
the problem in the lower layer, as described below.

Applying the relevant flow perturbations in the thick fluid layer, as well
as the slow-time scale and moving frame of reference (12) (see also Kalogirou
[31]) results in the steady linearised Navier-Stokes equations. These are writ-
ten in Fourier space and pressure is eliminated, to give an Orr-Sommerfeld-
type equation for the vertical velocity in the lower fluid, v̂1 (where a hat
stands for Fourier transform). The following boundary value problem is
hence obtained(

V(iv) − 2k2V ′′ + k4V
)
− ikRe

(
ū1
(
V ′′ − k2V

)
− d2ū1

dy2
V
)

= 0, (15a)

V(0) = V ′(0) = 0, V(1) = 0, V ′(1) = 1, (15b)

for the rescaled velocity V(y), defined by

v̂1(y) = −4ik

(
1

m
− 1

)
ĥV(y), (16)

with the four boundary conditions (15b) arising from the requirement of the
no-slip and no-penetration conditions at the lower wall, and the requirement
for velocity continuity at the interface. The nonlocal term U(x̃, y) = ũ1x̃y +
ṽ1x̃x̃ in (14) can be then evaluated, first in Fourier space through

Û
∣∣
y=1

= −d
2v̂1
dy2

∣∣∣
y=1
− k2v̂1(1) = 4ik

(
1

m
− 1

)
ĥV ′′(1), (17)
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and afterwards in real space by applying inverse Fourier transform.
Finally, equation (13) is canonically rescaled by applying the transforma-

tions
h̃ =

m

12C̃a
η, t̃ = 3C̃a τ, x̃ = χ, (18)

and the following evolution equation for the film thickness perturbation is
obtained

ητ + ηηχ −Bo ηχχ + ηχχχχ + iµ

(
1

2π

∫ +∞

−∞
N (k;Re) η̂(k) eikχ dk

)
= 0, (19)

where the kernel N (k;Re) is given by

N (k;Re) = kV ′′(1), (20)

and depends implicitly on the Reynolds number in the lower fluid through
the solution of V from (15). The model evolution equation (19) is a nonlocal
Kuramoto-Sivashinsky-type equation and involves three key parameters: the
Reynolds number, Re, represents the effects of inertia and viscous effects in
the thick fluid layer; the Bond number, Bo (defined in (3)), represents the
effect of density stratification; and the viscosity-stratification parameter, µ,
defined by

µ = 6 C̃a

(
m− 1

m2

)
. (21)

The Bond number is responsible for instabilities in cases when the upper
fluid is the heavier (corresponding to Bo < 0), while parameter µ causes
destabilisation when the thin fluid is the more viscous (i.e. µ > 0) and
according to the thin-layer effect [5].

We note that the preceding weakly-nonlinear analysis can be readily
adapted to the dynamics of a flow in an inclined channel. The angle of
inclination would only appear in the dimensional velocity U and implicitly
in the definition of C̃a = Ca/ε = µ2U/γε, therefore it would only alter the
value of parameter µ in the derived model.

3. Numerical methods

A combination of analytical insight and numerical solutions of the model
partial differential equation (19), as well as the direct numerical simulation
solutions of the full Navier-Stokes problem (6)-(9) will be used to investigate
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the flow characteristics. We begin by outlining the numerical approach used
to solve the model equation (19) and providing relevant computational details
on the DNS.

3.1. Model

Equation (19) is solved on a periodic domain of arbitrary length L, similar
to the approach used in previous work [28]. The assumption of periodicity
(justifiable here in view of the target travelling waves which would require
sufficiently long pipes for spatially periodic solutions to evolve) allows us
to write the solution η in the form of a Fourier series, in which case the
nonlocal operator is easy to calculate. We formulate an initial value problem
by introducing an initial condition in the form of a sinusoidal perturbation

η(χ, 0) = η0 sin(kχ), with k =
2πk̄

L
, (22)

where η0 is the perturbation amplitude and k̄ is a positive integer denoting the
number of waves in one computational domain [0, L]. In practice, the model
equation is discretised in space using spectral methods and the Fourier series
is truncated by choosing suitable truncation points |k̄| < N such that spectral
accuracy is achieved. The resulting system of ordinary differential equations
for the Fourier modes is then discretised in time by applying second-order
implicit-explicit Backward Differentiation Formulae [34, 35].

Travelling wave solutions are also obtained for a range of domain lengths
L using a pseudo arc-length continuation method [36]. This is achieved by
writing the solution in a travelling wave frame-of-reference η(χ, τ) = η(χ −
cτ), where c is the travelling wave speed, and solving the model equation
in Fourier space (for a finite number of modes). The starting point of the
continuation method is a solution obtained from a time-dependent simulation
for some L, which is used as the initial guess for the Newton’s method that
solves the nonlinear system for a step δL along the solution branch.

3.2. Direct numerical simulations

Direct numerical simulations of the fluid system (6)-(9) are carried out
using the volume-of-fluid solver Gerris [37, 38], whose quadtree architecture
allows for efficient parallelisation and permits study of the interplay between
the various physical effects in the flow. To generate the results to be pre-
sented below (including those for validation), we employed adaptive mesh
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refinement, with the interfacial location, vorticity and changes in the ve-
locity field acting as refinement criteria. A typical run would be described
by O(105) grid cells depending on the aspect ratio and would be executed
over 16 CPUs with a runtime of several days. As indicated in equation (4c),
the pressure gradient is split into a horizontal contribution of strength G,
a gravity-induced vertical variation and any additional fluid-motion-induced
perturbations. To allow the use of periodic boundary conditions with a non-
zero pressure gradient, the −Gx contribution is added as a velocity source
term of strength G to the horizontal momentum equation in each fluid layer.

Similar to what is described in equation (22), perturbations are intro-
duced by initialising the interface between the two fluids with a given am-
plitude and wavenumber. However, the remaining flow quantities (e.g. the
velocity and pressure) are not perturbed but are set to the base state so-
lution. Despite the amplitude of the initial interfacial perturbation being
small, this choice does nevertheless lead to an initial transient lasting several
time units (a typical evolution lasts on the order of hundreds to thousands of
time units) in which all the relevant quantities adjust to the imposition of the
perturbation. As a simple first validation step, we have conducted verifica-
tions of the convergence to the base state solution in a stably stratified setup
with different initial conditions and have observed good agreement of the
relevant flow quantities when comparing to the expected two-layer Poiseuille
expressions (4a)-(4c).

4. Numerical simulations

4.1. Linear regime

A linear stability analysis of the flow can be used to determine under
which conditions the system is unstable. Such a study is pursued next.
The model equation (19) is linearised about the uniform state η = 0 by
introducing a normal-mode solution of the form η(χ, τ) = δeikχ+στ , with
δ � 1, yielding the dispersion relation

σ = −Bo k2 − k4 − iµkV ′′(1). (23)

The term V ′′(1) is generally complex and is responsible for bringing inertial
effects into the dispersion relation; it can be approximated for long waves by
expanding in small powers of k in (15). The growth rate is found by the real
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part of σ and is given by

<(σ) =

(
µRe

60

8

7
−Bo

)
k2, for k � 1. (24)

Long-wave instability occurs when the leading term in k is positive, which
can happen in one of the following three physical scenarios: (1) for small
Re ≈ 0, inertia is negligible but the Rayleigh-Taylor instability manifests
itself if the film is heavier, i.e. for Bo < 0; (2) for Re > 0 and fluids of similar
densities (Bo ≈ 0), instability arises via the thin-layer effect, namely when
µ > 0 and the thin film is the more viscous fluid [5]; (3) a combination of
the two previous cases with instability emerging due to competing action of
inertia, gravity and viscosity stratification. These remarks are in line with
previously reported results regarding the stability of multilayer flows [8, 10].

As a validation case, we compare the amplification rate found above in
(24) with the linear stability results of two-fluid Poiseuille flow by Yiantsios
and Higgins [10]. Due to the use of different notation and dimensionalisation
between the aforementioned study and this work, it is easier to perform a
direct comparison by first transforming the growth rate in dimensional units.
The dimensional growth rate is found to be

Umaxd

(
Re

60

16

7

(m− 1)

m2
− Bo

3C̃a

)
α2ε2, (25)

where α = k/d is the dimensional wavenumber (only the leading-order term
in α is shown). The expression in (25) is identical to the leading-order result
of Yiantsios and Higgins [10] in the limit of (their depth ratio) n → ∞, i.e.
for a thin upper layer.

The predictions of the linear theory can be used to check the accuracy of
numerical simulations of the asymptotic model, as well as direct numerical
simulations of the full system – this was done by computing solutions in
the linear regime (i.e. at early times in the simulation) and computing the
growth rate as will be described next. Nonlinear simulations of the derived
evolution equation (19) were performed with an initial condition of small
amplitude η0 = 10−3 and of wavelength L/k̄, where L is the domain size and
k̄ is an integer typically chosen to be k̄ = 1, 2, 3. The growth rate was then
found by plotting log(‖η/η0‖) as a function of time and estimating the slope
of the straight line using first-order polynomial interpolation (here the ‖ · ‖
notation refers to the L2-norm). Having obtained the growth rate <(σ), we

13



introduce a rescaled rate s by using transformations (18) and (12), defined
by

s =
ε2

3C̃a
<(σ), (26)

corresponding to the original non-dimensional time t (this transformation
will also enable comparisons with DNS). Figure 2 demonstrates an example
of the growth rate for L = 8, calculated numerically from (23); the blue
dots denote the growth rate values found from the nonlinear simulation of
the model equation (19) with k̄ = 1, 2, 3. Clearly the dots lie on top of the
curve. In the DNS, the growth rates have been calculated by monitoring
the evolution of the interfacial extrema during the early stages of the flow
evolution; after the system settled into the linear regime (given that only
the interfacial shape is initially perturbed, this requires several time units),
a sliding least-square fit was used over the respective time window to extract
the growth rates. As a sample calculation we compared the growth rates of
the asymptotic model and the DNS for k̄ = 2, 3 and found sMOD ≈ 0.036
and sDNS ≈ 0.032, respectively, which clearly demonstrate a relatively good
agreement. In the case k̄ = 1, the analytically obtained growth rate is
small and unless we resort to a specific initial condition configuration for
this scenario (e.g. significantly larger amplitudes) the fluid system tends to
find one of the more unstable neighbouring wavenumber solutions first. This
behaviour is consistent across a wide range of parameter values provided
there is a sufficiently prominent discrepancy between the growth rates of
adjacent solution points.

4.2. Nonlinear regime

In this section we present numerical solutions of the model evolution
equation (19), direct numerical simulations of the full Navier-Stokes problem
(6)-(9), and comparisons between the two. Unless otherwise specified we
adopt the physical parameter values shown in the left column of table 1,
with the corresponding dimensionless parameters given in the right column.
These choices were motivated by previous studies on related two-layer shear
flows [28, 29], and have been chosen to produce a stably stratified system,
that is one with the lighter fluid on top. The upper fluid has been chosen to
be the more viscous, and it is assumed to occupy a tenth of the channel width
so that ε = 0.1. This value of ε is chosen such that the asymptotic model is
in its range of validity and the DNS operate in a computationally tractable
regime from a multi-scale perspective (see Kalogirou et al. [28] and Figure 2
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Figure 2: Growth rate found from linear dispersion relation (23) and scaled using equa-
tion (26) (solid line), and validation against nonlinear numerical computations of the model
equation (19) (dots). The three dots correspond to the calculated growth rate from the
nonlinear code for k̄ = 1, 2, 3 and domain length L = 8 (plotted at the respective values
of k found from (22)). The parameter values used are as in table 1 but with the fluid
densities interchanged (giving Re = 283, Bo = −2.73), hence unstable stratification is
supported in this case.

therein). Referring to the dimensionless parameter values in table 1, the
scaled capillary number C̃a = Ca/ε = 1.55 and the dimensionless viscosity
stratification parameter defined in (21) takes the value µ = 2.15. Accordingly
the conditions required for the thin-layer effect are satisfied and we anticipate
interfacial instability. The value of the Reynolds number Re = Re1 = 331
indicates that we are operating in the inertial regime, where the system is
susceptible to the development of interfacial travelling waves (cf. Barthelet
et al. [29], Kalogirou et al. [28]) including waves of permanent form, time-
periodic waves, or more complex structures [32], as will also be discussed
later in this section.

To enable comparison between the numerical results obtained from the
asymptotic model and the direct numerical simulations, we monitor the wave
deviation from the undisturbed interfacial thickness h0 = 1−ε. In the results
that follow where saturated states are presented, it will be convenient to plot
the saturated wave displacement as a function of time at a fixed spatial loca-
tion x = x∗ (which can be taken to be at x∗ = 0 or x∗ = L/2, for example).
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Physical Properties Dimensionless Parameters

Viscosity (1) µ1 = 0.0108 Pa·s Viscosity ratio m = 2.75
Viscosity (2) µ2 = 0.0297 Pa·s Density ratio r = 0.85

Density (1) ρ1 = 1142 kg/m3 Reynolds (1) Re1 = 331
Density (2) ρ2 = 975 kg/m3 Reynolds (2) Re2 = 102.75

Surface tension γ = 0.06 Pa·m Capillary Ca = 0.155
Channel depth d = 0.01 m Bond Bo = 2.73
Max. velocity Umax = 0.313 m/s Froude Fr = 1

Gravity g = 9.81 m/s2 Domain length L = 8 or 12

Table 1: Physical properties of the fluids used in the computations and resulting dimen-
sionless parameters. Fluid labels 1 and 2 refer to bottom and top fluids, respectively.
While these values are inspired from various types of common oils, they are not selected
for a particular fluid-fluid system.

To this end we define the scaled wave amplitude H(t) = h̃(x∗, t)/h̃sat, where
h̃ is defined in (10) and h̃sat is the amplitude of the saturated wave defined as
half of the crest to trough distance. For convenience in comparison between
the two datasets, results are shown against dimensional time measured in
seconds. While a typical simulation of the nonlinear asymptotic model start-
ing from an initial condition of the form (22) takes roughly 10 seconds to
reach a saturated state, a standard DNS calculation requires several days on
multiple CPUs (typically eight or sixteen) on large scale computing facilities
in order to capture the same time scales. This restriction only becomes more
pronounced as the film thickness ε is decreased into the regime in which the
asymptotic model is known to perform well and the DNS become increasingly
computationally expensive.

In figure 3 we present simulations that lead to saturated states that corre-
spond to travelling waves of permanent form. The upper panels in the figure
show the travelling wave signals after reaching saturation in a computational
domain of size L = 8. The states were reached using the initial condition
(22) taking k̄ = 1 so that one period of the initial disturbance wave spans
the domain. The saturated travelling wave profiles found from the asymp-
totic model and the DNS are plotted in the upper panels of the figure and are
shown over similar time windows. Evidently there is good agreement between
the two in terms of wave shape, wave amplitude and period of the signal.
In both cases the waves have steep crests and wide troughs with a small
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Figure 3: Time signal of the saturated wave in a channel of length L = 8 (top row),
or L = 12 (bottom row), shown in dimensional time t∗. The solutions portrayed in
each column are obtained from model simulations (black lines) and the DNS (red lines),
respectively, both with imposed initial perturbation of wavelength equal to the domain
size (i.e. k̄ = 1). The parameter values used are given in table 1.

depression preceding each trough. Noteworthy differences include a slightly
larger period found with the model and a more pronounced depression in the
DNS result. The results of a second simulation carried out in a larger com-
putational domain of size L = 12 are shown in the bottom panels of figure 3.
In this case the travelling wave signals are now more intricate. They consist
of a primary wave form that is similar to those observed for shorter domains
(compare the upper panels in figure 3) immediately followed by a near du-
plication of the main pulse. The second pulse is characterised by a shorter
period than the main pulse and the absence of a depression. The asymp-
totic model results once again compare well with their DNS counterparts.
Both solutions exhibit the discussed features although the second pulse is
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Figure 4: Saturated wave evolution in dimensional time t∗ in a channel of length L = 8,
obtained from model simulations (left panels) and the DNS (right panels) with three differ-
ent initial perturbations of wavelength k̄ = 1, 2, 3 (top, middle and bottom panels, respec-
tively). The parameter values used support unstable stratification, with ρ1 = 846 kg/m3,
ρ2 = 1000 kg/m3, γ = 0.07 Pa·m, d = 0.012 m, yielding the dimensionless parameters
Re = 294, Bo = −3.12, and µ = 1.84. The rest of the parameters are as in table 1.

marginally narrower for the DNS resulting in a smaller signal period overall.
Multilayer systems like the one studied here are known to exhibit co-

existence of multiple saturated wave states at the same parameter values –
this phenomenon has been reported in related Couette-flow simulations [28]
and also in experiments [29]. Motivated by these results we have sought so-
lution co-existence in the present system by carrying out simulations of the
asymptotic model evolution equation and DNS using three different values of
k̄ in the initial condition (22). Figure 4 presents an example case where the
asymptotic model and DNS each give three distinct solutions in a domain of
length L = 8. The solutions were obtained with initial perturbations of three
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different wavelengths taking k̄ = 1, 2, 3, or equivalently k = 2π
L
, 4π
L
, 6π
L

. The
agreement between the asymptotic model results shown in the left panels and
the DNS in the right panels is compelling. Despite some visible differences,
the same qualitative features are seen and, we emphasise, both capture the
property of co-existence of solutions. The solutions on each of the three rows
in the figure are characterised by having one, two or three waves in one pe-
riod L, respectively, namely the number of waves that appear in one period
is equal to the initial wavenumber k̄. We note that for this particular para-
metric set, only the first three modes corresponding to k̄ = 1, 2, 3 are linearly
unstable, and so any small amplitude perturbations of shorter wavelength
are stable and will decay to the undisturbed state with a flat interface (see
also the dispersion curve in figure 2). The upper panels depict the solutions
dominated by the first harmonic, while in the middle and bottom panels the
second and third harmonics dominate, respectively. This means that only the
Fourier modes whose wavenumbers are multiples of k̄ are unstable in each
case, and that the other modes decay in time [28]. Finally, we note that the
solutions from the DNS shown for k̄ = 2, 3 are obtained at relatively early
times; they remain at these saturated states for a few hundred time units,
but they later saturate to the k̄ = 1 profile (shown in the top right panel in
figure 4).

The observed co-existence of solutions calls for a more detailed inspec-
tion of the different travelling wave solutions that appear in this multilayer
system, as well as their properties. In figure 5 we show a bifurcation diagram
which is obtained using the asymptotic model (19) and that illustrates differ-
ent solution branches, characterised by the L2-norm ‖η‖2, that are traced out
as the domain length L is varied. The diagram was constructed by writing
the solution in a travelling wave frame-of-reference and using arc-length con-
tinuation to follow solutions along each branch, as described in section 3.1.
Results obtained from time-dependent simulations of the asymptotic model
equation (19) using three different initial conditions of the form (22) with
k̄ = 1, 2, 3 are superimposed using square, diamond and hexagram symbols,
respectively. The bifurcation diagram reveals the existence of multiple so-
lution branches (three shown in the figure). The first branch corresponds
to unimodal solutions, i.e. solutions with a single wave in one period of the
computational domain; this branch appears via a pitchfork bifurcation from
the uniform steady solution η = 0 at about L = 2.24, below which all pertur-
bations are stable. The second and third branches correspond to bimodal and
trimodal solutions, respectively, and also emerge as pitchfork bifurcations at
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Figure 5: Bifurcation diagram of solution amplitude ‖η‖2 against domain length L. The
three different branches shown with solid lines are obtained using arc-length continuation
while the symbols are obtained from time-dependent simulations. The time-dependent cal-
culations use initial condition (22) with k̄ = 1, 2, 3. Colour-symbol sets with blue-square,
orange-diamond and yellow-hexagram correspond to unimodal, bimodal and trimodal ini-
tial conditions with k̄ = 1, 2, 3, respectively. The inset shows a magnification of the region
7.5 ≤ L ≤ 9.5. The parameter values used are the same as in figure 4.

around L = 4.48 and L = 6.7. When the symbols along a branch appear to
terminate it serves as an indication that the solutions are becoming unstable,
in the sense that continuation further along the branch cannot be achieved
via time-dependent calculations. One notable feature of the symbols seen
in the figure is that they overlap at certain values of L, namely the same
saturated solution can be obtained from time-dependent simulations with
different initial conditions. For example, between approximately L = 6.2
and L = 7.2, all symbols coincide on the bimodal branch. This result has
been also confirmed by DNS, with simulations reaching the same final state
irrespective of the imposed initial condition. However, for longer domain
lengths the three symbols become separated as the inset in figure 5 demon-
strates (although visually they are hard to distinguish) and three individual
solutions can be obtained – this is corroborated by the results in figure 4 for
L = 8. It appears that there is a bifurcation on the bimodal branch that
gives rise to a new branch of unimodal solutions (shown in the inset in fig-
ure 5), but we found the respective family of solutions very difficult to follow
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Figure 6: Time evolution of interfacial extrema for an unstably stratified system with the
top fluid density fixed at ρ2 = 1142 kg/m3 and for different density bottom fluids (see
legend). The remaining parameters are as given in table 1.

numerically. We conjecture the bifurcation occurs around L = 7.4 and the
new unimodal branch reconnects to the bimodal orange branch shortly after,
at around L = 8.9.

While the bifurcation diagram in figure 5 provides evidence on co-existence
of multiple solutions, it is informative to investigate the stability of the mul-
timodal (bimodal or trimodal) solutions when the initial condition is slightly
perturbed from the respective mode. This is achieved by introducing a small-
amplitude perturbation with k̄ = 1 to the initial condition (of the form δ sinx,
for a chosen value of the constant δ). We found that the multimodal solutions
are stable (i.e. the long-time solution is the same bimodal/trimodal solution
obtained without any perturbation) as long as the perturbation amplitude is
at least of the same order of magnitude or smaller than the amplitude η0 of
the original initial condition. This result serves as an indication of possible
existence of the property of multistability (a feature also discovered in other
related multilayer flows [16, 29]), but a more rigorous stability analysis of the
various solutions is required which is not pursued further here.

Finally we discuss the behaviour of the fluid system for when the den-
sity contrast between the two fluids is increased, with the unstably stratified
configuration being of primary interest. Due to the restrictions imposed on
model formulations and difficulties in dealing with the topological transitions
that may be involved in the very nonlinear stages of such flows, few studies
have been performed in this regime (see section 1 for a summary). In what
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follows we use the volume-of-fluid methodology discussed in section 3 to solve
the full system (6)-(9), accounting for the high Reynolds numbers involved in
the investigated flows, as well as possible interfacial rupture. Starting from
the values in table 1 (but with the fluid densities flipped), we skew the com-
petition between shear-induced and gravity-induced instabilities in favour of
the latter by either keeping the density of the top fluid fixed and decreasing
the density of the lower fluid or by keeping the density of the lower fluid
fixed and increasing the thin film density over a range of distinct test cases
spanning our chosen parameter space. The results are qualitatively similar.
In figure 6 we focus on decreasing the lower fluid density as it is relevant
to more realistic physical situations. For small density differences, that is
for density ratios 1 < r ≤ 1.25, we find saturation to a nonlinear travel-
ling wave. Interestingly, for an intermediate density ratio window given by
1.25 ≤ r ≤ 1.66, time-periodic solutions emerge, with non-trivial but persis-
tent features becoming visible when monitoring the interfacial extrema. This
type of wave evolution has also been observed when solving the asymptotic
model in equation (19); however quantitative differences are observed and
direct comparisons have proven challenging in this sensitive regime. In a
small interval 1.66 ≤ r / 2 we identify rapid saturation to a nonlinear wave,
while for density ratios above r ≈ 2 multi-valued solutions begin to emerge,
which are beyond the capabilities of the asymptotic model but still tractable
through the direct numerical simulations.

4.3. Late-stage dynamics and break-up

Figure 7 shows a typical simulation exhibiting break-up dynamics. The
fluid densities are ρ2 = 2000 kg/m3 and ρ1 = 846 kg/m3 which give a suf-
ficiently large density ratio of r ≈ 2.364 for rupture. The perturbation is
initialised with a wavelength spanning the full domain (k̄ = 1), but, as pre-
dicted by linear stability, the more unstable k̄ = 3 wavenumber disturbance
begins to dominate after the first few time steps. Irrespective of the mode
of the prescribed perturbation, the linear phase of growth sees an accumu-
lation of high density liquid towards the regions described by an initially
marginally increased local thickness in the upper fluid region (see panel (a)
in figure 7). Soon thereafter the nonlinear dynamics produces a complex
interplay between the instability modes. Such regions are brought closer to-
gether and merging events result in a sufficiently large fluid mass to rupture
the film (see panel (b) and the supplementary material for an example). The
model equation (19) can no longer capture this type of dynamics due to the
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Figure 7: Snapshots of the break-up process for a test case when the density ratio is
sufficiently large for rupture, with ρ2 = 2000 kg/m3 and ρ1 = 846 kg/m3. From top
to bottom we see that at (a) when t ≈ 45 the nonlinear wave is evolving leading to
accumulation of fluid until (b), when t ≈ 65, the mass accumulates sufficiently to cause
a volume of the top fluid to detach, after which at (c), when t ≈ 100, the strong flow at
the centre of the channel ruptures the fluid neck. The background colour represents the
strength of the horizontal velocity u(x, y, t), with red indicating maxima (near the middle
of the channel) and blue indicating minima (zero velocities at the channel walls). An
animation of the flow during its entire evolution is provided as supplementary material.

pronounced nonlinearity and the multi-valuedness of the interfacial shape. A
droplet of the upper fluid falls under gravity connected to the film by a long
filament (due to sufficiently strong surface tension and confinement effects).
Eventually the capillary resistance is overcome by the force exerted by the
strong oncoming flow at the centre of the channel, resulting in two distinct
structures: an elongated mass of fluid that becomes distorted due to the ef-
fect of gravity and the fluid motion, and a remnant liquid film at the upper
wall which is sufficiently thin to prevent rupture due to surface tension (panel
(c)). The remnant film is of roughly one quarter of the thickness of the initial
liquid film height, with the rest of the liquid mass being lost to the detached
droplet, now also being advected by the flow. We underline that the two-
dimensional viewpoint becomes restrictive especially close to pinch-off due
to the absence of circumferential curvature effects, for example.
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We note more generally that in this unstably stratified scenario the on-
coming flow acts as a shear-based stabilising mechanism competing against
the gravity-induced dynamics, leading to a delay in the initial rupture, while
also maintaining a stable flow once break-up has occurred. Exploration of
the initial flow configuration and parameter space focusing on density ratio
and amplitude of the initial perturbation in particular hint towards a rich
landscape resulting in either single and multiple drop formation (not shown
here for brevity). We postulate that it is possible to tailor configurations in
which we can control the number of drip events by varying the geometry, the
fluid properties or by the addition of external forces. This is the subject of
ongoing work on related thin-film flows.

5. Discussion

We have studied a two-layer flow in a channel starting from the assump-
tion that one of the fluid layers is thin relative to the other. In the basic
state the interface between the layers is flat and the flow adopts a unidi-
rectional Poiseuille velocity profile. Of particular interest is the nonlinear
development of small amplitude disturbances to the interface. The impor-
tant dimensionless parameters in the study of this problem are the capillary
number, Bond number, Reynolds number, viscosity stratification, and also,
in the case of a spatially-periodic disturbance as assumed here, the length of
the computational domain.

Using a weakly-nonlinear analysis we have obtained an evolution equa-
tion for the film thickness which is valid for a sufficiently small amplitude
disturbance. The model equation includes a nonlocal term that represents the
interaction between the two layers; the contribution from the thicker layer ap-
pears via the solution of an Orr-Sommerfeld type problem for arbitrary (but
not asymptotically large) Reynolds number. Using this model equation we
first examined the linear stability of the flow and obtained results that are in
line with the well-established physical mechanisms associated with two-fluid
shear flows, namely long-wave destabilisation at non-zero Reynolds numbers
[8] due to the thin-layer effect [5], and destabilisation due to density strati-
fication [10]. The linear instabilities were followed into the weakly-nonlinear
regime by performing numerical computations of the model equation on long
domains (of aspect ratio 8:1 or 12:1) and for Reynolds numbers on the order of
300. We have also carried out fully nonlinear direct numerical simulations for
the same parameter values to explore the range of validity of the model and
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to investigate families of solutions unrestricted by modelling assumptions re-
quired as part of the derived analytical approach. The simulations for stably
stratified flows indicated that the solutions are (mostly) nonlinear travelling
waves of permanent form. We found good agreement between the numerical
solutions of the model equation and the DNS in terms of wave amplitudes,
shapes and periods. In the case of unstable stratification we found that for
moderate density differences the background shear flow is able to suppress the
Rayleigh-Taylor instability [15] and the interface evolves toward a saturated,
stable structure. Our results have also revealed co-existence of solutions,
namely the existence of multiple solutions for different initial conditions.

We have established the predictive power of the asymptotic model based
on a series of comparisons between the analytical and numerical solution
strategies. For regimes beyond the reach of the model (for instance when
the fluids have large density differences), we have provided insight into the
rich dynamical behaviour of the system by computing time-periodic trav-
elling waves and by presenting solutions exhibiting film rupture behaviour
that has not been reported before. This is the first study that presents direct
comparisons between a theoretical asymptotic model and DNS of inertial
pressure-driven two-layer flow. The present work can also serve as a motiva-
tion for further experimental study. Given the potential applications of the
studied system in the oil and gas industry (e.g. transport of oil in pipelines
[39]), it is of interest to extend this work to high Reynolds numbers, and this
is the subject of ongoing work.
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