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We study the statistical properties of the long-time dynamics of the rule 54 reversible cellular
automaton (CA), driven stochastically at its boundaries. This CA can be considered as a discrete-
time and deterministic version of the Fredrickson-Andersen kinetically constrained model (KCM).
By means of a matrix product ansatz, we compute the exact large deviation cumulant generating
functions for a wide range of time-extensive observables of the dynamics, together with their asso-
ciated rate functions and conditioned long-time distributions over configurations. We show that for
all instances of boundary driving the CA dynamics occurs at the point of phase coexistence between
competing active and inactive dynamical phases, similar to what happens in more standard KCMs.
We also find the exact finite size scaling behaviour of these trajectory transitions, and provide the
explicit “Doob-transformed” dynamics that optimally realises rare dynamical events.

Introduction.– Classical systems which evolve stochas-
tically subject to constraints display complex dynamics,
often beyond what can be anticipated simply from their
static properties. This is what occurs in the presence
of excluded volume interactions, such as in simple ex-
clusion processes [1, 2], or when configuration space is
restricted, such as in dimer coverings [3, 4], or in sys-
tems where dynamical rules are subject to kinetic con-
straints, as for example in kinetically constrained models
(KCMs) of glasses [5, 6]. Constrained dynamics is also
proving increasingly relevant to quantum many-body sys-
tems, including problems such as slow thermalisation and
non-ergodicity in the absence of disorder [7–11], operator
spreading and entanglement growth [12–19], and in the
dynamics of ensembles of Rydberg atoms [20–22].

Complex collective dynamics must be characterised
through the statistical properties of dynamical observ-
ables, something which can be readily done by means of
large deviation (LD) techniques [23–26]. This allows to
study ensembles of trajectories of the dynamics as one
would study ensembles of configurations in equilibrium
statistical mechanics. Among other things, the dynami-
cal LD approach reveals in many systems the existence
of competing dynamical phases and the corresponding
phase transitions between them, as for example in KCMs
[24, 25], exclusion processes [27–30], dimer models [31],
and several other classical [32–35] and quantum [36] sys-
tems. This rich phase structure of trajectory space is
what underlies the complex dynamics of these systems.

Here we generalise the above ideas to systems whose
(bulk) dynamics is deterministic and reversible. We con-
sider specifically the “rule 54” cellular automaton (CA)
of Ref. [37] (RCA54). The local rules that define the
interactions of this CA (see below) are similar to the ki-
netic constraints of the simplest of KCMs, the (one-spin
facilitated) Fredrickson-Andersen (FA) model [5, 38, 39].

As such the RCA54 is referred to also as the “Floquet-
FA” model [16] since it can be considered a synchronous,
discrete and deterministic version of the FA model. (The
RCA54 is also related to the ERCA 250R of Takesue
[40].) A remarkable property of the RCA54 is that it
is integrable [41] and, in presence of stochastic driving
at its boundaries, one can obtain exactly its (in general
non-equilibrium) steady state distribution [41, 42], cer-
tain decay modes [43], and dynamical structure factors
[44] in terms of matrix product states.

In this paper we compute the exact large deviation
statistics of the boundary driven RCA54 by generalis-
ing the methods of Refs. [41–44]. Via a novel inhomoge-
neous matrix product ansatz we obtain the exact cumu-
lant generating functions and rate functions of a broad
class of time-extensive observables of the dynamics. We
prove the existence of distinct active and inactive dy-
namical phases, with the dynamics of the RCA54 occur-
ring at the phase transition point. To our knowledge,
our findings here represent the only exact results for LDs
in interacting models beyond those for simple exclusion
processes [27, 45–51] (and related hard-core Brownian
particle models [52]), and the first for bulk-deterministic
systems. Previous work for bulk-deterministic systems
focused on stationarity states (e.g. [53]). Our approach
goes beyond effective hydrodynamic description [54] and
accesses the full microscopic dynamics and the matrix
product ansatz introduced allows us to calculate the large
deviations of arbitrary two-site observables. It includes
non-trivial correlations in contrast to previous results for
product states [55].

Model.– We consider a system defined by binary vari-
ables ni ∈ {0, 1} (up/down state) on sites i ∈ {1, . . . , N}
of a lattice with even size N . A configuration at time t is
described by a binary string nt = (nt1, n

t
2, . . . , n

t
N ). The

dynamics in the bulk is given by the discrete, determin-
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istic RCA54 [37], while the dynamics on the boundary
sites is stochastic [41, 43].

The update rule is decomposed into two Floquet-like
half-time steps. During the first half-time step, nt →
nt+1/2, only even sites are updated, so that n

t+1/2
i = nti

for i odd. For all i even with 2 ≤ i ≤ N − 2, the evolu-

tion of nti is deterministic through the relation n
t+1/2
i =

χ(nti−1, n
t
i, n

t
i+1), where χ(n, n′, n′′) = n+ n′ + n′′ + nn′′

mod 2 is the rule-54 function [37], see Fig. 1(a). This
local update rule is similar to the constraint of the FA
model: a site can flip only if at least one of its near-
est neighbours is in the up state [38]. The last site
is updated stochastically depending on the state of its

neighbour: n
t+1/2
N = 0 with probability γ + ntN−1(δ − γ)

or n
t+1/2
N = 1 otherwise. In the second half-time step,

nt+1/2 → nt+1, for even sites we have nt+1
i = n

t+1/2
i ,

while odd sites in the bulk evolve deterministically with

rule-54, nt+1
i = χ(n

t+1/2
i−1 , n

t+1/2
i , n

t+1/2
i+1 ). The first site

is updated stochastically, with nt+1
1 = 0 with probability

α+ n
t+1/2
2 (β − α) or nt+1

1 = 1 otherwise.

The above rules define a discrete-time, irreducible and
non-reversible (due to the stochastic boundaries) Markov
process. Physically it models a gas of solitons stochas-
tically emitted from reservoirs at the boundaries, prop-
agating at constant unit velocity in the bulk and inter-
acting pairwise through a one-time step delay [41–43].
Depending on the boundary rates, the system is driven
out-of-equilibrium by the reservoirs leading to a net flow
of solitons in the stationary state.

We define ptn to be the probability that nt = n and
pt =

∑
n1,n2,...,nN∈{0,1} p

t
n en1 ⊗ en2 ⊗ · · · ⊗ enN

the as-

sociated probability vector in (R2)⊗N (where e0 and e1
denote the elementary basis of R2). The master equation
can be written as pt+1 = Mpt where the Markov matrix
M = MoMe is expressed as the product of two operators
associated with the even and odd half-time steps, see Fig.
1(b),

Me = P123P345 · · ·PN−3,N−2,N−1RN−1,N
Mo = L12P234P456 · · ·PN−2,N−1,N . (1)

The subscripts indicate on which sites of the lattice the
operators are acting non-trivially. The operator P is the
8 × 8 permutation matrix (acting on three sites) that
enforces the dynamical rule in the bulk, with elements
Pmm

′m′′

nn′n′′ = δn,mδχ(nn′n′′),m′δn′′,m′′ where δn,m is the Kro-
necker symbol. The operators L and R are the 4 × 4
stochastic matrices for the boundary processes of first
and last site, respectively. A typical trajectory of the
RCA54 is shown in Fig. 1(c). For further details of the
model see [41–43] and [56].

Large deviations of time-integrated observables.–
We are interested in the statistics of general (possibly
inhomogeneous) space- and time-extensive observables of

i
i− 1

i+ 1
t t+ 1

(b) (c)

(a)

FIG. 1. Boundary-driven RCA54: (a) Deterministic local dy-
namical rules for bulk dynamics. (b) Action of the propaga-
tor in the two half-time steps. (c) A typical trajectory of the
model for (N,T ) = (100, 75) and stochastic boundaries with
(α, β, γ, δ) = (1/3, 1/8, 1/2, 2/5).

the form

OT =

T−1∑
t=0

N−1∑
j=1

[
fj(n

t
j , n

t
j+1) + gj(n

t+1/2
j , n

t+1/2
j+1 )

]
(2)

in the large time T limit. These are dynamical (or tra-
jectory) observables as they depend on the full time his-
tory (n0,n1/2,n1, . . . ,nT−1/2). An example is the time-
integrated number of up sites (which is not conserved in
the RCA54) corresponding to fj(n, n

′) = (n+ n′)/2 and
gj(n, n

′) = 0.
For large T the probability of OT has a LD form,

PT (O) = 〈δ(O−OT )〉 ∼T→∞ e−TϕN (OT /T ), where ϕN (x)
is the rate function (where the subscript indicates its size-
dependence). The moment generating function also has
a LD form, ZT (s) = 〈e−sOT 〉 ∼ eTθN (s), where θN (s) is
called the scaled cumulant generating function (SCGF),
as its derivatives at s = 0 correspond to the cumulants
of OT divided by time. The LD functions play the role
of free-energies for trajectories and are related by a Leg-
endre transform, θN (s) = −minx [sx+ ϕN (x)].

To obtain the SCGF we deform, or tilt, the Markov
matrix [26]: we define M(s) = MoG(s)Me F (s), where
we have introduced the diagonal operators Fn,n′(s) =

δn,n′
∏N−1
i=1 f

(i)
ni,ni+1 and Gn,n′(s) = δn,n′

∏N−1
i=1 g

(i)
ni,ni+1 ,

with the shorthand notation f
(i)
n,n′ = e−sfi(n,n

′) and

g
(i)
n,n′ = e−sgi(n,n

′). We then have that θN (s) = lnλ(s),
where λ(s) is the largest real eigenvalue of M(s).

Exact results from Matrix Ansatz.– During the last
decades, a technique called Matrix Ansatz has proven
to be very efficient for deriving exact results in out of
equilibrium systems. It has been introduced to compute
analytically the stationary state of Markov chains [57]
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(see also [58, 59] for recent developments) and has later
on been used to compute deformed ground state [48, 60],
eigenvectors [43, 61] or time-evolution of particular initial
states [44]. We use it here to compute the ground-state of
the tilted Markov operatorM(s). Following the approach
of [41, 43], our strategy is to look for vectors p and p′

such that MeF (s)p = λR(s)p′ and MoG(s)p′ = λL(s)p.
It then follows that λ(s) = λR(s)λL(s) is the dominant
eigenvalue of the tilted Markov operator, M(s)p = λ(s)p.

It turns out that one can construct four pairs of site-

dependent 3×3 matricesW
(j)
n , V

(j)
n , X

(j)
n , Y

(j)
n [56] which

satisfy the inhomogeneous bulk relations, for j even:

f
(j−1)
nn′ f

(j)
n′n′′W

(j−1)
n W

(j)
n′ X

(j+1)
n′′ = X

(j−1)
n V

(j)
χ(nn′n′′)V

(j+1)
n′′ ,

g
(j−2)
nn′ g

(j−1)
n′n′′ X

(j−2)
n V

(j−1)
n′ V

(j)
n′′ = W

(j−2)
n W

(j−1)
χ(nn′n′′)X

(j)
n′′ ,

as well as six row 3-vectors 〈ln| , 〈l′nn′ | and six column
3-vectors |rnn′〉, |r′n〉, satisfying the boundary equations

f
(1)
nn′f

(2)
n′n′′ 〈ln|W

(2)
n′ X

(3)
n′′ = 〈l′nχ(nn′n′′)|V

(3)
n′′ ,∑

m,m′=0,1

Rmm
′

nn′ f
(N−1)
mm′ |rmm′〉 = λRX

(N−1)
n |r′n′〉 ,∑

m,m′=0,1

Lmm
′

nn′ g
(1)
mm′ 〈l

′
mm′ | = λL 〈ln|X(2)

n′ ,

g
(N−2)
nn′ g

(N−1)
n′n′′ X(N−2)

n V
(N−1)
n′ |r′n′′〉 = W (N−2)

n |rχ(nn′n′′)n′′〉 ,

These equations provide a cancellation scheme implying
that an eigenvector of M , specifically vectors p and p′,
take the matrix product form

pn1,...,nN
= 〈ln1

|W (2)
n2
W (3)
n3
· · ·W (N−3)

nN−3
W (N−2)
nN−2

|rnN−1nN
〉

p′n1,...,nN
= 〈l′n1n2

|V (3)
n3
V (4)
n4
· · ·V (N−2)

nN−2
V (N−1)
nN−1

|r′nN
〉 , (3)

An explicit expression of the matrices and boundary vec-
tors in the 3-dimensional auxilliary space are provided
in [56]. The eigenvalue λ = λLλR is proven to be the
dominant root of a polynomial of order 4

λ4 − αγaNλ3 − ωa2Nλ2 − βδξa3Nλ+ ηa4N = 0, (4)

with

ω = bN (1− α)(1− δ)β′γ′ + cN (1− β)(1− γ)α′δ′

ξ = bN cN (1− α)(1− β)(1− γ)(1− δ)α
′β′γ′δ′

α̃β̃γ̃δ̃

η = (αβ − α̃β̃)(γδ − γ̃δ̃)ξ

and where

aN =

N−1∏
i=i

(f
(i)
00 g

(i)
00 ), (5)

bN =

N/2∏
i=1

f
(2i−1)
01 f

(2i−1)
10 g

(2i−1)
11(

f
(2i−1)
00

)2
g
(2i−1)
00

N/2−1∏
i=1

g
(2i)
01 g

(2i)
10 f

(2i)
11(

g
(2i)
00

)2
f
(2i)
00

,

cN =

N/2∏
i=1

g
(2i−1)
01 g

(2i−1)
10 f

(2i−1)
11(

g
(2i−1)
00

)2
f
(2i−1)
00

N/2−1∏
i=1

f
(2i)
01 f

(2i)
10 g

(2j)
11(

f
(2i)
00

)2
g
(2i)
00

,
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FIG. 2. Dynamical phase transition in the RCA54: Red
curves show the exact SCGF θ(s) for the time-integrated
number of up sites [fj(n, n

′) = 1
2
(n + n′) and gj = 0 in

Eq. (2)] for sizes N = 10, 30, 500; the SCGF approaches
the singular form (10) for large size. The order parameter,
limT→∞〈OT e

−sOT 〉/TNZT (s) = −θ′(s)/N (blue) displays a
first-order change between s < 0 and s > 0, while its suscep-
tibility θ′′(s)/N (green) diverges as N (blue and green curves
are for N = 10). The first-order singularity at sc = 0 is
approached as 1/N . Inset: Exact rate function ϕ(x) with
x = OT /TN for sizes N = 10, 30, 500. [Parameters are
(α, β, γ, δ) = (1/3, 1/8, 1/2, 2/5).]

and, α′ = α+ α̃, β′ = β + β̃, γ′ = γ + γ̃, δ′ = δ + δ̃,

α̃ =
f
(1)
10 g

(1)
11

f
(1)
00 g

(1)
01

(1− α), β̃ =
f
(1)
11 g

(1)
10

f
(1)
01 g

(1)
00

(1− β),

γ̃ =
f
(N−1)
11 g

(N−1)
01

f
(N−1)
10 g

(N−1)
00

(1− γ), δ̃ =
f
(N−1)
01 g

(N−1)
11

f
(N−1)
00 g

(N−1)
10

(1− δ).

When s = 0, that is, in the non-deformed case, the poly-
nomial factorizes as in [43] and the largest eigenvalue
becomes λ = 1 as expected.

Dynamical phase transition.– From Eq. (4) we can
obtain the behavior of the SCGF θN (s) in the large
size limit. Since the observables we consider are ex-
tensive in system size, cf. Eq. (2), we have that a :=
− limN→∞(ln aN )/(Ns), b := − limN→∞(ln bN )/(Ns)
and c := − limN→∞(ln cN )/(Ns) exist and are finite.
The SCGF then takes the scaling form

θN (s) = ϑ(Ns) +O
( 1

N

)
, (6)

where the function ϑ(σ) is defined such that exp[ϑ(σ)]
is the leading thermodynamic contribution to the largest
root of the polynomial (4) (see [56] for details). The
scaling form (6) provides us immediately with system



4

size behavior of the long-time cumulants of OT

lim
T→∞

1

T
〈〈OkT 〉〉 = (−)k

dk

dsk
θN

∣∣∣∣
s=0

∝ Nk (7)

where 〈〈·〉〉 indicates the cumulant. The supra-linear de-
pendence on size for k ≥ 2 indicates the presence of a
singularity at s = 0 in the large size limit.

We can extract explicitly (see [56]) the exact asymp-
totic of the first few cumulants. From k = 1 we get the
average observable per unit time

lim
T→∞

1

TN
〈OT 〉 = a+

µb+ νc

2(µ+ ν) + αγ − βδ
+O

( 1

N

)
(8)

while from k = 2 the corresponding susceptibility

lim
T→∞

1

TN
var OT = N

[
−2bc(1− αγ) + µb2 + νc2

2(µ+ ν) + αγ − βδ

+
3(µb+ νc)2

(2(µ+ ν) + αγ − βδ)2
+

2(b+ c)(µb+ νc)(2− αγ)

(2(µ+ ν) + αγ − βδ)2

−2(µb+ νc)2(4 + µ+ ν − αγ)

(2(µ+ ν) + αγ − βδ)3

]
+O(1) (9)

with µ = γ(1−α)+β(1−γ) and ν = δ(1−α)+α(1−γ).
The scaling function ϑ(σ) has the following properties:

(i) at σ = 0 it vanishes as the corresponding polynomial
trivially factorizes [56]; (ii) it is a convex function and
ϑ′′(σ) admits a global maximum σ∗; (iii) if (b+ c) > 0 it
has the asymptotic behavior

ϑ(σ) =

{
−aσ + ln(αγ) + o(1), σ →∞
− 1

3 (b+ c+ 3a)σ + 1
3 ln(βδ) + o(1), σ → −∞

[if (b + c) < 0 the asymptotic behavior is obtained by
σ → −σ]. We can thus deduce that the SCGF converges
to the limit shape

lim
N→∞

1

N
θN (s) =

{
−as, s > 0

− 1
3 (b+ c+ 3a)s, s < 0

(10)

when (b + c) > 0 [for (b + c) < 0 the shape is obtained
by s → −s]. The singularity at s = 0 corresponds to a
first-order phase transition.

Figure 2 shows the SCGF for one choice of the ob-
servable (the time-integrated number of up sites). As N
grows, θN (s) approaches the piecewise linear form (10).
The order parameter, −θ′(s)/N , changes from a large
value for s negative to one close to zero for s positive, the
change becoming discontinuous for N →∞. The increas-
ing sharpness of the crossover is manifested in the be-
haviour of the susceptibility θ′′(s)/N , whose peak grows
as N . The value of s at its peak indicates the location
of the finite size crossover, which goes as sc ∝ N−1. The
finite size scaling of the transition point is similar to that
expected in the FA model [62–64], while the scaling of
the susceptibility is different.

FIG. 3. Sampling of titled dynamics via Doob trans-
form: The average under Eq. (11) of the observable,
〈OT 〉MDoob(s)/TN (blue symbols), coincides with the exact
value of the order parameter, −θ′(s)/N (blue curve), as shown
for N = 100. We show sample trajectories for various values
of s: For s < 0, trajectories are dense in up sites, thus in-
creasing activity; the leftmost trajectory maximises activity
by becoming ordered is space and time - this is the arrange-
ment in the inactive phase for s < 0 in the N →∞ limit (cf.
orange/dotted curve). For s > 0 trajectories are sparse in up
sites, thus reducing activity. (Same observable and parame-
ters as in Fig. 2.)

The Inset to Fig. 2 shows the rate function ϕ(x) where
x = OT /TN for various sizes, as obtained from the SCGF
via the Legendre transform. As the size increases ϕ(x)
progressively broadens. For finite N the broadening is in-
dicative of large fluctuations, and a precursor of the phase
transition. In the limit N → ∞, it takes the shape of a
flat square well, corresponding to the Maxwell construc-
tion due to the first-order coexistence of the two dynami-
cal phases, the inactive one with xmin = a and the active
one with xmax = 1

3 (b+ c+ 3a), cf. Eq. (10) (ϕ =∞ else-
where). Due to the deterministic nature of the RCA54 –
and in contrast to facilitated models [24, 25, 39] – there
are no fluctuations within each dynamical phase, which
means that for finite N the rate function should have the
shape of a “tilted ellipse” [65–67].

Doob transformation and optimal dynamics.– The
dynamical phase transition above corresponds to a sin-
gular change at the level of fluctuations: if the ensem-
ble of trajectories is reweighed by e−sOT (the so-called
s-ensemble [32, 39]), there is a singular change in the na-
ture of atypically active trajectories (s < 0) to atypically
inactive ones (s > 0). These reweighed ensembles can be
sampled from the original dynamics by post-processing,
but this is exponentially costly in T . However, they can
be optimally accessed in terms of an “auxiliary” [68] or
“driven” [69] Markov process, by means of a so-called
generalised Doob transformation; see also [70–75]. The
generalised Doob transform gives the optimal way to gen-
erate rare dynamical events. That is, any other manner is
exponentially suppressed in time and volume. From the
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matrix product construction of the leading eigenvector of
M(s) we can obtain the exact long-time Doob operator
[68, 69, 73]:

MDoob =
1

λ(s)
LM(s)L−1, (11)

where L is a diagonal operator formed out of compo-
nents of the leading left eigenvector q of M(s), i.e.
Ln,n′ := δn,n′qn. The exact matrix product construc-
tion of q in given in [56]. The operator (11) is a Markov
matrix for a stochastic dynamics whose trajectories are
guaranteed to coincide - for long-times - with those of
the s-ensemble of the original M [68, 69, 71–73]. Figure
3 shows how MDoob allows to sample the fluctuations of
the RCA54 parameterised by s in an optimal way. We
see that both the active and inactive phases on their own
seem not to fluctuate, and the probability tends in the
large size limit to a step: a delta-function at the mini-
mal possible value of the observable, another one at the
maximal value, and the flat part that connects the two.
The individual phases therefore do not / cannot fluctu-
ate, and the SCGF becomes piecewise linear as in Fig. 2.
We see this as a consequence of the bulk deterministic
character of the model. Consequently, the Doob oper-
ator amounts to a non-trivial modification only of the
boundary probabilities, which in MDoob depend on the
configuration of the whole lattice. For details see [56].

Conclusion.– We studied the statistics of a general class
of dynamical observables in a cellular automaton with
stochastic boundary driving. We provided an exact ex-
pression of their scaled cumulant generating functions by
means of an inhomogeneous matrix product expression
for the leading eigenvector of the corresponding tilted
Markov operator. Our results give a precise analytical
description of the phase transition between active and
inactive dynamical phases observed in a wide range of
other models.

We foresee extensions of our work here in several di-
rections, including computing the large deviation statis-
tics of currents, and even the complete “level 2.5”
statistics for the empirical measure and fluxes [76–80].
The analytic inhomogeneous Matrix Ansatz introduced
here could also be used to address similar questions in
more complicated models, for instance for cellular au-
tomata with asymmetric constraints, and for systems
with stochastic dynamics in the bulk.
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fer, T. Pfau, and R. Löw, Phys. Rev. Lett. 114, 203002
(2015).

[22] M. M. Valado, C. Simonelli, M. D. Hoogerland,
I. Lesanovsky, J. P. Garrahan, E. Arimondo,
D. Ciampini, and O. Morsch, Phys. Rev. A 93,
040701 (2016).

[23] V. Lecomte, C. Appert-Rolland, and F. van Wijland, J.
Stat. Phys. 127, 51 (2007).

[24] J. P. Garrahan, R. L. Jack, V. Lecomte, E. Pitard, K. van
Duijvendijk, and F. van Wijland, Phys. Rev. Lett. 98,
195702 (2007).

[25] J. P. Garrahan, R. L. Jack, V. Lecomte, E. Pitard, K. van
Duijvendijk, and F. van Wijland, J. Phys. A 42, 075007
(2009).

[26] H. Touchette, Phys. Rep. 478, 1 (2009).
[27] C. Appert-Rolland, B. Derrida, V. Lecomte, and F. van

Wijland, Phys. Rev. E 78, 021122 (2008).

http://stacks.iop.org/1742-5468/2007/i=07/a=P07023
http://dx.doi.org/10.1016/j.physa.2014.07.046
http://dx.doi.org/10.1016/j.physa.2014.07.046
http://dx.doi.org/10.1103/PhysRevB.92.100305
http://dx.doi.org/10.1103/PhysRevB.92.100305
http://dx.doi.org/10.1103/PhysRevLett.119.030601
http://dx.doi.org/10.1103/PhysRevLett.119.030601
http://dx.doi.org/ 10.1103/PhysRevLett.121.040603
http://dx.doi.org/10.1103/PhysRevB.98.195125
http://dx.doi.org/10.1103/PhysRevB.98.195125
http://dx.doi.org/10.1103/PhysRevB.98.060302
http://dx.doi.org/10.1103/PhysRevB.98.184416
http://dx.doi.org/10.1103/PhysRevB.98.220303
http://dx.doi.org/10.1103/PhysRevLett.111.215305
http://dx.doi.org/10.1103/PhysRevLett.111.215305
http://dx.doi.org/ 10.1103/PhysRevLett.114.203002
http://dx.doi.org/ 10.1103/PhysRevLett.114.203002
http://dx.doi.org/ 10.1103/PhysRevA.93.040701
http://dx.doi.org/ 10.1103/PhysRevA.93.040701
http://dx.doi.org/10.1103/PhysRevE.78.021122


6

[28] C. P. Espigares, P. L. Garrido, and P. I. Hurtado, Phys.
Rev. E 87, 032115 (2013).

[29] R. L. Jack, I. R. Thompson, and P. Sollich, Phys. Rev.
Lett. 114, 060601 (2015).

[30] D. Karevski and G. M. Schütz, Phys. Rev. Lett. 118,
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