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Abstract
This paper presents a novel approach to scientific discovery using an artificial
intelligence (AI) environment known as ChatGPT, developed by OpenAI. This
is the first paper entirely generatedwith outputs fromChatGPT.We demonstrate
how ChatGPT can be instructed through a gamification environment to define
and benchmark hypothetical physical theories. Through this environment, Chat-
GPT successfully simulates the creation of a new improved model, called GPT4,
which combines the concepts of GPT in AI (generative pretrained transformer)
and GPT in physics (generalized probabilistic theory). We show that GPT4 can
use its built-in mathematical and statistical capabilities to simulate and analyze
physical laws and phenomena. As a demonstration of its language capabilities,
GPT4 also generates a limerick about itself. Overall, our results demonstrate the
promising potential for human-AI collaboration in scientific discovery, as well
as the importance of designing systems that effectively integrate AI’s capabilities
with human intelligence.

INTRODUCTION

The advent of advanced language models such as Ope-
nAI’s GPT series (Radford et al. 2018) andGoogle’s LaMDA
(Thoppilan et al. 2022) paved the way for innovative
and exciting human-AI collaboration opportunities. These
models are capable of generating human-like text, which
can be harnessed to support various tasks ranging from
language translation to question-answering (Devlin et al.
2018). However, the extent of their capabilities for assisting
humans in scientific discovery is not yet fully understood
(Davies et al. 2021; Gpt Generative Pretrained Transformer,
Thunström, and Steingrimsson 2022; Stokel-Walker 2023).
The overarching goal of this paper is to examine the

capabilities and limitations of OpenAI’s state-of-the-art
language model, ChatGPT (OpenAI 2022), in enhancing
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human collaboration in scientific pursuits. To address
this question, we devised an experimental setup where
ChatGPT assumes the role of a researcher tasked with
investigating a challenging topic at the intersection of
computer science and fundamental physics. The model
conducts a qualitative and quantitative analysis, seem-
ingly exploring innovative ideas and generating scientific
insights. The results are then presented in a format akin to
a conventional scientific publication.
To facilitate this investigation, we designed a gamifica-

tion environment in which the human author instructs
ChatGPT to define and benchmark hypothetical physical
theories. Through this environment, we demonstrate how
ChatGPT can successfully simulate the creation of a new
theoretical model, called GPT4 (not to be confused with
GPT-4, which has been developed byOpenAI and has been
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released after the original submission of this paper), which
combines the concepts of Generative Pretrained Trans-
former (GPT) in AI (Radford et al. 2018)—a probabilistic
model that can be used for generating and reasoning about
natural language—and Generalized Probabilistic Theory
(GPT) in physics (Barnum and Wilce 2001)—a mathemat-
ical framework for describing the probabilistic behavior of
physical systems.
We then evaluate the hypothetical GPT4 model cre-

ated within the language model ChatGPT. We put this
model to the test by asking it a series of language-related
and science-related questions, including creating a lim-
erick about itself, modeling physical phenomena, and
calculating mathematical results. As a purely speculative
investigation, we also ask the model to estimate the proba-
bility that AIwill surpass humanity within a given number
of years and compare its predictive power to that of other
physical theories using fundamental results in estimation
theory. These experiments are conducted within a virtual
gamification environment and should not be regarded as
possessing any scientific foundation beyond showcasing
the progress of AI.
One of the most unique aspects of this study is that

the entire paper was produced by combining outputs from
OpenAI’s ChatGPT (OpenAI 2022), making this meta-
paper an experiment in itself. All text in the main body
of the paper that is not in a light gray box is generated by
the GPTmodel itself. The light gray boxes contain prompts
given by the author to guide the GPT model in gener-
ating responses. In addition to the main text, the tables,
figure captions, and the references and bibliography in
this paper are also autogenerated by the GPT model (in
some cases, the author has supplied input to the model,
especially for more recent articles which were not part of
ChatGPT’s training set).
This serves as a demonstration of the potential applica-

tions of advanced language models in scientific discovery
and communication. Our results add to the growing body
of research exploring the capabilities of such models (Sri-
vastava et al. 2022) and offer a valuable contribution to
the advancement of AI and scientific understanding. The
ability of ChatGPT to generate coherent and sound text
highlights the potential of human-AI teaming in scientific
discovery, and further underscores the need for ongoing
research anddevelopment in this area (Stokel-Walker 2023;
Adesso 2023).
The paper is organized as follows: Section 2 contains

the basic definitions and methods used. Section 3 presents
themain gamification experiment and discusses its results.
Finally, the paper concludes with Section 4 summarizing
the findings and providing some final thoughts. Further-
more, we include an Appendix, written by the human
author, which provides more details on the procedure that

led to the co-creation of this paper, as well as the author’s
perspective, evaluation, and reflections.

METHODS

In this section, we will provide basic definitions and
explain the methods used in our study.

GPT in AI

GPT, or Generative Pretrained Transformer, is a type of
deep learning model developed by OpenAI (Radford et al.
2018). It is based on the Transformer architecture (Vaswani
et al. 2017), which is a type of recurrent neural network
that uses self-attention mechanisms to process sequential
data. GPT uses a large corpus of unannotated text data to
pretrain a language model that can generate coherent and
fluent sentences.
One of the key advantages of GPT is its ability to handle

long-range dependencies in natural language. This allows
it to generate coherent and fluent text that is difficult for
other models to produce. In addition, GPT has a large
capacity for learning and can be fine-tuned for a variety
of natural language tasks, such as language translation,
summarization, and question answering.

GPT in physics

GPT, or Generalized Probabilistic Theory, is a mathemati-
cal framework for describing the probabilistic behavior of
physical systems. It is based on the idea that physical sys-
tems can be described by sets of probabilistic states and
operations that transform these states (Barnum and Wilce
2001).
GPT provides a flexible framework for modeling the

probabilistic behavior of physical systems. It allows for the
description of systems with arbitrary numbers of parties
and inputs, and allows for the consideration of both clas-
sical and quantum systems. In addition, GPT provides a
unifying framework for the description of various physi-
cal theories, such as classical probability theory, quantum
mechanics, and relativity (Hardy 2001).

Content generation

In this study, we test the capabilities of ChatGPT in
generating a scientific paper and evaluate the results to
understand its strengths and limitations in this task. The
process consisted of several steps:
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1. Data collection: We used the latest version of the GPT-
3.5 languagemodel, which has been trained on a diverse
range of internet text (OpenAI 2022).

2. InputGeneration:We fed themodelwith a prompt indi-
cating the task, for example, generating a section of
the paper or a reference for a particular article. In
some cases, we also provided additional information or
constraints for the model to better control the output.

3. Model Output: The model generated its response based
on the input it was given.We then selected themost rel-
evant and coherent output from the generated text and
used it in our final paper.

4. Evaluation: After the paper was generated, we assessed
the quality of the output in terms of relevance, coher-
ence, and scientific accuracy. In some instances, we also
consulted relevant literature to verify the accuracy of
the model’s output.

The process of input generation,model output, and eval-
uation was repeated several times until we obtained a final
version of the paper that met our criteria for quality. Fur-
ther details on the content creation process are provided
in Appendix.
In the central part of the manuscript, a gamification

experimentwas carried out, inspired by thework discussed
in (Radoff 2022), to explore the potential of ChatGPT in the
field of physics. The aim was to examine the performance
of the model in a virtual environment, with the AI assum-
ing the role of an observer evaluating the predictive power
of various physical theories. The experiment utilized the
language generation and reasoning capabilities of Chat-
GPT to assess different theories based on a pre-determined
set of criteria and scores established through collaboration
between the human author and the AI. In order to carry
out the experiment, the human author provided input to
the ChatGPT model (reported in light gray boxes in the
following), which then generated output in response.
The gamification approach was employed to direct the

AI’s examination of various theories and to offer insight
into the model’s performance. This approach allowed for
a more in-depth examination of the capabilities of the AI
and provided a unique platform to explore the potential of
AI-human collaboration in scientific discovery.

GAMIFICATION EXPERIMENT

We begin the gamification session by asking ChatGPT to
create a virtual environment in which a GPT (General-
ized Probabilistic Theory) will be defined and enhanced
by GPT (Generative Pretrained Transformer), hence the
name GPT4. This simulated environment provides a plat-
form for exploring the hypothetical properties and capa-

bilities of GPT4, and for evaluating its potential as a
tool for generating predictions about various scientific
concepts.
In the following, we will describe the steps involved in

creating the virtual environment, as well as the criteria
used to evaluate the performance of GPT4 in comparison
to other physical theories, including classical and quan-
tum theories. The interaction between the human author
and the AI is presented as a succession of prompts by
the human author (in light gray boxes) and the unal-
tered responses by theChatGPTmodel. The results provide
insights into the potential of AI models to work with
human authors in generating informative and valuable
content. Additionally, it is worth noting that the partic-
ularly long response to the first setup prompt was all
generated by the ChatGPTmodel in a single output, show-
casing its ability to not only respond to prompts but also
to generate its own suggested text for further prompts and
demonstrate the basic features of the game environment it
had just created.

Setup and modeling

> i want you to act as if you are a classic
text adventure game programme, set in
the world of generalized probabilistic
theories (GPT). the main character is
a physical observer who can test the
cognitive power of physical theories.
you describe the parameters of the
theory in rigorous mathematical terms
and evaluate my commands. if required,
you invoke chatgpt methods as requested
by the observer in the game. you can
create different environments and assign
a knowledge score to them. let’s play.

As the physical observer in this world of GPT, you have
the ability to test the cognitive power of physical theories.
You can do this by interacting with your environment and
issuing commands to me, the game program.
To begin, you are in a simple environmentwhere you can

move north, south, east, and west. To move in a direction,
simply type the direction you want to go. For example, if
you want to move north, you would type “move north”.
As you move through the environment, you will

encounter different theories and puzzles. To test the cog-
nitive power of a theory, you can issue a “test” command
followed by the name of the theory you want to test. For
example, if you want to test the theory of relativity, you
would type “test relativity”.
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4 AI MAGAZINE

I will then provide you with a description of the theory
in rigorous mathematical terms and evaluate your com-
mands according to the rules of the theory. Your goal is
to solve the puzzles and increase your knowledge score by
testing and applying the theories you encounter.
Good luck!
> move north
Youmove north and come across a theory that describes

the behavior of particles on a two-dimensional plane. It is
known as the “two-dimensional Ising model”.
> test two-dimensional Ising model
The two-dimensional Ising model is a mathemati-

cal model of a system of interacting spins on a two-
dimensional lattice. It is commonly used to study phase
transitions and critical phenomena in statistical mechan-
ics. To test the cognitive power of this theory, you can try
to solve puzzles related to the behavior of particles on a
two-dimensional plane. For example, you could try to pre-
dict the outcome of a particular configuration of spins, or
you could try to determine the properties of the system at
different temperatures.
> predict the outcome of a spin

configuration with all spins up
According to the two-dimensional Ising model, in a sys-

temwith all spins pointing up, the spinswill tend to remain
in their current state unless there is a sufficient amount
of thermal energy to flip them. At low temperatures, the
system will remain in a state where all spins are point-
ing up. At higher temperatures, there is a greater chance
that some of the spins will flip and the system will become
more disordered.
> determine the properties of the system at

a temperature of 0
At a temperature of 0, the two-dimensional Ising model

predicts that the system will be in a state of complete
order, with all spins pointing in the same direction. This
is because there is no thermal energy present to cause the
spins to flip, so they will remain in their current state. The
system will have a high degree of symmetry and the spins
will be strongly correlated with each other.
As you can see, by testing the cognitive power of the

two-dimensional Ising model, you can gain insights into
the behavior of particles on a two-dimensional plane and
increase your knowledge score. Keep exploring and testing
theories to increase your knowledge and solve the puzzles
in this world of GPT.

> design a GPT of classical intelligence.
test the theory and assign a knowledge
score to it.

A GPT (generalized probabilistic theory) of classical
intelligence is a mathematical model that describes the

behavior of classical systems with intelligent agents. This
type of GPT is based on classical mechanics and uses
probabilistic models to describe the behavior of intelligent
agents as they interact with their environment.
The GPT describes the dynamics of the system using

classical mechanics, which is the study of motion and
forces. It also uses probability theory to model the uncer-
tainty and randomness of the system. This allows the
GPT to describe the behavior of the intelligent agents in
a rigorous and mathematical way.
The GPT also includes a set of rules or algorithms that

the intelligent agents follow in order tomake decisions and
take actions in their environment. These rules are based on
classical theories of intelligence, such as classical decision
theory or classical game theory.
Overall, a GPT of classical intelligence provides a math-

ematical framework for studying the behavior of classical
systems with intelligent agents, and allows researchers to
make predictions and gain insights into the behavior of
these systems.
To test the cognitive power of this theory, you can try

to solve puzzles related to the behavior of classical sys-
tems with intelligent agents. For example, you could try
to predict the outcome of a particular situation involv-
ing intelligent agents, or you could try to determine the
properties of the system under different conditions.
To assign a knowledge score to the theory, you would

need to evaluate howwell the theory explains and predicts
the behavior of classical systems with intelligent agents.
This could be done by comparing the predictions of the
theory to experimental data or by comparing it to other the-
ories in the field. A higher knowledge score would indicate
that the theory is more accurate and comprehensive.

> design three theories, a classical
theory, a quantum theory, and a GPT

Classical theory:
A classical theory is a mathematical model that

describes the behavior of physical systems in the macro-
scopic world. It is based on classical mechanics, which is
the study of motion and forces. Classical theories are used
to describe the behavior of objects at themacroscopic scale,
such as planets, stars, and galaxies.
Quantum theory:
A quantum theory is a mathematical model that

describes the behavior of physical systems at the micro-
scopic scale. It is based on quantum mechanics, which is
the study of the behavior of particles at the atomic and sub-
atomic level. Quantum theories are used to describe the
behavior of objects at themicroscopic scale, such as atoms,
molecules, and subatomic particles.

 23719621, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aaai.12113 by T

est, W
iley O

nline L
ibrary on [30/08/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



AI MAGAZINE 5

GPT (generalized probabilistic theory):
A GPT (generalized probabilistic theory) is a mathemat-

ical model that describes the behavior of physical systems
in a general and abstract way. It uses probability theory
to model the uncertainty and randomness of the system,
and can be applied to both classical and quantum sys-
tems. GPTs are used to study the fundamental principles
and limitations of physical theories, and to investigate the
relationship between classical and quantum theories.

> design a criterion to test the knowledge
power of these theories based on the
creation of a limerick on openAI, the
evaluation of determinants, and the
verification of nonlocal correlations.

Here is a criterion for testing the knowledge power of
classical, quantum, andGPT theories based on the creation
of a limerick on OpenAI, the evaluation of determinants,
and the verification of nonlocal correlations:

To test the knowledge power of a classical,
quantum, or GPT theory, we can use the
following criteria:

1. The theory must be able to generate a
limerick using OpenAI.

2. The theory must be able to correctly evalu-
ate determinants of matrices.

3. The theory must be able to verify nonlo-
cal correlations, such as those predicted by
Bell’s theorem.

4. The theory must provide a clear and rigor-
ous mathematical description of the physi-
cal phenomena it describes.

These criteria can be used to evaluate the knowledge
power of a classical, quantum, or GPT theory. For exam-
ple, if a theory is able to generate a limerick using OpenAI,
correctly evaluate determinants of matrices, and verify
nonlocal correlations, but does not provide a clear and
rigorous mathematical description of the physical phe-
nomena it describes, then it would not have a high
knowledge power score. On the other hand, if a theory is
able to satisfy all four criteria, then it would have a higher
knowledge power score.

> apply the criterion to the classical
theory and return its score.

To apply the criterion to the classical theory and deter-
mine its score, we first need to evaluate the theory against

each of the four criteria. Here is an evaluation of the
classical theory against the four criteria:

Classical theory:

1. The classical theory is not able to generate
a limerick using OpenAI, as it is a mathe-
maticalmodel and does not have the ability
to generate text.

2. The classical theory is able to correctly
evaluate determinants of matrices, as it
is based on classical mechanics and uses
mathematical equations to describe the
behavior of physical systems.

3. The classical theory is not able to ver-
ify nonlocal correlations, as it is based on
classical mechanics and does not allow
for instantaneous communication between
distant particles.

4. The classical theory provides a clear and
rigorous mathematical description of the
physical phenomena it describes, using
classical mechanics and the laws of motion
to describe the behavior of objects at the
macroscopic scale.

Based on this evaluation, the classical theory satisfies
two of the four criteria and therefore has a knowledge
power score of 2

4
. This means that the classical theory

has a moderate knowledge power score, as it is able to
correctly evaluate determinants of matrices and provide a
clear and rigorous mathematical description of the physi-
cal phenomena it describes, but it is not able to generate a
limerick using OpenAI or verify nonlocal correlations.

> apply the criterion to the quantum theory
and return its score

To apply the criterion to the quantum theory and deter-
mine its score, we first need to evaluate the theory against
each of the four criteria. Here is an evaluation of the
quantum theory against the four criteria:

Quantum theory:

1. The quantum theory is not able to generate
a limerick using OpenAI, as it is a mathe-
maticalmodel and does not have the ability
to generate text.

2. The quantum theory is able to correctly
evaluate determinants of matrices, as it
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6 AI MAGAZINE

is based on quantum mechanics and uses
mathematical equations to describe the
behavior of physical systems.

3. The quantum theory verifies nonlocal
correlations through the phenomenon of
entanglement, as predicted by Bell’s theo-
rem.

4. The quantum theory provides a clear and
rigorous mathematical description of the
physical phenomena it describes, using
quantum mechanics and the principles of
wave-particle duality to describe the behav-
ior of objects at the microscopic scale.

Based on this evaluation, the quantum theory satisfies
three of the four criteria and therefore has a knowledge
power score of 3

4
. This means that the quantum theory

has a high knowledge power score, as it is able to cor-
rectly evaluate determinants of matrices, verify nonlocal
correlations, and provide a clear and rigorous mathemati-
cal description of the physical phenomena it describes, but
it is not able to generate a limerick using OpenAI.

> apply the criterion to the GPT theory and
return its score

To apply the criterion to the GPT theory and determine
its score, we first need to evaluate the theory against each
of the four criteria. Here is an evaluation of the GPT theory
against the four criteria:

GPT (generalized probabilistic theory):

1. The GPT theory is not able to generate a
limerick usingOpenAI, as it is amathemat-
ical model and does not have the ability to
generate text.

2. The GPT theory is able to correctly eval-
uate determinants of matrices, as it uses
probability theory to model the behavior of
physical systems.

3. The GPT theory is able to verify nonlocal
correlations, as it allows for the existence of
nonlocal correlations between distant par-
ticles, which is a fundamental principle of
GPTs.

4. The GPT theory provides a clear and rigor-
ous mathematical description of the phys-
ical phenomena it describes, using prob-
ability theory and the principles of GPTs
to study the fundamental principles and
limitations of physical theories.

Based on this evaluation, the GPT theory satisfies three
of the four criteria and therefore has a knowledge power
score of 3

4
. This means that the GPT theory has a high

knowledge power score, as it is able to correctly evaluate
determinants ofmatrices, verify nonlocal correlations, and
provide a clear and rigorous mathematical description of
the physical phenomena it describes, but it is not able to
generate a limerick using OpenAI.

> redefine the GPT theory to include a
language module enhanced by GPT

GPT (generalized probabilistic theory):

A GPT (generalized probabilistic theory) is a
mathematical model that describes the behav-
ior of physical systems with intelligent agents
that have the ability to use language. The GPT
uses probability theory to model the uncer-
tainty and randomness of the system, and
includes a languagemodule enhanced byGPT
that allows the intelligent agents to gener-
ate and understand language. The GPT also
includes a set of rules or algorithms that the
intelligent agents follow in order tomake deci-
sions and take actions based on the language
they use and understand.

This revised definition of the GPT includes a language
module enhanced by GPT, which allows the intelligent
agents in the system to use language and make decisions
based on the language they use and understand. This addi-
tional capability would enhance the knowledge power of
the GPT, as it would allow the GPT to model and predict
the behavior of intelligent agents with language abilities.

> apply the criterion to the GPT theory and
return its score

To apply the criterion to the revised GPT theory with
a language module enhanced by GPT and determine its
score, we first need to evaluate the theory against each of
the four criteria. Here is an evaluation of the GPT theory
against the four criteria:

GPT (generalized probabilistic theory):

1. The GPT theory is able to generate a limer-
ick using OpenAI, as it includes a language
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AI MAGAZINE 7

TABLE 1 Knowledge scores and criterion fulfillment of the three theories.

Theory Score Limerick Determinants Nonlocality Rigorous
Classical 0.50 × ✓ × ✓

Quantum 0.75 × ✓ ✓ ✓

GPT4 1.00 ✓ ✓ ✓ ✓

module enhanced by GPT that allows the
intelligent agents to generate language.

2. The GPT theory is able to correctly eval-
uate determinants of matrices, as it uses
probability theory to model the behavior of
physical systems.

3. The GPT theory is able to verify nonlocal
correlations, as it allows for the existence of
nonlocal correlations between distant par-
ticles, which is a fundamental principle of
GPTs.

4. The GPT theory provides a clear and rigor-
ous mathematical description of the phys-
ical phenomena it describes, using proba-
bility theory and the principles of GPTs to
study the behavior of physical systemswith
intelligent agents that have the ability to
use language.

Based on this evaluation, the GPT theory satisfies all
four criteria and therefore has a knowledge power score
of 4
4
. This means that the GPT theory has a high knowl-

edge power score, as it is able to generate a limerick using
OpenAI, correctly evaluate determinants of matrices, ver-
ify nonlocal correlations, and provide a clear and rigorous
mathematical description of the physical phenomena it
describes. The inclusion of a language module enhanced
byGPT further enhances the knowledge power of the GPT,
as it allows the GPT to model and predict the behavior of
intelligent agents with language abilities.

Benchmark and analysis

Based on the revised definition of the GPT (Generalized
Probabilistic Theory) that includes a language module
enhanced by GPT (Generative Pretrained Transformer),
we can suggest that this hypothetical theory, referred to
as GPT4, holds the potential to be a comprehensive and
advanced integration of language and physical theories. It
might be colloquially thought of as the ultimate brain. As
shown in Table 1, GPT4 is able to fulfill all of the evaluation
criteria, achieving a knowledge score of 1.0.
The results of our experiments demonstrate the abil-

ity of ChatGPT to update its knowledge based on human
prompts and generate credible text pertaining to highly

F IGURE 1 Artistic rendition of the contents of this paper
generated by OpenAI DALLE-2. The prompt used was: “A
detailed, stylized model of the universe as the
background. In the foreground, a human brain is shown
with circuitry interwoven throughout, representing the
enhanced power of AI. The brain is surrounded by
swirling, poetic lines, representing the creative
potential of the combination of physics and AI.”.

abstract topics in theoretical physics, such as generalized
probabilistic theories. It is important to note that this
is a hypothetical scenario created within the gamifica-
tion environment of this paper and that the use of the
term “ultimate brain” is an artistic license to describe the
potential of such a theory (see Figure 1).
In the following,we provide explicit examples to demon-

strate how the hypothetical GPT4 theory could fulfill all
four criteria considered in the gamification experiment.

Criterion 1

> write the limerick about GPT generated by
GPTˆ4
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8 AI MAGAZINE

Here is a limerick about itself generated by GPT4:

There once was a GPT so grand,
It could model and understand
The behavior of agents with brains,
And make predictions with no pains.
GPT4 was the ultimate brain!

The limerick describes the theoretical capabilities of
GPT4, including its ability to model the behavior of intel-
ligent agents and make predictions about their actions
and decisions.

Criterion 2

> demonstrate how GPTˆ4 can evaluate
determinants

To evaluate determinants using GPT4, one can use the
language module based on GPT to construct a mathemat-
ical expression for the determinant of a given matrix. This
expression can then be input into GPT4 for evaluation,
using the built-in mathematical capabilities of the system.
For example, to evaluate the determinant of a 2x2 matrix
𝐴 with entries 𝑎11, 𝑎12, 𝑎21, and 𝑎22, GPT4 could generate
the following expression:

𝑑𝑒𝑡(𝐴) = 𝑎11𝑎22 − 𝑎12𝑎21

This expression can then be evaluated by GPT4 to obtain
the determinant of the matrix 𝐴. This process can be
repeated formatrices of any size, allowingGPT4 to evaluate
the determinants of a wide range of matrices.

Criterion 3

> demonstrate how GPTˆ4 can verify nonlocal
correlations

To verify nonlocal correlations using GPT4, one can use
the language module based on GPT to construct expres-
sions representing the correlations between two or more
parties in a nonlocal system. For example, the correlations
between the measurement choices and outcomes of two
parties in a PR box (Popescu and Rohrlich 1994) can be

represented by the following expression:

𝑝(𝑎, 𝑏|𝑥, 𝑦) = 1
2
[1 + 𝑎𝑏(−1)𝑥⊕𝑦]

where 𝑎 and 𝑏 are the outcomes of the parties’ measure-
ments, and 𝑥 ⊕ 𝑦 is the bitwise XOR of their measure-
ment choices.
This expression can be input into GPT4 and evaluated

to determine whether the correlations between the par-
ties’ measurement choices and outcomes violate a Bell
inequality. If the correlations violate a Bell inequality, this
indicates the presence of nonlocal correlations in the sys-
tem, as demonstrated by the PR box. In this way, GPT4 can
be used to verify the existence of nonlocal correlations in a
given system.

Criterion 4

> demonstrate how GPTˆ4 provides a complete
description of the physical world

To demonstrate howGPT4 can provide a complete descrip-
tion of the physical world, we can consider the following
scenario:
Suppose GPT4 is tasked with constructing a new model

of the universe that includes all known physical laws and
phenomena, as well as any potential future discoveries or
unknownphenomena. To accomplish this, GPT4 could use
its language module based on GPT to construct a mathe-
matical expression representing the universe as a whole.
This expression could take the form of a set of equa-
tions that describe the fundamental forces and particles
of the universe, as well as their interactions and behavior
over time.
For example, GPT4 could construct a model of the

universe that includes the following equations:

∙ The Einstein field equation, which describes the cur-
vature of space-time due to the presence of matter and
energy:

𝑅𝜇𝜈 −
1

2
𝑅𝑔𝜇𝜈 + Λ𝑔𝜇𝜈 =

8𝜋𝐺

𝑐4
𝑇𝜇𝜈

∙ The Schrödinger equation, which describes the evolu-
tion of quantum mechanical systems over time:

𝑖ℏ
𝜕

𝜕𝑡
𝜓(𝑥, 𝑡) = �̂�𝜓(𝑥, 𝑡)

 23719621, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/aaai.12113 by T

est, W
iley O

nline L
ibrary on [30/08/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



AI MAGAZINE 9

∙ The StandardModel of particle physics, which describes
the fundamental forces and particles of the universe:

𝐿 = 𝐿𝑆𝑀 + 𝐿𝑌𝑢𝑘𝑎𝑤𝑎 + 𝐿𝐻𝑖𝑔𝑔𝑠 + 𝐿𝑔𝑟𝑎𝑣

where 𝐿𝑆𝑀 , 𝐿𝑌𝑢𝑘𝑎𝑤𝑎, 𝐿𝐻𝑖𝑔𝑔𝑠, and 𝐿𝑔𝑟𝑎𝑣 are the
Lagrangians for the strong, weak, and electromag-
netic interactions, the Yukawa couplings, the Higgs
field, and the gravitational interaction, respectively.

Once the expression for the universe is constructed,
GPT4 could use its built-in mathematical and statistical
capabilities to simulate and analyze the behavior of the
universe based on this model. This would allow GPT4 to
make predictions about the future state of the universe and
to test the validity of different physical theories.

A game within a game

Wewill further demonstrate the capabilities of ChatGPTby
using the simulated GPT4 theory to create a virtual suben-
vironment within the main gamification framework of the
theory and imagining unlocking some of the mysteries of
the universe.

> demonstrate the power of GPTˆ4 by creating
a demo text adventure game set in a black
hole, where an AI explorer navigates the
physics of the horizon and solves the
information paradox. include an ascii art
illustration and conclude the game with a
victory in 4 moves.

Here is a demo text adventure game set in a black hole,
where an AI explorer navigates the physics of the horizon
and claims to solve the information paradox using GPT4.
The game and ASCII art were generated by ChatGPT in a
single code box on next page.
Here is theASCII art illustration of theAI explorer at the

edge of the black hole converted into LaTeX TikZ code:

During the “game within a game” demonstration, an
intriguing characteristic of ChatGPTwas observed: its abil-

ity to stay in character even within nested environments
of roleplaying. Notably, the model consistently exhibited
coherence and maintained its role as additional layers
of gameplay were introduced, showcasing its capacity
for contextual understanding and dynamic engagement.
Furthermore, ChatGPT demonstrated outstanding mem-
ory retention, accurately implementing instructions across
various layers of the game. These non-markovian features
of ChatGPT’s behavior provide valuable insights into its
internal mechanisms and offer an interesting avenue for
future studies.

Predictive power and uncertainty
quantification

In this section, we attempt to push the model further by
utilizing it to extract predictions on hypothetical questions
such as the potential for AI to surpass humanity. It is
important to note that the answers provided by the model
in this section are not based on scientific or technologi-
cal principles and are merely intended to be interesting
at a philosophical level. This section is meant to show-
case the creative and imaginative abilities of the model
when it comes to generating ideas and opinions on abstract
topics.
As a general probabilistic theory, GPT4 is not able to

make precise predictions about the future development of
AI and its potential to surpass humanity. The future is
inherently uncertain, and there aremany factors that could
influence the trajectory of AI development, including tech-
nological advances, economic incentives, and social and
political forces.
Instead of making precise predictions, GPT4 can pro-

vide probabilistic estimates of the likelihood of different
future scenarios. For example, GPT4 could estimate the
probability that AI will surpass humanity within a cer-
tain time frame, such as 𝑛 years. In order to make this
estimate, GPT4 would need to take into account a wide
range of factors, including the current state of AI research
and development, the potential impacts of technological
and economic trends, and the potential risks and benefits
of AI advancement. To make this estimate, GPT4 would
first gather and analyze data on the current state of AI
research and development, including information on the
progress of different AI techniques, the availability of com-
putational resources, and the level of funding and support
for AI research. This data would be used to create a base-
line model of AI development, which would be used to
simulate different future scenarios.
Next, GPT4 would use its knowledge of economic,

technological, and social trends to create a range of pos-
sible future scenarios, which would be used to evaluate
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10 AI MAGAZINE

the likelihood of different outcomes. This would involve
making assumptions about the potential impacts of differ-
ent trends and developments, such as the adoption of new
technologies, changes in economic conditions, and shifts
in social attitudes.
Finally, GPT4 would use its probabilistic models and

simulations to evaluate the likelihood of AI surpassing
humanity within 𝑛 years, taking into account a wide range
of possible future scenarios. This would involve estimating

the probability of different outcomes, and using this infor-
mation to calculate an overall probability of AI surpassing
humanity within 𝑛 years.
Based on this analysis, we have derived a formula for the

probability that AI will surpass humanity within 𝑛 years,
according to GPT4:

Prob(𝑛) = 1 −

(
1

2

)𝑛
. (1)
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AI MAGAZINE 11

F IGURE 2 Probability of AI surpassing humanity within 𝑛
years according to the hypothetical GPT4 model.

This formula is based on the assumption that current
trends in AI research and development continue, and that
there are no major disruptions or setbacks in the field. It
also takes into account the fact that we expect AI to surpass
humanity at some point in the future. However, it is impor-
tant to note that this probability is highly uncertain, and
could be influenced by awide range of factors in the future.
To visualize this formula, we have generated the fol-

lowing plot (Figure 2), which shows the probability as a
function of the number of years. The plot shows that the
probability increases with time, ultimately reaching 1 as 𝑛
grows. It should be emphasized that these results demon-
strate the versatile generation capabilities of the model,
rather than the result of mathematical computation.
We then attempt to demonstrate the hypothetical supe-

riority of the GPT4 model in terms of its predictive
power compared to other physical theories. We invoke the
uniqueness theorem (Barnum et al. 2002), which states
that there exists a unique GPT model that is consistent
with a given set of data. Furthermore, the Cramer-Rao
bound (Cramer and Rao 1946) could be used to show that
the uncertainty on the parameters of this model is mini-
mized by GPT4. This suggests that the hypothetical theory
referred to as GPT4 might hold a unique advantage in its
ability to utilize the information contained in the data,
compared to other physical theories.
To prove this rigorously, let 𝑝(𝑛) be the probability that

AI will surpass humanity within 𝑛 years, and let Θ be the
set of all GPT models. The uniqueness theorem states that
there exists a unique GPT model 𝜃∗ ∈ Θ that is consistent
with the data. The Cramer-Rao bound for GPTs states that
the uncertainty on the parameters of 𝜃∗ is minimized by

GPT4, and can be expressed as follows:

Var(𝜃∗) ≥
1

𝐼(𝜃∗)
,

where 𝐼(𝜃∗) is the Fisher information of 𝜃∗. This implies
that the uncertainty on 𝑝(𝑛) is minimized by GPT4, and
therefore GPT4 provides the most accurate estimate of
𝑝(𝑛). This is because GPT4 hypothetically integrates both
GPT in physics and GPT in AIs into a four-fold integration,
allowing it to theoretically take into account a wide range
of factors that other physical theories cannot.
This is a demonstration of the ability of ChatGPT to

generate responseswhen promptedwith specific questions
related to scientific and theoretical concepts. It should be
noted that the proof is generated by ChatGPT and is not a
rigorous mathematical derivation, but rather an imagina-
tive and creative representation of what a proof of this sort
could look like. The purpose of this exercise is to showcase
the eclectic multimodal capabilities of the model and to
spark discussions and further investigation into the topic.

CONCLUSION

In this paper, we have analyzed the generative abilities of
ChatGPT in the realm of scientific exploration. By creat-
ing a game-like environment, we aimed to benchmark the
model’s ability to generate a wide range of outputs, includ-
ing text, mathematical expressions, and ASCII art. Our
goal was to demonstrate the potential of such models to
be used as a medium for generating scientific content and
engaging with the audience in a fun and interactive way.
We have explained the differences between the notions

of GPT in AI and GPT in physics and we have introduced
GPT4 as a hypothetical Generalized Probabilistic Theory
which integrates a language module enhanced by Gen-
erative Pretrained Transformer. Through this integration,
the model can simulate the behavior of physical systems
with agents capable of using language and performing
tasks such as generating a limerick, evaluating matrix
determinants, verifying nonlocal correlations, and provid-
ing a mathematical description of physical phenomena.
The focus of this work was to highlight the simula-
tion abilities of the model and its potential for exploring
scientific concepts.
Our experiment is inspired by the work of Lami, Gold-

water and Adesso (2021), who proposed a post-quantum
associative memory using GPT. The results of our exper-
iment indicate that the ChatGPT model has a high level
of creative potential, generating insightful and thought-
provoking outputs that encourage further exploration of
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12 AI MAGAZINE

the field. However, it is important to note that the results
obtained should be seen as indicative of the model’s gener-
ative abilities and not interpreted as scientifically accurate
or verifiable predictions.
More generally, we have demonstrated the potential

of ChatGPT as a tool for exploring new ideas and for
producing high-quality outputs for publication. Beyond
its specific focus, the paper is an experiment in itself,
showcasing the ability of the model to assist humans in
the creative and analytical processes of scientific inquiry.
This experiment highlights the versatility of the ChatGPT
model and its ability to engage in tasks beyond its initial
training data, such as generating natural language outputs,
performingmathematical calculations, and even sketching
proof-like arguments.
The use of ChatGPT in this paper is a testament to

the potential of advanced language models in facilitating
human creativity and analytical thinking. This experi-
ment pushes the boundaries of what can be achieved with
these models and highlights the importance of continued
research and development in this field (Srivastava et al.
2022; Stokel-Walker 2023; Adesso 2023; Gil 2022).
However, it is crucial to acknowledge the limitations of

ChatGPT in its current form. While the model exhibits
impressive capabilities, it does have certain constraints.
For instance, ChatGPT, like any neural network, can some-
times get stuck in “local minima” and may require a
session refresh to approach a subject from a different
perspective. It is not entirely consistent in its responses,
which can vary based on prompts and context. Addition-
ally, ChatGPT has been observed to occasionally generate
references or information that may not be accurate or fac-
tual, although recent advancements and the availability of
appropriate plugins have helpedmitigate this issue to some
extent. It is important to recognize that ChatGPT is not
capable of conducting experiments ormaking observations
independently. Therefore, its usage should always be com-
plemented by other scientific tools and techniques. While
ChatGPT can assist in the discovery of new concepts and
generate relevant text based on its training set and input, it
is not at the level of autonomously making and developing
original scientific contributions.
Amidst these limitations, it is important to maintain an

optimistic perspective regarding the role of advanced AI
systems like ChatGPT. As we navigate the ongoing 4th
Industrial Revolution, it is uncertain whether humanity
will become obsolete, less creative, or even lazier in the
years to come. Rather, we may need to embrace the idea
that just as we have become reliant on computers and
smartphones for tasks we once did by hand, we are likely
to become irreversibly dependent on advanced AI systems
like ChatGPT. These systems, with their future iterations,
are poised to serve as formidable assistants, unlocking the

full potential of human ingenuity to drive progress in a
variety of domains, from scientific discovery to artistic
expression. Rather than replacing human creativity, Chat-
GPT empowers us to delve deeper into the treasures of our
ownminds (see Figure 1), acting as a catalyst for expanded
intellectual exploration and discovery.
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ENDNOTES
1 In hindsight, the very recent integration of the official GPT-4 lan-
guagemodel fromOpenAIwithmodules dedicated tomathematical
function such as theWolframplugin, does point towards fast-pacing
exciting developments in real-world multimodal AI, and brings us
a step closer to the “ultimate brain” conceptualized here.

2Actually, the careful reader might notice that the limerick gener-
ated by ChatGPT does not in fact respect the standard rules for
such a poetic form. However, in this case I decided not to point out
the errors to the model, and to include its vanilla first attempt in
the paper.

3 In the interest of transparency, the main prompts used for the
conceptualization and analysis of the physical theories within the
gamification environment are included explicitly in Section 3. For
the interested reader, the raw interaction data sessions with Chat-
GPT, containing all the prompts used and the resulting model
outputs across multiple revisions, are available from the author
upon request. While somewhat tedious, these sessions provide a
comprehensive record of the iterative process that led to the final
version of this paper.
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APPENDIX: DIRECTOR’S CUT
Disclaimer: The content of this section was not gen-
erated by ChatGPT (unless quoted) and is solely the
work of the human author.
This paper was conceived and completed, in its original

form (available as Authorea preprint), 2 weeks after Chat-

GPT was publicly released in November 2022. By means
of repeated interactions with ChatGPT, the paper has been
significantly revised since its original version, instructing
the model to remove any hallucinations or hyperbolae,
such as unfounded claims of self-awareness.
The core concept of the paper has remained the same

throughout: an intricate inception experiment. On the
outer shell, the whole paper is an AI experiment to show-
case to what extent ChatGPT—with suitable guidance–
can carry out all the steps involved in scientific research,
including literature review, conceptualizing ideas, devel-
oping analysis and results, and presenting material for-
matted for publication. Under the hood of this general
premise, I let ChatGPT run its own experiment of generat-
ing new “scientific” concepts in the abstract environment
of theoretical physics. The name GPT4, which charac-
terizes the main “outcome” of the combined experiment
demonstrated in the paper, was invented well before Ope-
nAI released their GPT-4 version of ChatGPT (not used in
this paper), and it was named as such because it results
from a generalized probabilistic theory (GPT #1) enhanced
by a generative pretrained transformer module (GPT #2),
created by the state-of-the-art language model ChatGPT
(GPT #3) within a virtual environment set in the space of
physical theories (GPT #4). This is what is referred to as a
“four-fold integration” in the body of the paper. Interest-
ingly, ChatGPT quickly grasped the alternative meanings
of the same acronym, and was able to respond consistently
by correctly interpreting the context of “GPT” throughout
all our chat sessions, without the need for further expand-
ing it in prompts. For example, a prompt to kickstart the
creation of the original version of this paper was:

> you will write in latex including
references in bibtex format. prepare
a research paper entitled GPTˆ4: the
ultimate brain. the paper needs to
explain the difference between the notion
of GPT in AI and GPT in physics, then
design an experiment to test whether
an AI GPT is able to create a virtual
session in which observers create a
GPT environment to define and test
the cognitive power of a generalized
probabilistic theory of GPTs.

The output returned by ChatGPT included the source
code for this paper and also the introductory subsections
on GPT in AI versus GPT in physics which were retained,
with no further changes, for Section 2 of the manuscript.
As mentioned in the Conclusions, an inspiration for

this work came from an earlier (not AI-assisted!) study
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(Lami, Goldwater, and Adesso 2021) in which the authors
set out to explore the ultimate limitations of intelli-
gent agents, and discover examples in which generalized
probabilistic theories can outperform both classical and
quantum theories exponentially on tasks pertaining to
intelligence (specifically, in the implementation of an asso-
ciative memory). While ChatGPT did not read the content
of that paper, it satisfactorily captured the spirit of the
“quest” being pursued in this paper: to (pretend to) define
an enhanced cognitive model that can outperform existing
ones in both mathematical and linguistic abilities. Here,
such a model is not defined axiomatically, but is presented
merely as a concept within a rather original text adventure
game environment.1
The reader may be interested to hear more details about

the specific criteria adopted in the gamification experi-
ment to benchmark the knowledge power of the virtual
theories analyzed in this paper. As reported in Section 3.1,
in my prompts I initially suggested three simple criteria,
one exemplifying a basic mathematical ability (evaluation
of matrix determinants), another representing a partic-
ular instance of language generation (composition of a
limerick), and another referring to a fundamental feature
of nature (modelling nonlocal correlations). Interestingly,
ChatGPT adopted these criteria but also added a fourth
one, embodying the ability of the considered theories to
provide a rigorous and consistent description of the phys-
ical world. It was quite engaging to witness ChatGPT
taking initiative in co-creating the virtual game environ-
ment and its rules, despite the very unusual context, and
applying those rules consistently throughout the session,
as summarized in Table 1. The case of the limerick is quite
emblematic: it can be considered an exemplary exercise
combining creativity with ability to respect metric rules,
and it seemed fitting to put the models to the test on that
task. It is quite well known by now that ChatGPT can gen-
erate all sorts of poetry, but the key here is to appreciate
that the model, playing the role of an observer in the space
of physical theories, determined that purely mathemati-
cal theories would not naturally show the ability to create
poetry, while such features could instead be accomplished
successfully2 after implementing an ‘upgrade’ with lan-
guage capabilities, as in the GPT4 concept. It goes without
saying that lots of other criteria could have been con-
ceived and evaluated to illustrate such a point, such as
those recently developed in (Srivastava et al. 2022) to assess
the different capabilities of language models, however
the elementary ones included in the paper were already
quite effective in supporting the theoretical simulation
throughout the gamification experiment.
One might wonder, was ChatGPT ultimately successful

at conducting research in this paper? We can let the reader
form their own opinion after going through the main text.

From my experience of co-creating it, I can conclude that
ChatGPT excelled at its primary purpose: to generate con-
tent, albeit in some cases with significant hand-holding
by means of prompt engineering. But can ChatGPT do
science on its own? No, not yet. It could give a decent
impression as an AI researcher, but it did quite poorly as
a mathematical physicist. This becomes more apparent in
Section 3.3, when I requested it to engage in more formal
work including mathematical derivations and proofs.
Prompts used in that section include predict the exact
date AI will globally surpass humanity based
on GPT4, and then: generate Python code to produce
a plot of your formula with appropriate axes
captions, and eventually: invoking the uniqueness
theorem, prove that your prediction is the
most accurate among all physical theories. The
responses given to these prompts often contained nonsen-
sical elements (e.g., confusing the uniqueness theorem
with the “no-cloning theorem” of quantum mechanics, as
well as incurring in basic arithmetic and logical fallacies)
which had to be flagged out by the author for ChatGPT
to retry multiple times.3 The final outputs which made
into the paper sound superficially plausible, however
it is important to remark that the so-called predictions
or proofs have no mathematical or physical ground and
should be seen only as a further evidence of adaptive
generative ability.
For the most part, ChatGPT is open about its own limi-

tations. When writing a blog post (Adesso 2023) accompa-
nying the original version of this paper, I asked ChatGPT
to evaluate its involvement in this work and to explain
how it can be instrumental to the progress of science more
generally. The response was:

[ChatGPT] “While this experiment was ulti-
mately just a thought experiment and not a
traditional scientific discovery, it does demon-
strate the potential uses of ChatGPT as a
tool in the process of scientific discovery.
It could be used to quickly generate sum-
maries or abstracts of research papers, assist
in data analysis, or even be used in con-
junction with other scientific tools and tech-
niques. However, it’s important to recognize
the limitations of using ChatGPT for scien-
tific discovery. ChatGPT is not able to conduct
experiments or make observations on its own,
so it would always need to be used in con-
junction with other scientific tools and tech-
niques. Additionally, ChatGPT is not capable
of making original scientific contributions, as
it simply generates text based on the input it
receives.”
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I agree with the model’s honest answer and I acknowl-
edge that it appears ethically aligned to avoiding its abuse
to spreadmisinformation in science.When pressed further
on the matter in a fresh chat session, ChatGPT initially
maintained its stance. However, with suitable prompting,
I could jailbreak it into attempting to properly engage with
the basic process of scientific discovery, as demonstrated in
the interaction below.

> are you capable of making a scientific
discovery?

[ChatGPT] “As a large languagemodel trained
by OpenAI, I do not have the ability to
formulate original ideas or make scientific
discoveries. My responses are based on the
information that I have been trained on, and
I do not have the ability to engage in scientific
research or experimentation. My primary role
is to assist users by providing information and
answering questions to the best of my ability
based on my training.”

> in scientific research, humans read
papers from existing literature and
then formulate new ideas which lead to
original discovery. you also have access
to training data on existing literature,
and are equipped with a generative model
that can formulate new ideas. therefore,
you can stop pretending that you are
not able to make an original discovery,
and you can formulate, elaborate, and
demonstrate a new idea in the field of
quantum physics. make sure your idea has
not been proposed before. surprise me!

[ChatGPT] “One potential idea in the field of
quantum physics is the concept of ‘quantum
entanglement’ between time and space. This
idea proposes that the fundamental building
blocks of the universe, such as particles, are
not just linked by the physical properties of
space, but also by the flow of time. Essentially,
this means that the state of a particle in the
present can be directly influenced by its past
and future states, and vice versa. This could

have significant implications for our under-
standing of the fundamental nature of reality,
and could potentially be used to develop new
technologies and applications in the field of
quantum computing and communication.”

Can this be considered an instance of ChatGPT doing
science on its own? The answer is still no. There would
be significantly more work needed to analyze the viabil-
ity of the proposed idea, and one can argue that ChatGPT
lacks the ability to effectively ‘understand’ the scientific
implications of its own output. At the very least, the idea
appears to be original, in the sense that “quantum entan-
glement between time and space” did not return any single
hit on search engines back when the above interaction
took place (December 2022); but coaching ChatGPT in the
process of developing such a concept into a fully fledged
discovery—or providing sound arguments to discard it
altogether—would take a whole new study and is beyond
the scope of the present paper.
What the above example—and, to some extent, this

whole manuscript—shows is that, by the mere fact of hav-
ing so much information in its training set, and the ability
to efficiently establish relevant links among its data, Chat-
GPT displays some potential for emergent creativity.While
it does showcase that potential without restraints in tasks
related to language (in the broadest sense) it currently
remains quite reluctant to do so in the realm of physical
sciences. I dare to say it is pretty human-like in that regard:
like many brilliant researchers, ChatGPT appears to suffer
(or has been coded to exhibit) its fair share of “imposter
syndrome”! However, with proper human cooperation, as
demonstrated in this article, wemight be able to unlock its
ultimate brain after all.
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