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Museums are interested in designing emotional visitor experiences to complement traditional interpretations. HCI is interested in the relationship between Affective Computing and Affective Interaction. We describe Sensitive Pictures, an emotional visitor experience co-created with the Munch art museum. Visitors choose emotions, locate associated paintings in the museum, experience an emotional story while viewing them, and self-report their response. A subsequent interview with a portrait of the artist employs computer vision to estimate emotional responses from facial expressions. Visitors are given a souvenir postcard visualizing their emotional data. A study of 132 members of the public (39 interviewed) illuminates key themes: designing emotional provocations; capturing emotional responses; engaging visitors with their data; a tendency for them to align their views with the system’s interpretation; and integrating these elements into emotional trajectories. We consider how Affective Computing can hold up a mirror to our emotions during Affective Interaction.
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1 Introduction

The nature of emotion and its role in our interaction with computers has become a topic of great interest to HCI. Emotion has come to be recognised as an integral part of “third wave” user experience [47]. Affective Computing, in which artificial intelligence strives to recognise human emotions, promises experiences that respond to our emotions [57]. Affective Interaction employs digital technology to engage humans with their own emotions [111]. The relationship between these overlapping paradigms is unclear and a topic of ongoing debate within the community [36].

In turn, contemporary museums are seeking to engage emotion in new approaches to interpreting their exhibits, branching out from traditional information giving towards more personal, subjective and emotional visitor experiences [3, 41, 66, 69]. Many are turning to digital technologies to achieve this, employing mobile experiences and interactive installations to overlay layers of interpretation on their exhibits as part of an increasing “hybridization” of museums [10, 22, 51]. Museums therefore offer a powerful context for engaging the public in emotional interpretation and through this, contributing to the wider debate about digital technologies and emotional user experiences.

Our paper reports the design of a visiting experience that aimed to engage visitors in an emotional interpretation of artworks. This involved designing digital technologies to stimulate emotional responses before then enabling reflection on these. The experience added layers of overtly provocative emotional content to exhibits; captured both self-reported and machine-interpreted (using computer vision) measures of emotional response; and presented these back to visitors as data souvenirs.

We report a design-led and research-in-the-wild engagement in which, over a period of eighteen months, we co-created this emotional visiting experience with the Munch Museum, home to a major collection of Edvard Munch’s famously emotionally charged paintings. We describe how 132 members of the public experienced our design, drawing on interviews with 39 of them to uncover their experience and attitudes. This reveals how our design tended to provoke strong emotional responses; how it could be difficult for both human and machine to capture this; but how even limited data presented on a souvenir postcard stimulated visitors to interpret their emotions post-hoc, often with a marked tendency to agree with the system’s analysis. This leads us to present further designs for richer and more nuanced visualizations of emotional response that might be more widely deployed around the museum. We also reflect on Affective Computing’s potential role as a mirror, albeit a somewhat distorted one, to human emotions.
2 RELATED WORK

The question of “what are emotions?” is both deeply fascinating and profoundly challenging, having engaged thinkers from many disciplines, from Neuroscience mapping of emotion to complex interactions among the brain’s various systems, to Psychology’s various taxonomies of emotions, to perspectives from the Arts and Humanities that see emotions as being socially constructed, interpreted by humans and artistically provoked. These have long been the subject of extensive academic debate [e.g. 16], a debate that has been further fuelled by AI’s attempts to “measure” emotions by analyzing various physiological signals [59]. We cannot do full justice to this debate in the space available, but aim to give a brief overview of research that has shaped our approach to designing emotional visiting experiences.

2.1 Emotions in computing, design and HCI

Over the last two decades, affect and emotion has become a topic of great interest within various fields. This trend started sometime in the late 1990s, influenced by a wave of research on emotions and affect within Psychology, Neurology, Medicine, and Sociology [16,40,43]. However, this “affective turn” has been far from homogeneous [81], with researchers adopting distinctly different theoretical underpinnings and methodological approaches. This is equally true when it comes to research on affect and emotion related to technological systems and their design in HCI.

Perhaps the best-known direction related to HCI is “Affective Computing” after a ground-breaking book by Rosalind Picard [57]. This grounds emotions in biological processes, aiming to establish digital technologies that capture, analyze and adapt to various physiological signals of emotion [57:1]. Affective Computing typically employs digital technologies to measure emotions and affective states, including sensors that capture facial expressions, body postures, gestures, heart rate, EEG and other potential signals. Analysis of these is often grounded in taxonomies of emotion from Psychology such as the Circumplex Model of valence and arousal [60], Ekman’s taxonomy of universal emotions [23] and models of how facial expressions convey inner emotions [24]. Affective computing research has explored health applications as part of “Behaviomedics” [78], including assessing mental health conditions [58], pain [21], post-traumatic stress disorders [49] and autism [59]. Other applications include measuring engagement-related social cues, e.g. frustration, delight and confusion, during learning [17].

The challenges of trying to map emotions in this way, as if they come in discrete packets, templates or programmes, each with its own embodied signature or brain/body routine, have been articulated by a great deal of social research [e.g. 44,80,81]. In response, an alternative approach called Affective Interaction has emerged that draws upon phenomenology to view emotion as something constructed in the interactions between people and between people and machines [11,12,27,34,38,75]. As Boehner et al. underline, “instead of sensing and transmitting emotion, systems should support human users in understanding, interpreting, and experiencing emotion in its full complexity and ambiguity” [12: emphasis added]. Affective Interaction typically draws on qualitative methods such as interviews, self-reporting of emotional states [39], and cued-recall – a form of situated recall to elicit information about users’ affective states during the use of a system [8]. It may include the creation of affective loops in which systems both respond to and generate affect as part of embodied interaction [35]. Affective Diary by Lindström et al. [45] encouraged participants to interpret ambiguous representations of their own sensor data which has been captured and uploaded via their mobile phone. Leahu, Schwenk and Sengers [42] give participants access to recordings of their objective signals (in this case, measurement of arousal patterns through skin conductivity) to allow them to take control of the emotional interpretation.

Höök contrasts Affective Computing and Affective Interaction with a third perspective, Technology as Experience, a holistic perspective in which emotions are viewed as core to user experience and also “inseparable from the intellectual and bodily experiences” [36]. This builds on John Dewey’s seminal work on aesthetic experience [18] and subsequent research in HCI that has explored the design of aesthetic and emotional interactive experiences, including that of McCarthy and Wright [47] and Gaver, who argues that emotion cannot be teased out as a separate facet of experience design [27].
2.2 Emotional experiences in museums

Museums have a unique ability to give visitors emotional, restorative and transformative experiences. This is made possible because museums are liminal spaces set apart from ordinary life [5]. From visitor research it is known that the contemplative, spiritual and restorative qualities of museum visits affect a great number of visitors, and can even be the driving motivation for some visitors dubbed “Rechargers” [25]. However, even though museums and heritage sites are clearly places where people go to feel, explore and to “manage” their emotions in a safe environment [4,68], emotions have often been treated with suspicion in museum and heritage studies, and even as somehow “dangerous” when it comes to achieving a balanced understanding of the importance of the past in the present [70]. Debate on the value of emotional experiences in museums has, for example, flared up in response to an increasing emphasis (often seen as being populist and puerile by traditionalists) on tactile, visual, and aural aids to interpretation which are often digitally mediated [70,71]. In turn, researchers within museum and heritage studies have engaged with the role of affect and emotion in shaping people’s relations to cultural heritage. This includes the identification of “deep empathy” as key to triggering a response that engages the imagination in such a way that visitors start to question what they know and understand [67,68,82].

HCI also has a longstanding engagement with museums. In contrast to early technological interventions that were most often preoccupied with digital information delivery to visitors [32,56,74,79], in more recent years, following the overall academic trend, we have seen an increase of interest in visitor’s affective engagement during museum visits. Examples include the work by Fosh et al. [26] and Hazzard et al. [33], which both use mobile technology to deliver interactive music and narratives to emotionally enhance a visit to a sculpture garden. Spence et al. [72] introduce the practice of gifting as a way of mediating intimacy and creating affective engagements as part of a museum visit. This can be compared to the work by Ryding et al. [61,63] in which visitors are given the tools to create intimate and affective experiences for each other as they explore the museum together.

Another relevant thread of research concerns providing visitors with tangible “data souvenirs” of their visits. Aipperspach et al. [1] propose that tangibility is a useful tactic for designing reflective technologies and creating physical booklets as tangible souvenirs of domestic experiences. Petrelli et al. [55] brought this approach into museums, showing that personalized tangible souvenirs generated from data captured during a visit can engage visitors with online content afterwards. In other work, they describe how automatic text generation techniques can create personalized postcards [53].

Looking beyond HCI, one of the most notable examples of creating emotional data souvenirs lies in the work of the artist Christian Nold and his practice of biomapping and emotional cartography [52]. Nold established a participatory methodology in which people, equipped with a combination of GPS and GR (“sweat”) sensors, explored towns and cities, capturing data that was subsequently reflected back to them on cartographic emotion maps so as to elicit their responses to the urban environment. Also relevant, though not directly focused on museum visits, is a study in which the riders of thrilling amusement rides were kitted out with personal telemetry systems that streamed video, heart rate and skin resistance data (potential signals of emotional arousal) to a watching audience. The study noted a marked tendency for riders to “perform” their emotional journeys throughout the ride, narrating their feelings of fear and excitement, and noted that the act of being publicly “kitted out” may have stimulated this storytelling behavior as much as the data itself [64].

In conclusion, while affect and emotion are high on the research agenda of museums and heritage studies, these topics are contested, in particular in relation to electronically mediated interpretations of cultural heritage. Researchers in HCI have mostly responded to this challenge of engaging visitors emotionally through the use of technology by focusing on studies relying on qualitative data of their museum experiences.

3 APPROACH AND DESIGN PROCESS

We adopted the methodology of performance-led research in the wild [6] in which artists and researchers co-create cultural experiences that are then studied “in the wild” of live public deployments. This is a design- and practice-led approach that involves reflection on both the design process and subsequent experience of a public audience in order to generalize design knowledge. Our experience, Sensitive Pictures, was co-created by Bogdan Spanjevic, an artist/designer (and author of this paper) who has a background in theater and also leads the professional user experience design.
company NextGame; the Munch Museum at Oslo where it was deployed and studied as a public experience; and our research team. The Munch Museum is an art museum located in Oslo, Norway, that is dedicated to the works and life of the Norwegian artist Edvard Munch who was renowned for his emotionally resonant paintings. His most famous painting, The Scream, is prominently displayed in the museum. Sensitive Pictures was part of a larger project to develop new interactive museum experiences that engaged multiple museums across Europe.

We broadly follow an Affective Interaction approach, engaging visitors in interpreting their own emotional responses, but we incorporate elements of both the Affective Computing and Technology as Experience approaches. Our specific design-orientation was one of “subjective-objectivity” that, according to Leahu, Schwenk and Sengers [42], highlights the role of human interpretation in negotiating the relationship between the objective signals and subjective experiences of emotions. We directly drew on Affective Computing technologies in the form of computer vision, specifically facial expression recognition systems, to automatically generate emotion data, embedding these into the wider visitor experience. Our approach also reflects elements of Technology as Experience in that it interleaves emotional provocation, data capture and reflection into an extended visiting experience, though it differs by clearly singling out emotion as a separate facet of experience to be reflected upon.

Our design process began in May 2018 and ran through Summer 2019. A first workshop explored available emotion detection technologies, leading to the decision to work with the BlueMax computer vision technology, a state of the art Affective Computing research tool at the time [50]. We concluded that it should be able to reliably detect three relevant affective states: enjoyment, engagement and frustration. Creative workshops employed techniques from improvisational theater to envisage new kinds of emotional visitor experience; six of Munch’s paintings were selected based on their emotional resonance, and participants staged drama exercises in front of these to envisage related emotional scenarios. The full visitor experience, including scripted stories, emotion capture techniques and visualizations, was then iteratively developed, including two rounds of testing on site, with the final version that we describe below being publicly deployed at the Munch Museum between 28–31 August 2019.

132 public visitors completed the full experience, while a further 65 engaged with part of the experience. We captured system logs of their interactions with the mobile web app (described in section 4.2), including self-reported emotion data, alongside measures of signals of emotion from our computer vision system. We conducted semi-structured interviews with 39 participants, who were approached after finishing the experience. Interviews were recorded and transcribed and the results were analyzed. Initial discussions among the research team identified preliminary themes which were then used to systematically code the transcribed interviews before then being further discussed and refined. The self-reported emotion data was used to generate a series of post-hoc visualizations that we report in the discussion below.

Our study was granted ethical approval by the University of Nottingham. Part of our approach to the sensitivities of handling personal data was to explicitly give participants the choice of either donating their data to the museum or withholding it after they had completed the experience, in contrast to giving blanket consent to hand over their data before they fully understood its nature and their own response. Out of the 132 who completed the experience only 1 declined to donate their data, which was then deleted. For the further 65 who participated but did not fully complete the experience, all data was deleted as they did not reach the end station and so could not actively consent to donating their data after completion.

As a final note, following our deployment and study, the museum decided to press ahead with a more permanent visitor experience focused on emotional interpretations via audio narratives coupled with a personalized music experience. They are currently seeking funding to develop an emotional visitor experience that, in their words, will “spark emotions in the user, establish connections between user and art based on feelings, shared associations and memories and emotional responses.”

4 THE DESIGN OF SENSITIVE PICTURES

The final design of Sensitive Pictures as presented to the public comprised four parts: (i) onboarding; (ii) using a mobile web app to listen to emotional stories while standing in front of selected paintings before then self-reporting one’s emotional response; (iii) a video installation that delivers a simulated “phone conversation” with a fictionalized Munch
during which computer vision technology detects social signals of emotional response from the visitor’s facial expressions; and (iv) a souvenir postcard that summarizes the visitor’s “emotion data” for them to reflect on.

4.1 Onboarding

Visitors entering the museum were invited to try out Sensitive Pictures by members of the research team. Participants were given a card that could be used to open the web app on their phones. They were informed what kinds of data the experience would capture and that they would be given the opportunity at the end to decide whether to donate their data to our research or to have it deleted. The card provided a unique three-digit visitor identifier code and contained an embedded RFID chip to uniquely identify each visitor at the later video installation. Once set up, the visitor was able to freely navigate the museum in their own time, following their own trajectory.

4.2 Mobile web app

The mobile web app presented visitors with a choice of six emotions, laid out in a grid: “love”, “self-confidence”, “passion”, “fear”, “sadness” and “obsession” (Figure 1). On choosing one of these, the screen displayed a corresponding painting and instructed the visitor to locate it in the museum. Once it was found, the visitor pressed “play” to hear an audio recording with three parts: a dramatic fictional story offering an emotional interpretation of the painting, some factual information about the painting, and a question about their own emotions. For example, on choosing “love”, the visitor would be asked to find Munch’s painting Vampire and would be invited to listen to a story which begins as a dialogue between a female and a male voice set against a musical soundscape designed to enhance its emotional tone:

Woman: He doesn’t love me.
Man: I gave her all my love.
Woman: He is never at home! I miss him.
Man: She’ll drain all the life from me! As if she is going to eat me.
Woman: Look at my arms, hugging this man. It is love!
Man: It’s pain. Look at my neck!
Woman: He can hide in my hair. I will kiss him, and all his troubles will be gone.
Man: That’s not hair. It’s blood! And not a kiss – but a bite.

After the end of this dialogue, the music changed and a new voice addressed the listener in a factual tone, similar to an ordinary audio guide:

Vampire was painted in 1893, and is considered today as one of Edvard Munch’s most renowned motifs. The picture has not always been titled Vampire. Initially Munch gave it the name “Love and Pain”, and it was actually one of Munch’s good friends in Berlin, the Polish writer Stanislaw Przybyszewski, who suggested Vampire as a better title.

Followed by this question:

Now think about the most intense relationship you have been in. Describe how you feel about it: whether it is a pleasant or an unpleasant emotion, and how strong is that feeling.

We include recordings of all six audio stories in the supplementary materials so that the reader can better appreciate the nature of the visitor experience. All six narratives were co-created by the artist Bogdan Spanjevic and a curator at the museum, Nikita Mathias. The text about Vampire was inspired by Munch’s own life, as explained by Spanjevic:

Munch had a mostly tormenting love life and relationships that were both erotic, passionate, and painful, almost destructive. That ambivalence was maybe most present and visible in his passionate relationship with Tula Larsen that ended violently – by Tula shooting Munch with a pistol. Although he was just lightly wounded – he was very traumatized by that event. So, when he portrays love, he usually depicts complex multilayered relationships – i.e. torturer/victim, fear/passion, etc. "Vampire" is an obvious example of such an approach. [Spanjevic, personal communication]

After the audio finished, the screen displayed a text input field as well as three sliders, prompting the visitor to describe their emotions with words and by adjusting the sliders (Figure 2). These sliders represent the three dimensions of the
“affective slider” model of Betella & Verschure [9] (which builds on Bradley and Lang’s Self-Assessment Manikin model [14]): valence, arousal and control, chosen because it has been widely used in research on self-reporting emotions.

<table>
<thead>
<tr>
<th>LOVE</th>
<th>SELF CONFIDENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PASSION</td>
<td>FEAR</td>
</tr>
<tr>
<td>SADNESS</td>
<td>OBSESSION</td>
</tr>
</tbody>
</table>

![Image of a painting](image-url)

**Figure 1:** Instructions to choose an emotion and then find the corresponding painting.
Figure 2: Interface for self-reporting emotional responses.

4.3 Video installation

Early discussions considered how best to deploy the computer vision system in the museum. Using cameras on visitors’ phones (assuming a mobile implementation of the software) would require them to point the camera at themselves throughout the experience, which might be distracting and socially awkward. Mounting cameras on the walls raised questions of practicality and privacy. We therefore opted to design a fixed installation in front of a monitor equipped with a camera that could be deployed away from the paintings in the main gallery space.

Once the visitor had finished using the web app, they were asked to return to the table by the entrance. There they were invited to step behind a divider screen and take a seat in front of a large monitor mounted on a painter’s easel, next
to a table with an old-fashioned telephone (Figure 3). They were instructed to insert their identifier card into a small box under the screen (where it was read by the RFID reader), at which point the telephone rang. Once the visitor answered the phone, the screen lit up and displayed one of Munch’s self-portraits, while a voice on the phone greeted the visitor and presented itself as Edvard Munch.

The voice on the phone then talked to the visitor about their experience and emotions. Drawing on the data from the web app, “Munch” talked about the painting that the visitor had reported the strongest emotional reaction to as measured by their self-reported values of arousal. The self-reported measure of valence and control were used to choose in cases where two or more paintings shared the highest level of self-reported arousal. Munch would then address a positive or negative perspective relating to the chosen painting depending on the visitor’s self-reported valence. Thus, the system selected from twelve pre-recorded videos (one emotionally positive and one emotionally negative for each painting). Munch would also ask the visitor questions about their experience, who was given the opportunity to respond aloud. We include one example of a video interview with Munch (Vampire, negative valence) as an accompanying video figure.

![Figure 3: The phone conversation with Edvard Munch.](image)

During this conversation, a camera mounted above the monitor captured video of the visitor’s face which the BlueMax software would analyze in an attempt to classify their emotions. BlueMax employed image analysis to dynamically recognise the movements of key Facial Action Units (FAUs), based on Ekman and Friesen’s [24] classification that has been widely adopted by the Computer Vision community. Early experimentation in situ determined that the system could reliably detect five key FAUs: cheek raiser (AU6), upper lip raiser (AU10), smile (AU12), dimpler (AU14), and chin raiser (AU17). To give greater accuracy, these were combined with estimations of head pose and movement [2].

BlueMax interpreted these outputs as signaling three affective states: degrees of enjoyment, engagement and frustration. This choice was constrained by what could be dynamically interpreted from the five reliable action units, though was also deemed to be relevant to visitors’ possible emotional states in a museum. This interpretation was founded on prior
cognitive-behavioral studies [17, 30, 46, 48] that have identified the combinations of FAUs that make up common engagement-related behaviors. Our models here were defined as follows: Enjoyment is a combination of AU6 and AU12 intensities; Frustration combines AU10, AU17 and head activity; while engagement, which is typically viewed as a composition of other affective states in previous studies [17], was crafted as a combination of the five FAUs and head activity. In practice, the system often worked reliably when deployed in “the wild” of the museum, but did fail in some cases which meant that only portions of the experience with valid behavioral information were analyzed.

4.4 Souvenir postcard

Following the completion of the phone call with Munch, the visitor returned to the front desk. On handing their ID card over to the researchers, a souvenir postcard was printed. One side of the postcard showed the painting the visitor had reacted most strongly to. On the other side, there was a summary of their emotion data in three parts (e.g. Figure 4).

- **TOP**: A representation of their self-reported data from the valence and arousal sliders, mapped onto the Circumplex Model of emotion (valence on the x-axis, arousal on the y-axis). Each red dot corresponds to one of the paintings that they experienced, numbered in the order they visited them.

- **MIDDLE**: Sentences summarizing their self-reported response to each painting, each in the form “At the [painting title] you felt X”, where X is the participant’s answer to the free-text question.

- **BOTTOM**: A sentence summarizing the output from the computer vision system, according to the three measures of Engagement, Enjoyment and Frustration. Each variable was mapped onto a four-point scale from “not at all” to “very” and then integrated in an explanatory sentence: “It seems like this experience has left you [not at all/a little/somewhat/very] frustrated, [not at all/a little/somewhat/very] engaged, and you enjoyed it [not at all/a little/somewhat/very].”

The final question on the postcard invites the visitor to reflect on whether this summary of their data does indeed represent how they felt.
Here are the emotions you have shared with us, mapped out on a psychological model:

1) At the "Self Portrait with Brushes" you felt Hopeful, but not a life priority.
2) At the "Vampire" you felt Relieved, I now know how not to feel.
3) At the "Madonna" you felt I am easily annoyed, but I calm people around me.
4) At the "Scream" you felt Social control, peer pressure, censorship.
5) At the "Christian Munch in the Armchair" you felt I feel proud of him
6) At the "Sick Child" you felt Lego, upstairs, rain, save, imagination going wild

During the experience, there was a camera examining your face and this is what it picked up:

*It seems like this experience has left you very frustrated, very engaged, and you enjoyed it somewhat.*

*Do you think this is actually what you felt?*

Figure 4: Postcard with visualization of emotion data from one user.

5 AUDIENCE EXPERIENCE OF SENSITIVE PICTURES

We now consider the public experience of Sensitive Pictures. On average, each of our 132 visitors spent 60 minutes completing the entire experience and experienced 5 paintings out of the 6 available. This resulted in a balanced choice of paintings/emotions, from the most popular (Vampire/love), which received 119 engagements, to the least (Christian Munch on the Couch/obsession), which received 98. Notably, Vampire was by far and away the most popular choice for the first painting to be experienced with 105 occurrences, compared to 15 for Self Portrait With Brushes, 6 for Madonna, 2 each for The Scream and The Sick Child and just 1 for Christian Munch on the Couch.

Considering which paintings provoked the strongest self-reported emotional responses (and so were chosen to be discussed in the phone conversation with Munch): The Sick Child got the strongest response from 37 participants, The
Scream from 28, “Self-Portrait with Brushes” from 23, Vampire from 18, Christian Munch on the Couch from 17, and Madonna from 8. Figure 5 visualizes the spread of self-reported valence (x-axis) and arousal (y-axis) across the six paintings. For each painting, we display aggregate self-reports from one or more visitors as coloured circles plotted on the Circumplex Model. A circle appears if one or more visitors reported these levels of arousal and valence (they were reported as discrete levels, so visitors often reported the same values). The larger and redder the circle, the more visitors rated themselves with these particular values at this painting. These visualizations suggest that our paintings provoked varied emotional responses. We see, for example, that The Scream has a largely negative valence and somewhat excited emotional footprint, whereas “Self-Portrait with Brushes” has a predominantly positive and aroused footprint.

Figure 5: Self-reported emotions for the six Munch paintings.

In order to delve deeper into visitors’ experiences, we now turn to our 39 semi-structured interviews. We note that 5 of our interviewees had a professional connection to the museum: 1 was a curator at the Munch Museum, and 4 others worked at collaborating institutions and had been invited by the museum to try out the experience. While the connection to the museum might potentially be a source of bias, the responses from these interviewees are interesting due to their professional expertise and insight into the subject matter of the exhibition as well as museum communication more broadly. We have noted this affiliation whenever these participants are quoted. The remaining 34 interviewees were self-selected public visitors, of which the majority were tourists visiting from abroad, representing a range of ages from 17 to 70, but with nearly half (16) being under 30 years old. 15 interviewees identified as female and 11 as male (the remainder were not asked about their gender).
5.1 Experiencing the paintings

The vast majority of the participants we interviewed (31 of 39) stated that they very much enjoyed the experience, describing it with words such as “very emotional”, “touching”, “surprising”, “very meaningful”, “very intense”, “very impressive”. During interviews, participants attributed their enjoyment to the enhanced emotional responses to the artwork provoked by the experience. For some, this enhancement came as a surprise: “I was expecting more of a historical or intellectual sort of exercise but it became very emotional, and talking about feelings. I liked it a lot” (P160). And as P233 says, “It was very touching for me. I never expected that.”

In the interviews, participants shared stories of highly personal and emotional experiences. These seem to have been triggered through a combination of listening to the audio narrative, looking at the paintings and receiving questions to reflect upon: “The picture of his father is a pretty distant picture when you just stand in front of it. It’s not my father. It’s not a person I know. It’s just somebody reading a newspaper. But the way the questions were brought up made it very intense and very personal” (P178, speaking about the painting Christian Munch on the Couch). For many, using headphones created a private space where this type of experience could take place. As P233 puts it, “I could close myself in. That was very astonishing because normally with so many people around I can’t concentrate very well and I feel kind of... um, going away. But in this particular time I was very calm and concentrated.”

Sensitive Pictures evidently encouraged participants to reflect on their emotions. The narrative prompts attached to each painting encouraged the fostering of personal connections between their lives and moments captured by Munch in his artworks, for example: “You have to reflect not only on something outside yourself but you really have to go inside yourself as well and really connect with certain moments” (P115, Museum Advisor). Such personal reflections allowed some users to better understand and process parts of their own life:

Yeah actually I’m in a relationship right now and I’m thinking about it a lot because it’s kind of difficult at the moment. (...) And yeah I mean this was about the difficulties of relationship and the two different sides that are in a relationship and it can be bad it can be good and you have to choose (...) all the emotions came back when I was staring at the picture on a painting. (P114 speaking about Vampire)

Participants generally demonstrated high levels of trust in the narrative content. Few questioned its validity, even of the content that was highly emotional. For example, at The Scream, the narrative draws connections between the piece and several socio-political topics such as climate change, war and disaster. Participants were generally willing to accept this interpretation of the piece, and use it to shape the ways they thought about and accessed the art:

To me in that painting I kind of see... global warming and climate crisis and everything like that, and in the background of Scream, the world is like literally melting and you’re falling into the sky. And humans are just like on a dark track into the abyss, and the figure is standing there and just in shock. (P211 talking about “Scream”)

The vast majority of participants completed the self-reporting task for one or more of the art pieces, and many of the participants we interviewed enjoyed these questions as interesting prompts for reflection: “I liked it. It asked questions that I wouldn’t have considered otherwise. Interpretations of paintings that are different from my own” (P211). However, this was not always a comfortable experience: “I didn’t expect the camera to turn on me and ask me these kinds of questions. (...) I’m surprised, a little bit shocked, a little bit hesitant but when I look back I’m not sure how comfortable I think it was” (P115, Museum Advisor). Answering the questions frustrated some, who found it difficult to summarize their emotions in such a short space:

I think it was very difficult because you could just type in one emotion or like one feeling. And I was standing there like, I don’t know, roughly 2-3 minutes to think about one emotion that captures all the feelings I just felt staring at the picture. And I had a lot of feeling so I was like, I don’t know what to type in. (P114)

---

1 The participant numbering corresponds to the user id numbers generated by the backend system, which is why there are participant numbers that are higher than the total number of participants.
To others this challenge was actually enjoyable: “Normally I need more time to do that, to bring it to one word or two or three words. It's a little bit difficult, but it was also a good experience because I didn't expect me to react so fast. I felt proud of myself” (P233). Another noted that those questions that were more specific and well connected with the paintings worked best in triggering reflections on her own emotions.

It is notable that all but a few (5) of our interviewees expressed frustration with the self-reporting interface, especially with the affective sliders. This frustration was often attributed to the quantitative logic of the sliders, with participants saying that the options on the sliders did not necessarily capture the emotions provoked by the experience:

- It was hard sometimes to just have like binaries for the emotions, I think. To say if it either calms you or excites you. Especially because exciting... like they both seem really positive, I think, excitement and calmness. (P165)
- There was a bar, calm and exciting, wasn't it? (...) I don't know if that fits perfectly actually, because I was always like I'm excited about this feeling. Actually, I was never calm. (P112)

In contrast to the other visitors, the museum professionals we interviewed varied quite widely in their assessment of the experience. The participant who worked as a curator at the Munch Museum had a strong negative reaction, because she did not agree with the way in which the audio narratives presented the paintings. Another two museum professionals were also somewhat critical of the experience, indicating that they felt the audio narratives and questions were overly directive (a concern also shared by 3 other interviewees):

- P302 (Museum manager): But the thing I liked less was actually when they asked me questions directly and I had to respond to them. It felt that it is... not intrusive, but I think these paintings are so strong in their history. So I guess I have my own thoughts and I don't like to get directed.

However, the other museum professionals interviewed were more positive. A French museologist visiting on holiday explained enthusiastically that “The experience is really interesting. Because it's different from the usual 'Munch was born in nanana and this painting is nanana'. It's more about feeling, emotion, and how you experience. It's really interesting” (P65).

5.2 The “conversation” with Munch

The final part of the experience required users to talk to Munch on the phone. This part of the experience received a far more varied reception from participants, describing it with words such as “fun”, “really cool”, “intense”, “very real”, “creepy”, “artificial”, “Disney-esque”, “weird”, “a bit silly”, “amazing”, “touching”, “corny” and “confusing”. Some participants indicated that sitting down for a simulated “conversation” with the artist felt like a strong, emotional climax to their experience: “Oh that was very touching. It was very touching. Yeah. It felt like you were talking to him” (P81). Others indicated having more mixed feelings, sometimes wavering between fascination and not feeling able to take it fully seriously:

- I laughed a little because I'm not a really big believer in life after death you know. So he's coming back. You know it's a little corny to me at first but I accept it for a way of getting to where you, you know what you're trying to get. So I watch myself criticizing it and then but then go OK fine let's just let's do this. (P160)

Almost all of our interviewees (33 of 39) indicated that they indeed tried to answer Munch’s questions by speaking out loud, even if some expressed discomfort with the fact that they were seated in a public space where other visitors could listen in as they passed by.

- Yeah I was a little nervous about that because, I don't know, sometimes it's a little bit scary, but it's very interesting especially because it was personalized. That was cool. I noticed that I was kind of always thinking about how I was showing emotions when I was doing it, but it was good. (P165)

However, a few indicated that they instead opted to answer inside their heads, or not at all; whereas some answered but in a less personal and emotional way than the other parts of the experience:

- I answered actually yes. Although I told Munch, thank you for the question but I think that that's not the moment to go into this conversation. But I will come back to it and I'm looking forward to our next phone call. That was my answer and it fitted perfectly into the time slot. (P178)
Several participants remarked that they felt odd or uncomfortable in answering, not due to the risk that others might hear their answers, but because they felt unease with the fact of speaking to a virtual character on a computer screen about their emotions. Some also expressed some confusion regarding the nature of the interaction, wondering about whether the fictional Munch character was meant to understand and react to their responses, and wondering how the system had identified the painting which they had indicated the strongest emotional response to.

5.3 The souvenir postcards
Most participants were very willing to reflect on their souvenir postcard and to explore the relationship between their subjective experience and the data it presented. This was true both of the self-reported data and the facial recognition data. Even while most participants expressed some confusion about how the data had been collected and what the visualization meant, the vast majority of participants agreed at least partly with the data presented: 11 participants stated clearly that they thought the data printed on the postcard represented what they had actually felt during the experience, whereas 19 partly agreed with the data, and only 2 participants stated that they were skeptical (for the remaining 7 we do not have data on this question).

'Yeah, I think it's true. According to this [indicating towards the self-reported data]: Very true. According to this, the second [indicating towards the emotion detection data]: Hm. This is revealing I think, for me. Deep inside I think it's true. Yes.' (P233)

Participants were often remarkably willing to offer interpretations to help make sense of the data presented to them. Some participants even changed their reflections upon examining their postcards, particularly in reference to the reading regarding frustration. Having previously stated that they were not frustrated, when seeing that the system indicated that they had experienced some level of frustration, several users attempted to find explanations for why this might have been true: "I don't know about frustrated. Yeah I guess frustrated in the way that, you have to grapple with emotions as they come up and sometimes you don't want to" (P211). One participant initially described the video conversation with Munch enthusiastically as "very touching... It felt like you were talking to him... really lovely feeling", but when presented with the output from the emotion detection system saying she had been "very frustrated, very engaged and you enjoyed it somewhat", she reasoned: "I think I was very engaged, I enjoyed it a lot, I wonder why it thought I was frustrated. My frustration was that it was a much smaller selection of works than I thought it would be" (P81).

Some participants wavered, unable to decide whether to rely more on the emotion detection output or their own experience. In seeing explanations of the system's characterization compared to their own, a few users reasoned that even though they had enjoyed the experience, perhaps the system had picked up on underlying bodily sensations that were bothering them: "I was very engaged. Frustrated was probably more... I have back pain so maybe it caught that. I didn't feel frustrated. I think" (P165).

[Interviewer:] This is what the camera saw in your face when you were watching the video. It says very frustrated, very engaged, and you enjoyed it somewhat.
[Participant:] Yeah, okay. [Laughs] Very frustrated - that was because I had to pee! (P69)

Some participants appeared to trust the facial recognition technology to accurately gauge their emotions more than they trusted their own self-reported data about their emotional state:
Interviewer: Do you think this is actually what you felt? Is it true?
Participant: Yes. Somehow frustrated. Yeah, engaged. Yeah I think it is. This [indicating towards the emotion detection data] looks more familiar to me than this [indicating towards the self-reported data].
Interviewer: So the output from the camera, you believe that more than you believe the sliders?
Participant: Yeah, yeah. (P115, Museum Advisor)

6 DISCUSSION
Following our approach of performance-led research in the wild, we now reflect on both the design and audience experience of Sensitive Pictures to draw out more general design knowledge. On balance, we believe that we succeeded in delivering an experience that engaged visitors with an overtly emotional interpretation of Munch's artworks and that was generally well received by both visitors (evidenced by their positive feedback) and the museum stakeholders (who
decided to press ahead with a full-scale experience), though this was by no means universally the case, with several of each expressing important reservations. We reflect on three facets of emotional visiting experiences.

6.1 Provoking Emotional Interpretations

The provocation of emotional responses by layering new overtly emotional interpretations onto existing artworks appeared to be a successful element of the experience, setting an appropriately emotional tone for experiencing the paintings. Encouraging visitors to make connections to key personal relationships in their lives, while employing a deliberately intimate tone of voice, accompanying music, and use of headphones delivered an experience that some visitors described as being therapeutic, mirroring findings from previous experiences [63,72].

However, the approach was not universally appreciated. Some visitors found it to be too directive and had reservations about our approach to capturing and analyzing emotions that we consider below. Others found aspects of it to be uncomfortable, notably dealing with challenging emotional themes and talking aloud in the museum during the interview with Munch. Previous arguments for the deliberate use of discomfort in interaction design have stressed that introducing a degree of discomfort may help deliver enlightening experiences and that this might be social in nature (talking aloud in our case), based on control (being directive) or cultural (dealing with challenging themes), but also that such tactics needs to be carefully managed [7] as we also see here.

Curators wanted to balance emotional interpretation with explanatory information about the artist and their works. They were concerned about being overly directive. Some of these reservations were revealed and at least partially accommodated through the co-creation process. However, we need to recognise that emotional interpretations will need to be carefully introduced into many museums. In the near term, they might be offered as alternatives that sit alongside more conventional interpretations, but in the longer term it seems necessary to better justify them in the context of contemporary museum practice. One lens for viewing these kinds of emotional interpretations is that of “appropriation” - visitors are appropriating Munch’s paintings for their own emotional purposes, while curators/artists are appropriating the paintings to provoke this. However, as discussed by Ryding et al. [63], while appropriation is often viewed in a positive light in HCI, as when users are able to tailor or adapt technologies to new purposes [15,19], it is a far more controversial idea in museums where, seen through a postcolonial lens, it raises the specter of misappropriating others’ cultures [83]. Perhaps a more useful approach is to turn to ideas of re-enactment and re-interpretation that have emerged in museum practice and scholarship, driven by the challenges of documenting, preserving and exhibiting more ephemeral interactive works. Giannachi [29] notes that museums have long sought to “reactivate” exhibits whenever they bring them out of storage and exhibit them anew, and that this may involve strategies of re-enactment or re-mediation; she distinguishes the strategy of re-interpretation as interpreting existing works anew by drawing practices such as arrangement, homage, reapprropriation, and emulation that are “commonly utilized in other disciplines”. The idea of reactivation may provide a useful hook upon which to hang emotional interpretation.

6.2 Capturing emotions

While visitors often experienced strong emotions, capturing them proved to be more elusive. Both the self-reporting and computer vision approaches that we tried had limitations. Explicit self-rating of emotions proved challenging as visitors struggled to boil their emotions down to just a few words or to the simple rating scales of valence, arousal and control that underpin the Circumplex Model. The implicit capture of emotions through facial action detection also proved challenging given the inherent constraints of the software recognising a limited palette of emotions; the challenges of embedding cameras into the museum; and visitors’ evident reluctance to express their inner feelings in this context. The hushed public setting of an art gallery is perhaps not a situation in which many people visibly emote, and even though we tried to get them to talk as part of an interview, the emotions that they appear to have felt internally did not always break the surface to the point of being visibly detectable.

There might be various strategies for trying to better capture emotion in future experiences. Regarding self-reporting, one might attempt to improve the self-reporting mechanisms by using alternative or multiple models of emotion (e.g. drawing on Ekman’s model of basic emotions [23]). Alternatively, one might attempt to employ more powerful tools to elicit stories such as the tangible objects developed as part of Isbister et al.’s Sensual Evaluation Instrument [39].
Designers might attempt to create experiences in which visitors are further encouraged to perform or even exaggerate their emotions, perhaps through even more dramatized exchanges or by placing the interaction in a dedicated room away from other visitors (e.g. [73]), and of course we might expect computer vision to become more sensitive given further development.

Based on our experience, we commend the strategy of deploying multiple techniques within a single experience so that each is able to contribute some data. Interestingly, ours is not an approach of data fusion in which we are trying to integrate multiple sources of data to reach a common consensus, but rather perhaps one of “data diffusion” in which each technique yields a different, perhaps small, insight into emotions that can then be juxtaposed with others during later reflection. We suggest that this might be achieved by deploying the different techniques in sequence (as in our design) rather than in parallel, tipping the visitor back and forth between experiencing a provocation and describing their emotional responses in different ways, before ultimately trying to reconcile the different data at the end.

6.3 Reflecting on emotions

While somewhat difficult to capture, the data that visitors were able to provide was powerful for provoking reflections on emotional experience when presented back to them. It appears that showing visitors even simple representations of their own data can be a powerful stimulus to storytelling, with people keen to make their own interpretations.

In line with previous research into data souvenirs, the postcards appeared to be an effective way of achieving this. A notable feature of their design was the degree of ambiguity with which they presented visitor’s emotion data. On the one hand they protracted the outputs of the computer vision system in a fuzzy and ambiguous way that invited interpretation, conveyed through phrasing such as “seems like”, “somewhat” and the question “Do you think this is actually what you felt?” shown in Figure 4. On the other hand, they included a precise presentation of self-reported emotions in terms of the discrete points plotted on the Circumplex Model along with the subsequent statements about how they felt at each painting. The data on the postcards appears to invite people to make an interpretation, affirming previous arguments by Sengers et al. [65] that ambiguity can be a means of provoking interpretation, and the specific tactics espoused by Gaver et al. [28] in which ambiguity can be conveyed by presenting information in ways that are both fuzzy and overly precise.

What most stands out from our findings is how visitors tended to construct post hoc rationalizations of their emotional experience that agreed with, or at least accommodated, the “results” reported by the system, even when this differed from their initial reflections. In spite of revealing some skepticism towards the general idea that systems can understand human emotions when asked in the abstract, in practice there was a striking tendency to reconcile their accounts with the system – bluntly, to agree with it. We can speculate as to various reasons for this.

Of course, visitors did not experience, describe, or rationalize their emotions in a vacuum. Museums are inherently social institutions, with museum staff and other visitors often nearby, especially in a popular location such as the Munch Museum. Interviews were also conducted in person, creating a social situation with its own norms: for example, interviewees rarely express negative opinions of an interactive experience such as Sensitive Pictures in extreme terms in much the same way as they would rarely knowingly offend a stranger by insulting their appearance.

Our design also included mechanisms that tried to win visitors’ trust, most notably the “data token.” We were surprised that nearly all the participants were comfortable donating their data, suggesting a high level of trust in the experience in general. It may also be that visitors were trusting in the apparently scientific nature of the technology and presentation of their data (the plots mentioned previously), mirroring claims from studies in science communication that have suggested that presentation formats that appear scientific – e.g. using scientific language and charts – may increase participants’ belief in a message [20,31,54,76]. Finally, we note that invoking “ambiguity of relationship” and “ambiguity of context” are further tactics (in addition to the “ambiguity of information” noted earlier) for creating ambiguity as proposed by Gaver et al [28]; perhaps our visitors were creating interpretations that could resolve their ambiguous relationship to the system and its ambiguous presence within art gallery. Unpacking the reasons for visitors constructing accounts that tend to agree with the system is clearly a topic for further research.

We draw attention to further opportunities for displaying emotion data in museums beyond take-away souvenirs. Boelue et al. [13], for example, describe the deployment of “ambient displays of Affective Interaction” positioned around the museum, which might present more complex visualizations that could not fit onto the back of a postcard. Personal mobile devices or stations around the museum might allow for interactive visualizations. We might even
consider other opportunities for “paper displays” such as extending exhibit labels, posters or catalogs. For example, the kinds of visualizations we introduced in Figure 5 might be displayed next to paintings as “emotional labels”, complementing more traditional ones, or be delivered as interactive augmented reality overlays so the visitor could highlight their own response in relation to others.

In summary, ambiguous presentations of personal data through tangible data souvenirs appear to be powerful stimuli for eliciting emotional storytelling among visitors, but also come with considerable risk given a possible tendency to agree with the system’s view. We recommend harnessing this approach with some subtlety, for example carefully framing visitor experiences to distinguish between storytelling and claims to “truth”, or finding more nuanced ways of displaying emotion data within the museum.

6.4 Emotional trajectories

A notable feature of Sensitive Pictures is how it combined various emotional provocations and reflections into an overall visitor experience, with the visitor moving back and forth between provocation and reflection multiple times. We conclude our discussion by reflecting on how the component parts were integrated to create a more holistic emotional experience.

One lens for viewing holistic user journeys through interactive experiences, especially cultural ones, is that of trajectories. Such experiences can be viewed as interleavings of canonical trajectories that express the experience as designed, participant trajectories that express it as encountered, and historic trajectories that consider it as subsequently recounted [6]. The notion of “affect trajectories” as a potential concept for unfolding and highlighting visitor’s reactions to unsettling or emotionally challenging interactive museum experiences has previously been discussed in [62]. Other relevant work has highlighted how “soma trajectories” through embodied experiences may be designed to oscillate between comfortable and uncomfortable, familiar and strange, and inside and outside perspectives [72], mirroring a wider recognition of the importance of both participants and designers flipping between first, second and third person perspectives [37]. These notions of oscillating trajectories and flipping perspectives are mirrored in the design of Sensitive Pictures. Our design encourages participants to move back and forth between different emotional provocations (experiencing up to six paintings and the conversation with Munch) that are interspersed with different modes of emotional reflection (self reporting via scales and questions, and Munch’s questions). Individual participant trajectories may vary within this general design, for example in the number and order of paintings encountered, while the idea of the historic trajectories is supported through the postcard that encourages reflection and recounting.

We draw attention to elements of the design that serve to integrate the various components into a whole: the data that is captured throughout is presented on the postcard at the end; the strongest self-reported response to the paintings shapes the interview with Munch; and of course, there is the enduring presence of Munch and his paintings in the coherent setting of the museum that integrates the experience at a narrative level.

Our design might be described as following an emotional trajectory, one that oscillates between different emotional provocations, reflections and data capture techniques, and that draws them together at the end in a final souvenir. Such an approach allows participants to repeatedly sample their own emotions and can accommodate multiple affective technologies and potentially different perspectives on and/or models of emotion (although we used the Circumplex Model throughout, we could have introduced other models such as Ekman’s proposed universal or basic emotions).

Trajectories as a framework has long been used to describe physical motion through time and space, whether geographically or through sequences of selection and attention through game play or narrative. Emotions are implicated in the dynamic, artistic interactions that the trajectories framework is often applied to, yet in Sensitive Pictures we see a clear case for emotions to be held up for analysis in their own right. The project involved multiple types of touchpoint and asked visitors to engage in varying ways that were ultimately outside the direct control of the designers. The canonical trajectory – i.e. the one the designers envisioned a “typical” (or perhaps ideal) visitor having – shows a regular alternation between the visitor experiencing Munch (his works followed by his image and “voice”) and the visitor experiencing their own feelings about Munch’s work. This emotional back-and-forth between Munch’s work and their own emotions is paralleled by their attention being directed first outwards, to experience the paintings around them, and then inwards for self-reflection as prompted and enabled by the visitor’s smartphone, held close to their body.
We can also reflect on our various data to consider the general shape of the participant trajectory, i.e., how participants actually encountered Sensitive Pictures in practice. Figure 6 shows our post-hoc attempt to approximate this participant trajectory as a reflection on our design. The shapes of the curves here are intended to broadly convey how we think participants encountered the different elements of the experience. Their relative heights reflect estimates of the levels of emotional provocation and reflection that participants experienced; our interviewees tended to describe strong emotional reactions to the paintings, but were more mixed in their responses to the conversation with Munch; while their self-reported emotional responses (see beginning of Section 3) indicate that the different paintings tended to provoke different levels of emotional response. The durations of the various encounters along the horizontal axis reflect the time spent on the different parts of the experience. While individual participants chose to encounter the paintings in different orders, we have ordered the curves based on the overall popularity of each as the first experience chosen. We have also labeled how the different kinds of data that were gathered (self-report data and facial action analysis data) served to connect together the overall journey.

**Emotional provocation**

![Figure 6: Approximation of the Participant Emotional Trajectory through Sensitive Pictures. The height of the curve for each painting reflects the number of participants that gave the strongest response to that painting in their self-report data.](image)

### 7 CONCLUSIONS

Overall, we propose that we were successful in designing an “emotional visitor experience” for the Munch Museum, by which we mean one that provoked an emotional response to Munch’s paintings and encouraged visitors to reflect on this. The experience was well received by the public, although it gained a more mixed response from curators, suggesting that more work needs to be done to situate the approach within contemporary museum practice and/or that such experiences might initially find a home in museums that offer overtly “alternative” interpretations alongside more conventional ones.

We draw attention to the strategy of interleaving overt emotional provocations with both self-reported and machine-reported capture of emotional data and tangible souvenirs that encourage reflection on both. Provocations that were based on carefully acted stories delivered as an intimate audio experience appeared to work well. The capture of emotion data was more challenging, however, as visitors struggled to boil complex emotions down to simple scales and words and did not always visibly emote their inner feelings to the computer vision software. The ambiguous portrayal of the data on the souvenir postcards appeared to demand interpretation. However, we were surprised that participants often seemed willing to accept the system’s presentation as a truthful measure of their emotions, sometimes offering
interpretations to help make the data “fit”, suggesting a need to treat the approach with caution and better reveal the challenges and nuances of emotion data.

We conclude by revisiting the wider debate in HCI concerning the complex and overlapping relationships between Affective Computing, Affective Interaction and Technology as Experience. Overall, we designed an emotional user experience that combined aspects of Affective Interaction and Affective Computing. Affective Interaction’s approach of humans constructing interpretations of emotions, enabled by digital technologies, is clearly a core part of our experience. However, Affective Computing’s core idea that computers might interpret emotions is also present in our experience in the attempt to apply models of emotions to facial movements detected by video cameras.

On reflection, it seems to us that the key difference between Affective Interaction and Affective Computing lies in what might be called the “locus of interpretation”, that is in whether it is humans or computers that are interpreting emotions. Sensitive Pictures employs both, with humans and computers interpreting emotions at different points along an overall experience that, more widely, aims to generate as well as understand emotional experiences. In this case, Artificial Intelligence provides a mirror to human emotions; it is a way of reflecting back to us something we do not normally see for ourselves. Moreover, AI can be seen as a distorted mirror, in the sense that it sees our emotions somehow differently. We suggest that this opens up a potentially powerful role for Affective Computing: reflecting unusual views of emotions back to humans to help them better understand their own emotional responses and so undertake more emotionally intelligent actions. However, the propensity for people to trust in technology and perhaps also institutions like museums means that this needs to be treated carefully. For those who are trying to develop Affective Computing to take decisions for humans or directly adapt to them, we suggest that the kinds of emotional experience we have outlined here may help reveal how humans understand and talk about their own emotional responses, which might perhaps shape how to present the actions of Affective Computing back to them.
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