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We apply a recently developed theory for metastability in open quantum systems to a one-dimensional
dissipative quantum Ising model. Earlier results suggest this model features either a nonequilibrium phase
transition or a smooth but sharp crossover, where the stationary state changes from paramagnetic to ferromagnetic,
accompanied by strongly intermittent emission dynamics characteristic of first-order coexistence between
dynamical phases. We show that for a range of parameters close to this transition or crossover point the dynamics
of the finite system displays pronounced metastability, i.e., the system relaxes first to long-lived metastable states
before eventual relaxation to the true stationary state. From the spectral properties of the quantum master operator
we characterize the low-dimensional manifold of metastable states, which are shown to be probability mixtures
of two, paramagnetic and ferromagnetic, metastable phases. We also show that for long times the dynamics can
be approximated by a classical stochastic dynamics between the metastable phases that is directly related to the
intermittent dynamics observed in quantum trajectories and thus the dynamical phases.
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I. INTRODUCTION

Through the use of experimental platforms such as ultracold
atomic gases, trapped ions, and Rydberg atoms a wide range
of nonequilibrium phenomena in open quantum many-body
systems have now been realized [1-6]. This has been accompa-
nied by a significant increase in the theoretical understanding
of such systems numerically, through the use of techniques
adapted from atomic-optics and closed quantum systems [7],
and analytically via field-theoretical methods [8,9], among
other approaches.

One question of interest addressed by theoretical studies of
nonequilibrium open many-body quantum systems has been
the understanding of the phase structure of the stationary
state, given the possibility that these systems display phase
transitions—singular changes in the stationary state in the
limit of large system size—which may be distinct from those
of equilibrium systems. The aim of many of such studies has
been to characterize the phase structure of nonequilibrium
steady states via static order parameters, such as the mag-
netization in spin systems, and spatial correlation functions
more generally, see, e.g., Refs. [8—10]. However, even in the
case where such transitions are not present, the dynamics of
these systems can be very rich and cooperative. One way
to uncover this dynamical complexity via large-deviation
methods (such as the “thermodynamics of trajectories,” see,
e.g., Refs. [11,12], or the related full-counting statistics, see,
e.g., Refs. [13]), which allow us to define and characterize
dynamical phases where order parameters are dynamic time-
integrated observables, such as total count of emissions into the
environment.

In this paper we focus on a different aspect of open quantum
many-body systems, that of metastability of the dynamics.
Metastability is a characteristic feature of the dynamics of slow
relaxing systems, namely, the partial relaxation into long-lived
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states before eventual decay to the true stationary state. This is
a consequence of separation of time scales in the dynamics. In
such systems the transient dynamics will appear nonergodic, in
the sense that different initial conditions will relax to different
metastable states, before ergodicity is eventually restored. In
classical systems, metastable behavior typically occurs in two
distinct situations: one is in the dynamics near a (usually first-
order) static phase transition [14], where metastable dynamics
is intimately related to the existence of static phases; the
second one is in glass forming systems [15] where metastable
behavior is not obviously related to any static features (see,
e.g., Ref. [16] for various viewpoints on this issue).

Here we focus on the first instance above for the case of
a many-body quantum system subject to dissipation where
metastability can be traced back to distinct features of its
stationary properties, a transverse field Ising model with
on-site dissipative decay [9,17-24]. We study the dynamics
of this model by means of a recent theory for metastability
in open quantum systems [25]. This new approach is a
generalization to open quantum systems, evolving according
to a Lindblad master equation [26-28], of the method of
Refs. [29-33] for classical Markovian systems. This approach
relies on the fact that metastable behavior necessarily results
from a separation of eigenmodes in the spectrum of the
master operator generating the dynamics, thus allowing one to
investigate both the structure of the metastable states and the
long-time dynamics of the system using a reduced number of
parameters [25,34]. The metastable states form a metastable
manifold (MM), a convex subset of the system states (see
Fig. 1, details in Sec. IT) on which the long-time dynamics takes
place [25]. In Ref. [25] this approach was applied to few-body
models more related to problems in quantum information.
Here we demonstrate the effectiveness of this approach for a
many-body system where metastability emerges cooperatively
with increasing system size. The dissipative Ising model we
consider is also of particular interest as it can be realized
experimentally through the use of Rydberg atoms in optical
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FIG. 1. (a) Real part of the spectrum of the master operator of the
open quantum Ising model defined in Sec. III, for size N = 7, with
spin interaction V /k = 250 and transverse field Q/k = 50, where «
is decay rate. Spectrum is plotted in units of k. The two eigenvalues
with largest real parts, A, , highlighted in gray, correspond to the
only eigenmodes that contribute to the dynamics at long times. The
large gap to the next eigenvalue, A3, causes metastability in the
dynamics. (b) The metastable manifold (MM) induced by the spectral
structure of (a). System states are represented by the average total
magnetization per spin in the x and z directions. The MM (gray line)
is bounded by two extreme metastable states g; (purple dot) and g,
(green dot). The evolution from an initial state p; of all spins up (blue
curve) undergoes a fast evolution for t <« v/ = —1/X; onto the MM.
After a long period of apparent stationarity (7’ < t K 7 = —1/1,),
the states on the MM evolve towards the true stationary state pg (red
circle) fort > t.

lattices [17,19]. It may also be possible to realize it using
circuit quantum electrodynamics (QED) [18] as these systems
are intrinsically open; however, it may be difficult to control
the exact nature of the interaction with the environment.

The dissipative quantum Ising model we study here has
the basic ingredients of a system where metastability is a
dynamical consequence of static features. In order to clarify
what we mean, consider, for example, a classical ferromagnet
at low temperatures in the thermodynamic limit [14]. For such
a system, if one starts close to the coexistence point (say, at
small positive magnetic field) but in a state belonging to the
wrong phase (in this case with initial negative magnetization),
there will be an initial fast relaxation within this phase,
before a much longer relaxation to the eventual equilibrium
state within the stable phase (of positive magnetization). This
occurs due to the existence of a large, but finite, free-energy
barrier that needs to be crossed from the metastable phase
to the stable phase. Hysteretic behavior is a manifestation
of this phenomenon. Furthermore, zero field is the point of a
first-order transition, and there is strict coexistence between the
phases of positive and negative magnetization, which means
that each is stable at long times, giving rise to ergodicity
breaking. It is important to note that such a transition only
occurs in the thermodynamic limit. For finite size, even at
zero field, dynamics is metastable, with the metastable states
being those of nonzero magnetization, and the true stationary
state that of paramagnetic equilibrium. Dynamics in this case
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will also be intermittent, displaying many ‘“magnetization
reversals” [14]. In this sense, metastability which has its origin
in distinct static “phases” does not require the presence of a
strict phase transition, only that the “phases” are long lived
and kinetically only weakly connected (in the example of
the ferromagnet, separated by a free-energy barrier that is
large compared to temperature). In fact, usually the simplest
way to anticipated such a structure is from a mean-field
approximation, even if there is no singular transition in the
exact problem.

Previous work [19] on the dissipative quantum Ising model
suggested a bistable character to the stationary state of this
system. Within a mean-field approximation [19], this model
has a region of its parameter space in which it exhibits a strict
first-order coexistence, terminating at a critical point, between
ferromagnetic and paramagnetic steady states. Related to this,
dynamics of this model in one dimension for finite size was
shown to display pronounced intermittency between periods
of photon emission activity and inactivity in quantum jump
trajectories [19]. While the mean-field approximation is not
necessarily expected to be accurate even in the thermodynamic
limit in one dimension [9,20,21], it does provide an idea
of the basic phase structure of the model. As in the case
discussed above of a classical ferromagnet, for metastability
to be present all that is required is that states with distinct
static character are approximate stationary states of the
dynamics. Using the methods of Ref. [25] we show the
relation between the ferromagnetic or paramagnetic states that
mean-field suggest and the metastable states of the dynamics
of the dissipative quantum Ising model at finite size. We
show that the short-time dynamics relaxes to the metastable
manifold in a way that is dependent on initial states (i.e.,
apparent but transient nonergodicity). We further show that
the long-time evolution within the MM is that of an effective
classical stochastic dynamics, even though the underlying
many-body system features quantum effects. This is in line
with recent field-theoretic studies of open spin lattices, which
show the long-time properties of similar models are often
classical [8,9].

The paper is organized as follows. In Sec. II we briefly
review the spectral approach to metastability in open quantum
systems, along with the effective long-time description, giving
a particular focus to the case when the MM is one dimensional
(1D) as is the case for the dissipative quantum Ising model.
Section III provides an in-depth analysis of metastability in the
model. We begin in Sec. III A by returning to the mean-field
approach used in Ref. [19], but focusing on time evolution
instead of only steady state(s) and discussing the effect of
neglecting fluctuations from spatial correlations. We then
apply the spectral approach of Ref. [25] to the exact model
of N = 7 spins and find a parameter regime where the system
is metastable (Sec. III B). This is followed by characterization
of the MM in terms of the properties of metastable phases
(Sec. IIC). In Sec. III D we show how metastability can be
observed in the behavior of expectation values and autocor-
relations of system observables. Finally, we demonstrate how
the metastability in the spin magnetization and the effective
dynamics within the MM manifests in individual realizations
of the system evolution through intermittency in activity of
quantum trajectories (Sec. IITE).
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II. METASTABLE MANIFOLDS AND EFFECTIVE
EVOLUTION

In this section we review the theory for metastability in
open quantum systems with Markovian dynamics introduced
recently in Ref. [25]. Evolution of a system state described
by the density matrix p is generated by the Lindblad master
operator

1
Lip) = —ilH.pl+ ) [ijJ; - E{J,TJ»,p}}, (1)
J

ie.,dp/dt = L(p) [27,28]. Here H is the Hamiltonian of the
system and the jump operators J; mediate the system-bath
interaction, providing coupling of the system to the surround-
ing environment. If these interactions lead to emissions of a
quanta of energy, e.g., photons being emitted by atoms coupled
to the vacuum electromagnetic field, then the action of jump
operators can be detected through continuous measurements,
e.g., photon counting [19].

Since this operator acts linearly on the density matrix,
the evolution it generates can be understood in terms of
its eigenvalues and eigenmatrices [35]. Let the eigenvalues
of the master operator be Ay = AR +i A/, with AX and A}
representing the real and imaginary parts, respectively. These
are ordered such that [Af] < [Af,]. Note that the real parts
are necessarily less than or equal to 0, with 0 corresponding to
steady states, due to the (completely) positive trace-preserving
evolution generated by the master operator, Eq. (1). Further
note that, due to the hermiticity preservation of the master
operator, eigenvalues must come in conjugate pairs and in par-
ticular that if the real part is nondegenerate the eigenvalue must
hence be purely real. Let the left and right eigenmatrices (note
that £ is not Hermitian in general) associated to A; be denoted
Ly and Ry, respectively. We choose normalization such that
Tr(Lg Ry) = S - Generically, the steady state pg is unique (as
is the case for the finite-size dissipative Ising chain discussed
in this work) and we further normalize it such that Tr(ps) = 1
and thus also L = 1. Defining ¢; = Tr[p(0)L], for an initial
system state p(0), the system state at time 7 is given by

p(t) = e [p(0)] = pys + ) cxe™ Ry )
k

We are interested in metastable behavior. Therefore we
assume there is a large separation in the values of the real parts
of the eigenvalues, |k£| < I)»,’le |, cf. Fig. 1(a), and denote the
corresponding time scalesby T = —1/AR and v/ = —l/)\,lflﬂ.
If we consider times 7 3> 7/, then we may neglect terms
beyond the mth in the sum in Eq. (2). For ¢t < 7, we also
have e ~ 1 for k < m, and the reduced expansion defines
metastable states of the system, see Fig. 1. Thus, the projection
P onto the MM is given by Pp = Tr(p)pss + D s Ck Rk
Furthermore, note that the MM is determined by a subset
in R™~! given by the coefficients {c, }ie,, whose values are
bounded by the maximum and minimum eigenvalues of the
relevant left eigenmatrices. For times 7 >> t’, only the first
m modes contribute to the system dynamics, cf. Eq. (2).
Therefore dynamics takes place essentially only inside the
MM and is effectively generated by the projection of the master
operator on the MM, L. = PLP.

PHYSICAL REVIEW E 94, 052132 (2016)

A. Metastable manifold

The general structure for MMs is discussed in Ref. [25].
We will see in Sec. IIIB that for the open quantum Ising
model the MM is one dimensional, that is, m = 2, which is
the case we now restrict ourselves to. The basis for the MM is
given by py and R;, but R, lacks interpretation as a state of
the system since Tr(R,) = 0 due to trace-preserving dynamics.
Instead, we can make use of the convexity of the MM (inherited
from the convexity of the full space of density matrices) to
consider metastable states as a linear combination of the states
at either end of the MM, which we call extreme metastable
states (eMSs) [25],

P = pss+ 3 Ry, 3)

P2 = pss + SR, )
max min

where ¢7'** and ¢;"" are the maximum and minimum eigenval-
ues of the Hermitian L,, respectively.

Writing Pp = p1p1 + p2p2 and using p; = 1 — p, (from
convexity of the MM), the coeffcients p;, are given by the
expectation value, p; , = Tr(f’lyz,o), of the observables

Py = (L — &3"1)/Acs, 5)
ﬁg = (—L2 + C;naxl)/ACQ, (6)
where Acy = c* — cin

As py, po are the eMSs, the coeffcients are necessarily
positive, p;, > 0, leading to the interpretation of any state
on the MM as a probabilistic mixture of the two eMSs.
Thus, p; and p, constitute two metastable phases and one
can understand the properties of all metastable states by
characterizing the properties of only these two, as done in
Sec. III C. For a basis of any other two states on the MM, one
of the coefficients would necessarily be negative for certain
parts of the MM.

B. Effective dynamics within metastable manifold

The evolution for times r >> t effectively takes place on
the metastable manifold towards the steady state [25]. Noting
that A, must be real and thus dropping the R superscript, the
generator L. = PLP can be now expressed in the basis of
the eMSs, cf. Egs. (3)—(6), as

max min

Lo — —)»2 —C —C 7

eff = | max cmin (7N
2 \& 2

yielding the dynamics of the probabilites p;, p, as dp/dt =
Legr p, Where pT = (p1,p2). Note that the entries in each
column of L. add to 0, which corresponds to probability
conservation. Moreover, since A, < 0 and ¢y > 0, c?i“ <0
[as Tr(L,pss) = 0 by orthogonality of eigenmodes], the diago-
nal elements are negative and the off-diagonal positive, which
ensures positivity of the dynamics. Thus, L. is a generator of
classical stochastic dynamics between two metastable phases,
p1 and py.

Note that the dynamics induced by L.y between g; and
0> satisfies the detailed balance, with the exit time from
a metastable phase given by the inverse of the diagonal
entry, e.g., (—c3™ )~ = 7 ()~ for py, and the stationary
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FIG. 2. Illustration of the two-basin analogy of metastability
when the metastable manifold is one dimensional. The figure
represents a one-dimensional Landau free energy. The two eMSs
are analogous to the two free-energy basins corresponding to two
phases of the system, and their free-energy difference is analgous to
the logarithm of their relative probabilities. In the thermodynamic
case, the time scale for connecting the basins is the exponential of
the free-energy barrier (divided by temperature—the usual Arrhenius
law for thermal escape). In this sense, since in our dynamical case the
time scale is controlled by the gap, the log of the gap is analogous to
the barrier. See the main text for discussion.

probability determined by the ratio of the off-diagonal terms,
—cinin /c¢MaX independent from 7.

This dynamics is analogous to the effective long-time
dynamics in finite classical systems close to conditions
where coexistence between two stable phases appears in the
thermodynamic limit, such as, for example, a two-dimensional
classical Ising model at low temperature in the ferromagnetic
phase with small negative magnetic field favoring magnetiza-
tion down [14,36]. Intuitively, one can imagine such a situation
in terms of motion in a Landau free energy, a function of
a collective variable such as magnetization, which features
two minima corresponding to the two competing phases,
one of positive magnetization and a favored one of negative
magnetization, cf. Fig. 2. The height of the barrier between the
two wells is related to the surface tension of creating droplets
of one phase in a background of the other. In finite systems (or
away from the coexistence point in the thermodynamic limit)
this barrier can be overcome by thermal fluctuations. When
temperature is low, such that thermal fluctuations are weak,
an initial configuration of all spins down would initially relax
via small-scale fluctuations within the positive magnetization
phase (intuitively “rolling down the hill” towards its closest
free-energy minimum) for 7 3> 7’. At longer times, r ~ t
(dependent on the height of the barrier separating the wells,
typically in an Arrhenius fashion for the case of thermal
excitations), large-enough domains of the spin-down phase
are created, allowing the system to overcome the free-energy
barrier. The subsequent switching dynamics between the two
basins leads at long times to equilibration. Note that, due to
detailed balance, the ratio of the occupation in the equilibrium
state between the two wells depends on the difference of
the free energies, not the barrier height, which only sets the
relaxation time.

C. Observation of metastability

Metastability of the system dynamics can be observed in the
behavior of expectation values and autocorrelations of system
observables [25,37]. In Sec. IIID we focus on measuring
a given spin magnetization (or, equivalently, the probability
distribution of the magnetization). For long times ¢ >> t’ the
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exact dynamics should be captured by the effective long-time
description, see Eq. (7), and for the expectation value of an
observable O we arrive at

(0) ~ o p(t), ®)

where 0; = Tr(O p;). Observation of the metastability in the
expectation value requires preparation of an initial system
state that differs from the steady state. Nevertheless, for the
system in the steady state, metastability can be observed in the
time autocorrelation of measurements of a system observable.
When time between measurements is greater than 1/, the state
conditioned on the initial measurement relaxes into the MM
and

C(t) = (0(1)0(0)) = Tr(0e*Opys) ~ Tr(0e™"POpsy),
)

where O is the superoperator representing measurement of the
observable O. As Ppg = pss, We have

C(t) ~ o e'*" O py, (10)

where  O;; = (POP),; =Te[F,O(p;))]  and  pl =
(—c)"/Acy,cy™/Acy) is the stationary probability of
pss between the metastable phases.

III. OPEN QUANTUM ISING MODEL

We now apply the theory [25] reviewed in the previous
section to a dissipative quantum many-body system, an open
version of the 1D transverse field Ising model, consisting
of a chain of N spin-1/2 particles with periodic boundary
conditions coupled to an external bath. The Hamiltonian is
given by

N N
H=QY sV +4vY sisith, (11)
j=1 i=1

where Q describes the transverse magnetic field and V the
interaction between neighboring spins. The spin operators
1 ()

Séj) = 504, where « = {x,y,z}. The jump operators medi-

ating the interaction with the bath couple to individual spins,

Ji =i S = Vi (89 —is), (12)

where the decay rate « is determined by strength of system-
bath coupling, and j = 1, ...,N. This system can be realized
using Rydberg atoms [17,38], in which case the jumps can
be seen to be photon emissions from individual spins into the
environment. The properties of these jump operators imply
that the system dynamics are irreducible and the stationary
state unique for all finite N [39].

The order parameters we will consider are the magnetiza-
tions along each axis,

N
1 )
M, = — § S, 13
N = o (13)
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We will find in Sec. III D and III E that the z component of the
magnetization in particular is sufficient to highlight metastable
dynamics in this system.

A. Time-dependent mean-field approximation

We start our analysis by returning to the mean-field
approximation studied previously in Ref. [19], this time,
however, focusing on the dynamics rather than just the steady
state. From the study of classical systems it is common
for such an approach to give qualitatively the short-time
dynamics leading to the MM, since often long-time relaxation
is nonperturbative and triggered by spatial fluctuations that
are dismissed at the mean-field level, see, e.g., Ref. [15].
We therefore expect to uncover within this approximation
properties of the dynamics of the exact problem in its approach
to the metastable regime (¢ < 7). In the next subsections we
consider the whole dynamical regime by considering the full
spectral properties of the exact problem.

In this subsection we proceed as follows: We consider
an approximation of the density matrix in the form of an
arbitrary product state, i.e., py = 01®N, where p; = %]l +
xSy + S, +zS5;. Note that here x,y,z = (My),(M,),(M.).
These coefficients are time dependent, and we substitute this
into the master operator, proceeding to trace out all but one
spin, i.e., dp1/dt = Tra,_n[L(p)]. This process gives a set of
three nonlinear differential equations on the coefficients given
by

=.
Il

K
—Ex —2Vyz,

. K

y=-3y +2Vxz — Qgz,

. K

7= —5(1 + 2z) + Qy. (14)

The dynamics induced by these equations is highly oscillatory,
with rotations about the x axis induced by the transverse field

(a) x =0 plane
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Q, see Fig. 3(a), and rotations about the z axis—weighted by
the magnetization (M,), thus no rotation in the z = 0 plane,
Fig. 3(c), due to the spin-spin interaction with potential V.
These oscillations are eventually damped by the decaying
terms proportional to k.

Stationary solutions. The steady states of this system
of equations are found from the solution of x =0, y =0,
and z = 0, which gives rise to a third-order polynomial in
z, see Ref. [19]. There is either one or two stable real
solutions depending on the parameters chosen, with the set
of parameters giving bistable dynamics lying between two
“spinodal” lines, see Fig. 3(g). Outside this region, the unique
stationary state is ferromagnetic (z ~ —0.5) for small €2 and
close to paramagnetic (x,y,z small) for large €2. Inside the
bistable region one of the two stationary states corresponds to
a paramagnetic state while the other transitions smoothly from
ferromagnetic to paramagnetic with increasing 2. The two
steady states are shown on the flow diagrams in Figs. 3(a)-3(c).

Since the mean-field approach is expected to capture the
short-time evolution, we anticipate the two steady states to be
qualitatively similar in properties to the eMS of the exact
model. In order to compare the mean-field approximation
with the exact dynamics during the metastable regime, we in-
vestigate the average asymptotic magnetization, 7,, reached
from pure initial states p; sampled uniformly from the Bloch
sphere, Fig. 3(g), i.e., the magnetization of the steady state
reached according to Eq. (14) (see also Ref. [40]). Outside
of the bistable regime this is simply the magnetization of
the unique mean-field steady state, mg. Within the bistable
regime, 7 is the linear combination obtained from adding
up the area of the basins of attraction for the two mean-field
steady states, Figs. 3(d)-3(f), multiplied by their respective
magnetizations.

For low Q the basins are fairly even in size, giving a
sharp transition at the left spinoidal line from my ~ —0.5
of the unique ferromagnetic steady state to m, & —0.25, cf.
Figs. 3(d)-3(f). As 2 increases the area of the basin for the

0.5

-0.1

-0.2

-0.4

-0.5

FIG. 3. [(a)—(c)] Flow induced on cross sections of the Bloch ball by the dynamics in Eq. (14) for parameters V /k = 10, Q/x = 4.4 where
the system is bistable. The color of the line indicates the magnitude of the component perpendicular to the plane. The green and purple dots
correspond to the two stationary solutions of the mean-field approximation projected onto the planes through the Bloch sphere. [(d)—(f)] Basins
of attraction of the two mean-field stationary solutions, with the indicated values of (M), at three points in the bistable regime with parameters
V/k =10 and Q/k = 4.4,5.8,7.0, respectively, marked by black crosses in panel (g). (g) Mean-field phase diagram: 7, as a function of
model parameters. Spinodal lines separating one-solution from two-solution regions are indicated by white dashed lines.

052132-5



ROSE, MACIESZCZAK, LESANOVSKY, AND GARRAHAN

(b) _

24 250 1/, 16

12 < 8

>

0 0 0 0

(c) 0 Q/k 100~ (q) 0 Q/k 100
25 25 : : )

'Iu‘ )\ /)\ "

:'~" ‘\ 3 )\3/)\2“"',,0

¢:’—"‘

““ _1/A2

0 oL : - :
0 Q/k 100 4 5 N 6 7

FIG. 4. (a) The ratio of the real parts of the second and third
eigenvalues A3/A,, plotted over a region of the parameter space 0 <
V <250 and 0 < © < 100. (b) The inverse gap —1/X, plotted over
the same region. (c) A cross section of plots (a) and (b) for V = 200.
The dashed (purple) line is the ratio while the solid (blue) line is the
inverse gap. (d) The scaling of the maximum value of the ratio (purple
triangles) and inverse gap (blue circles) in this range of parameters
with system size.

steady state with a lower magnetization shrinks continuously,
along with the magnetization of this state increasing, with the
area of the basin vanishing at the right spinoidal line, leading
to a smooth increase of m, to mg ~ 0. Below we consider
the exact dynamics of a finite chain. We will see that the
magnetization, averaged over a uniform distribution of initial
states, behaves during the metastable regime in a similar way
to the mean-field result above.

B. Spectral analysis of the master operator

Next we explore how the features of the mean-field
treatment manifest in the exact master equation dynamics.
For this consider numerically a system with N = 7 spins. We
make use of the system translation invariance to first block
diagonalize the master operator [41,42]. Note we find both A,
and X3 to be real and thus drop the R superscript.

For metastability we require separation in the real part of the
spectrum of the Lindbladian, and we find that for this system
this occurs between the second and third eigenvalues, som = 2
and the metastable manifold is 1D, see Figs. 1(a) and 4(b).
The parameter region of metastable dynamics— - light yellow
wedge in Fig. 4(a)—is suggestive of identification with the
bistable region of the mean-field approximation, cf. Fig. 3(g),
with a stretching to lower values of the transverse field. The
separation in the spectrum is mainly due to the the spectral
gap, —Ap, getting small, Figs. 4(b) and 4(c). Metastability in
the dissipative Ising model is a collective phenomenon, since
the ratio A3/A; increases with size, as does the inverse of the
gap —1/X,, see Fig. 4(d).

It remains an open question whether the gap strictly
closes for some combination of parameters in the thermody-
namic limit, as in the mean-field approximation. This would
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FIG. 5. (a) Magnetization of the steady state mg. The approxi-
mate boundary of the metastable region is indicated by the dashed
white line. (b) The average z magnetization m in the metastable
regime. In this and the following panels we only show the area
where metastability holds. [(c) and (d)] Expected z magnetizations
m; = Tr(M_p;) and [(e) and (f)] purities y; = Tr(g?) of the two
metastable phases.

correspond to a phase transition in the stationary state of
the system. What the mean-field approximation predicts is
that this would be a transition between phases of different
magnetization, cf. the states at either side of the bistable region,
Fig. 3(g). Irrespective of whether there is a true transition in
the thermodynamic limit, or a smooth but sharp crossover, the
decrease of the gap with increasing size, Fig. 4(d), indicates
that metastability is a consequence of the proximity to this
transition or crossover point. The system sizes accessible to
numerics are far from large, therefore precluding a singular
transition. Dependence on size, however, indicates that such a
change (whether a transition or sharp crossover) in the steady
state magnetization, mg = Tr(M, pss), from the ferromagnetic
state at small 2, my, =~ —1/2, to the paramagnetic one at large
Q, mgs ~ Tr(M, pss) ~ Tr(M, pss) ~ 0, should become very
pronounced at large sizes. See Fig. 5(a).

C. Characterization of the metastable manifold

The metastable manifold can be characterized by the
properties of two eMSs defined by Egs. (3) and (4), which
we investigate below. These two eMSs correspond to ferro-
magnetic (m; &~ —0.5) and paramagnetic (m, =~ 0) states, see
Figs. 5(c) and 5(d). Note that the similarity between the values
of m; and m; resemble the magnetizations of two stationary
states in the mean-field approximation, cf. Fig. 3(d)-3(f).
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We consider now the behavior of the magnetization in
the z direction, (M), during the metastable regime taken
on average by pure initial states [¢), see Fig. 5(b), i.e.,
m = Tr(M,;P|¥)(¥|), where the bar denotes average with
respect to uniform sampling of [y/). For most of the parameter
regime where metastability is present, we have m ~ 0, with
a transition at small €. This is analogous to 7 in the
mean-field case, cf. Fig. 3(g). Here the size of the basins
of attraction (given by %Trf’l and %Trf’z, respectively) are
imbalanced towards the paramagnetic phase for almost all
of the metastable region, with a slight increase in area of
the ferromagnetic phase at smaller fields. This suggests that
the mean-field approximation captures the phenomenology of
both the metastable phases and their basins of attraction.

Note the contrast between the transition in m to the behavior
of the magnetization mg of the steady state, cf. Fig. 5(a),
which takes place for large €2, outside the metastable parameter
region. For the parameters where metastability is present, pgs
consists mostly of the ferromagnetic phase, p{*~ 1. This
shows that the short time evolution leads on average to the
vast majority of initial states evolving to the paramagnetic
metastable phase on short time scales, while at longer times
they decaying into the mostly ferromagnetic stationary state.

The two metastable phases differ also in purity y = Tr(p?),
see Figs. 5(e) and 5(f), with the ferromagnetic phase being
almost pure (y; & 1), in contrast the paramagnetic one almost
completely mixed (y, &~ 1/2V). This is a consequence of the
two phases corresponding respectively to inactive and active
periods in the photon emission records [19]. The fluctuations
in photon emissions per unit time for the system in the
paramagnetic phase cause it to be a mixture of many different
pure states, i.e., the large number of jumps causes these periods
in the trajectories to consist of many different states, while the
relative inactivity of the ferromagnetic phases leaves the state
approximately pure. The relation of the metastable phases to
activity in quantum trajectories is further studied in Sec. IIIE.

D. Expectations, correlations, and effective
low-dimensional dynamics

After the initial relaxation the system state is approximately
stationary during the metastable regime before eventual relax-
ation into the steady state. Metastability can be observed in the
two-step decay of the expectation value (O(t)) and two-time
correlation function (O (#) O(0)) of an observable O measured
on the system. Here, we demonstrate that this is indeed the
case when the observable is the magnetization M, Eq. (13).

We consider dynamics of two initial states: the “all up” state
pr =M (T|)®N, where o, |1) = |1), and the “all right” state
p— = (|=) (= D®, where o,|—)=|—). The expected
values of the z magnetization, (M,(¢)), show a plateau in the
metastable regime (" < 7 < 1), see Figs. 6(a) and 6(b), when
the initial states evolve into mixtures of metastable phases,
Fig. 6(e). Subsequent evolution takes the magnetization to
that of the mostly ferromagnetic stationary state at later times
(t > 7). Meanwhile, the expected value of the x magnetization,
(M,), Figs. 6(c) and 6(d), displays oscillations for times ¢ < 1’
suggestive of those present in mean-field model, cf. Figs. 3(a)—
3(c), which is expected to qualitatively represent the short-time
dynamics. The long-time behavior is captured by the effective
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FIG. 6. Results calculated for parameters of V/k =250 and
2/k = 50. (a) Time evolution of the average z magnetization, (M),
for the initial state p;. The z magnetizations of the metastable phases
P12 are represented by the dashed lines. (b) Same but for the initial
state p_,. [(c) and (d)] Time evolution of the average x magnetization,
(M,), for p; and p_,. The average metastable values are given by
dashed lines. (e) Histogram of the probability of finding o1, -,
and pgs in each eMS during the metastable regime, see Eq. (5) and
(6). (f) Time-averaged autocorrelation function C(z) of the projective
measurement related to M, in pg (see the main text). In panels (a)—(d)
and (f) the time is in log scale, with the two arrows indicating the
time scales 7’ and 7. The exact dynamics is plotted as solid curves,
and the effective dynamics as dash-dotted lines.

dynamics L, cf. Eq. (8). Both states evolve mostly into
a paramagnetic metastable phase (M) =~ 0, despite differing
considerably initially, Tr(psp_.) = 1/2". This demonstrates
the dominance of this metastable phase in the short-time
evolution.

In Fig. 6(f) we show how metastability is also observed in
the autocorrelation C(¢) of a measurement conducted on the
steady state pgs, see Eq. (9). We consider the observable O =
O, — 0,, where O is the sum of projections onto the M, =
+1/2N eigenspaces and O, = |[M, = —1/2) (M, = —1/2|,
so the average of this observable gives the difference of prob-
abilities of P(M; = £1/2N) and P(M = —1/2). Nonzero
values of the magnetization are used as N is odd. We
choose the correlations of O, which can be obtained from
correlations of M, by postselection, as they more clearly
demonstrate the metastability. The initial measurement of O
perturbs the stationary state from the metastable manifold.
The relaxation towards the MM features large oscillations
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in the autocorrelation C(¢), while relaxation at later times is
described by L.g and C(¢) is given by Eq. (10).

E. Intermittent dynamics of quantum trajectories

So far we have discussed the dynamics of the system
described by the density matrix p(¢), which is governed by the
master operator (1), and the related dynamics of observables
on the system, such as the spin magnetization (13). Instead,
one can consider an unravelling of a master equation into
quantum trajectories [28], which corresponds to a particular
experimental realization of system dynamics and a continuous
measurement. In this case, a quantum jump occurs when, say,
the system jump operator J; flips the kth spin from up to
down, cf. Eq. (12), which is accompanied by the emission of
a photon into the environment, which can be detected. In this
case, ameasurement record up to time ¢ consists of information
about which spins emitted photons and the emission times, see
Figs. 7(b) and 7(c).

Based on this record, a quantum trajectory—the con-
ditional pure system state at any time #’ < t—can be re-
constructed [28]. The density matrix p(¢) considered in
earlier sections is simply an average over the ensemble of
such pure conditional states at time ¢, i.e., over the system
state at time ¢ in all realizations of the experiment. We
now discuss how metastability is present not only in the
master equation dynamics but also in individual quantum
trajectories.

Photon emission records and quantum trajectories can
be generated by the quantum jump Monte Carlo method
(see, e.g., Ref. [7]). The probability of observing no photon
emission for time ¢’ for the system initially in |¢) is given
by Po(t') = (Y (t)|¥ (")), where [y (1')) = e #t |yr) with the
effective Hamiltonian Her = H — ’z ?’:l J j Jj, cf. (11) and
(12). The probability of observing a first photon emission
from a jth spin at time ¢ is further given by P;(t') =
(Y ()] JJT Ji |¥(t")), and the conditional pure system state is
[y () = J; |¥ () //P;(t'). Using these definitions one can
simulate the system evolution in terms of stochastic quantum
trajectories [7].

PHYSICAL REVIEW E 94, 052132 (2016)

The total number of photons emitted up to time ¢ for
dynamics with a unique steady state obeys the central limit
theorem [43,44]. Moreover, both the mean and the variance
of the total number of emissions asymptotically (¢ > 7) scale
linearly with time ¢ (for the case of the dissipative Ising model
see Ref. [19]). We argue that this also holds in the metastable
regime for each of the metastable phases. As the total emission
number A(?) is an observable integrated over the observation
time, for time ¢ well inside the metastability regime, the
leading terms in its mean and variance are given by the con-
tribution when the system state (averaged over trajectories) is
metastable. Since the instantaneous rate u of photon emissions
from the system in a state p is given by its magnetization,
n= Z?’:l Tr(J}Jj,o) = Nk[Tr(M,p) + %],the mean number
of photons emitted in time 7’ < ¢ <« T can be approximated
by (A(1)) ~ 1 Nk (pymy + pams + 3).

Consider the case of an initial state evolving into just one
of the metastable phases. In that case the mean activity, k(t) =
A(t)/t, of trajectories is given by the magnetization in the
corresponding eMS, (k(¢)) ~ Nk(m; + %)or Nk(m, + %).As
the correlations of dynamics inside a metastable phase can
decay at most at times of order 7/, in this case also the variance,
A?A(t), scales linearly in time for ¢ within the metastable
regime. This means that the variance of the activity, A%k(z),
is inversely proportional to 7. If the metastable regime is long
enough, the fluctuations of activity around its mean value,
Nik(my + %), are small and trajectories can be classified as
“active” (large k) or “inactive” (small k). Note that when an
initial state evolves at the beginning of the metastable regime
into a mixture of two eMSs, p 51 + p2p», the activity statistics
is determined mostly by the contribution from the metastable
regime, and thus emission records are a mixture of the active
and inactive records.

Now consider a coarse graining in time of the photon
emission records, where an emission record is divided into
time bins of size fy;,, and the emission record is replaced by
the activity of time bins. It is known that for intermittent
dynamics the time-bin activity distribution can be bimodal
[19]. From the arguments above it follows that for a ty,
well inside the metastable regime that is long enough, the

e o °
n

Q=0 () Q/r=50

1

k/Nk 0

Kt 10° 0 Kt 10%

FIG. 7. (a) A 2D histogram of the average magnetization m and activity k of time bins of length #,, = 61’, for parameters V /k = 250,
Q/k =50, and N = 7. The arrows indicate the expectation values for g; and j3,, respectively, with the decay e"»*? of R, taken into account.
The white dashed line indicates the relation (k)/N« = (M) + % [(b) and (c)] Sample trajectories for two different sets of parameters in
the metastable region, V /k = 250 with 2/« = 20, 50, for N = 7 and time in linear scale. The first and seconds rows show the space- and
time-resolved photon emissions and the corresponding magnetization of the state over time, respectively, for a sample QJMC trajectory. The
third row shows a sample classical trajectory, jumping between the two metastable phases. The insets on the third row show sketches of the
double-well potentials of free energy leading to analogous classical evolution between the metastable states of two wells.
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probability distribution of activity is indeed bimodal with
inactive dynamics corresponding to magnetization of the
ferromagnetic phase m; &~ —0.5 and the active dynamics
corresponding to the paramagnetic phase m; =~ 0, which
is visible in Fig. 7(a). This demonstrates that the peri-
ods of active and inactive dynamics (so-called dynami-
cal phases [11]) correspond to directly to two metastable
phases.

We now discuss the relation between intermittency and the
effective dynamics. For times after initial relaxation 7 >> t’
the system dynamics p(¢) can be obtained as an average over
classical trajectories generated by L., Eq. (7), between two
metastable phases. Those classical trajectories are ergodic,
i.e., a time-averaged state in a trajectory approaches the
steady state p5 for ¢ — oo, which requires the ratio of
time spent in each of the metastable phases to be given by
P/ Py = —cin /e, cf. Eq. (7). On the other hand, we
know that the emission record coarse grained in time consists
of active and inactive periods with small fluctuations. As
the activity of a long record approaches the emission rate
of the steady state, (k)i = pss = Nk(mgs + %), the proba-
bilities of the inactive and active dynamics are again given
(approximately) by pj{* and p5° [see Fig. 7(a)]. Finally, the
average length of active or inactive dynamics in coarse-grained
records cannot exceed the longest time scale t of the model.
This yields a direct relation between the classical trajec-
tories and the coarse-grained intermittent emission records,
see Figs. 7(b) and 7(c).

The classical dynamics generated by L. can be related
back to the double-well model discussed in Sec. II, with the
sketches of the relevant double-well potential shown in the
insets of Fig. 7(b) and 7(c). The smaller spectral gap —A;
for Fig. 7(c) leads to longer periods spent in two phases,
analogous to a higher barrier between the wells, and results in a
longer equilibration time. When the difference in probabilities
between the metastable phases in pg, |p® — p3’| = |7 +
c‘z‘“"| /Acy,is larger [Fig. 7(b)], the times spent in the two states
differ more, analogously to how the bigger differences in the
free energies of the two wells makes time spent in the well of
higher free energy shorter and hence less of the equilibrium
state is supported there.

The average over the ensemble of quantum trajectories
also gives the dynamics of the system state p(f). It is not
generally known if those trajectories are ergodic, i.e., whether
each time-averaged trajectory asymptotically gives the steady
state. If that was the case, as the supports of metastable phases
are approximately disjoint [25], then one could expect the
quantum trajectories to be ergodic also inside those supports
for v/ « t <« t, which would lead to the classical trajectories
being the coarse graining of quantum ones. By considering the
magnetization of a quantum trajectory, due to its relation to
the photon emission activity, one indeed recovers the effective
dynamics up to fluctuations within the 7’ time scale, see
Figs. 7(b) and 7(c).

IV. CONCLUSIONS

We have applied the general theory of metastability de-
veloped recently in Ref. [25] to the dynamics of an open
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many-body quantum system, namely the open quantum Ising
model with transverse field in the presence of site decay,
a model which could potentially be realized using Rydberg
atoms. For this system the origin and properties of the
metastable dynamics is particularly transparent: In a region
of parameter space where interactions and the transverse field
compete there is time separation in the dynamics such that
the two leading eigenmodes of the master operator split from
the rest. This means that the metastable manifold to which an
initial state decays at short times is a one-dimensional simplex
given by the convex combinations of two extreme metastable
states. These two states represent the two metastable phases
of the problem, an almost pure state of negative magnetization
in the z direction and one mixed state of almost vanishing
magnetization. We have also shown that the dynamics of this
model at long times can be understood in terms of an effective
classical dynamics between two phases inside the metastable
manifold, which converges to the unique stationary state
asymptotically.

We have also shown that the short-time behavior and the
existence of the long-lived metastable states are qualitatively
captured by a straightforward mean-field approximation to
the dynamics, very much in the spirit of what one does in
slowly relaxing classical systems. We have also discussed
how metastability is directly related to fluctuating dynamics
in individual realizations of the system evolution, specifically
in the form of intermittency of quantum jump trajectories.
The physical ingredients that give rise to metastability in the
model studied here are those that could also be responsible
for the system having a true stationary state phase transition
in the thermodynamic limit. But just like in the case of
analogous classical problems, the dynamics we uncovered
(separation of time scales, transient relaxation to long-lived
states, intermittency due to switching between metastable
phases) is not dependent on that transition being present,
as metastability would occur in systems where the transition
is avoided either through finite size or due to other kind of
fluctuations.

The concrete application of the ideas of Ref. [25] to a
many-body system should pave the way for further studies
of metastability in other systems with even richer emergent
collective dynamics, in particular systems where the man-
ifold of long-lived states is higher dimensional, potentially
allowing for quantum mechanical evolution between these
states.
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