IMPULSE RESPONSE ANALYSIS IN CONDITIONAL QUANTILE MODELS
WITH AN APPLICATION TO MONETARY POLICY

Dong Jin Lee®, Tae-Hwan Kim®* and Paul Mizen®

2Economics and Finance Department, Sangmyung University, Seoul, Korea
bSchool of Economics, Yonsei University, Korea
¢School of Economics, University of Nottingham, Nottingham, UK

February 2021

Abstract: This paper presents a new method to analyze the effect of shocks on time series using a quantile
impulse response function (QIRF). While conventional impulse response analysis is restricted to evaluation
using the conditional mean function, here, we propose an alternative impulse response analysis that traces
the effect of economic shocks on the conditional quantile function. By changing the quantile index over the
unit interval, it is possible to measure the effect of shocks on the entire conditional distribution of a variable
of interest in our framework. Therefore we can observe the complete distributional consequences of policy
interventions, especially at the upper and lower tails of the distribution as well as at the mean. Using
the new approach, it becomes possible to evaluate two distinct features (called “distributional effects”):
(i) a change in the dispersion of the conditional distribution of interest is changed after a shock, and (ii)
a change in the degree of skewness of the conditional distribution caused by a policy intervention. None
of these features can be observed in the conventional impulse response analysis exclusively based on the
conditional mean function. In addition to proposing the QIRF, our second contribution is to present a new
way to jointly estimate a system of multiple quantile functions. Our proposed system quantile estimator
is obtained by extending the result of Jun and Pinkse (2009) to the time series context. We illustrate the
QIRF on a VAR model in a manner similar to Romer and Romer (2004) in order to assess the impact of
a monetary policy shock on the US economy.

Keywords: Quantile vector autoregression; monetary policy shock; quantile impulse response function;
structural vector autoregression

JEL classifications: C32, C51

*Corresponding author: Tae-Hwan Kim, Yonsei University, School of Economics,134 Shinchon-dong, Seodaemun-
gu, Seoul 120-749, Korea; Tel.: +82-2-2123-5461; e-mail address: tae-hwan.kim@yonsei.ac.kr. Tae-Hwan
Kim is grateful for financial support from the Ministry of Education of the Republic of Korea and the
National Research Foundation of Korea (NRF-2017S1A5A2A01025435).



IMPULSE RESPONSE ANALYSIS IN CONDITIONAL QUANTILE MODELS
WITH AN APPLICATION TO MONETARY POLICY

February 2021

Abstract: This paper presents a new method to analyze the effect of shocks on time series using a quantile
impulse response function (QIRF). While conventional impulse response analysis is restricted to evaluation
using the conditional mean function, here, we propose an alternative impulse response analysis that traces
the effect of economic shocks on the conditional quantile function. By changing the quantile index over the
unit interval, it is possible to measure the effect of shocks on the entire conditional distribution of a variable
of interest in our framework. Therefore we can observe the complete distributional consequences of policy
interventions, especially at the upper and lower tails of the distribution as well as at the mean. Using
the new approach, it becomes possible to evaluate two distinct features (called “distributional effects”):
(i) a change in the dispersion of the conditional distribution of interest is changed after a shock, and (ii)
a change in the degree of skewness of the conditional distribution caused by a policy intervention. None
of these features can be observed in the conventional impulse response analysis exclusively based on the
conditional mean function. In addition to proposing the QIRF, our second contribution is to present a new
way to jointly estimate a system of multiple quantile functions. Our proposed system quantile estimator
is obtained by extending the result of Jun and Pinkse (2009) to the time series context. We illustrate the
QIRF on a VAR model in a manner similar to Romer and Romer (2004) in order to assess the impact of
a monetary policy shock on the US economy.

Keywords: Quantile vector autoregression; monetary policy shock; quantile impulse response function;
structural vector autoregression

JEL classifications: C32, C51



1 Introduction

The quantile regression method, originally pioneered by Koenker and Bassett (1978), has become a useful
part of the modern econometric toolbox because of its flexibility in permitting researchers to investigate the
relationship between economic variables over the entire conditional distribution of interest and particularly
at the tails. Recent years have witnessed the surge in applications of the method to time-series models,
either theoretically or empirically. Some representative papers include Koenker and Xiao (2006), Galvao
(2009), Xiao (2009), Galvao et al. (2009), Greenwood-Nimmo et al. (2013), Cho et al. (2015), and White
et al. (2015), which provide new insights that conventional mean-centered regression models would not
have revealed, such as, for example, a measure of the degree of tail interdependence in terms of value at
risk (VaR).

A number of recent papers have explored the use of quantile regressions for counterfactual analysis. For
example, White et al. (2015) trace the effects of shocks in impulse response functions in quantile regression
models, as opposed to the conventional mean-centered regressions. They derive a pseudo quantile impulse
response function tracing the effect of a shock on the conditional quantile function, but in a fairly restrictive
setting. The pseudo quantile impulse response function is set up under conditions where (i) White et al.
(2015) do not allow any dynamics in the first moment of variables in their quantile models; and (ii) they
consider only a special case in which a shock is given to the observable variables rather than to the structural
error. This paper presents a new and proper impulse response analysis in quantile models by solving the two
problems present in White et al. (2015). We allow dynamics in the first moment of structural variables by
employing the structural vector-autoregression (SVAR) model, and introduce a shock to structural errors
rather than to the observable structural variables.

Chavleishvili and Manganelli (2016) propose another way of deriving quantile impulse response func-
tions independently. Their setting is different from ours in that they consider only a bivariate system of
two variables and one of the two is assumed to evolve exogenously to the system. Such a setting may be
suitable for financial markets where the market portfolio can be assumed to be exogenous to individual
stock returns. The method used to define a structural shock is also different. They set the structural error
for the exogenous variable to zero in such way that the exogenous variable is equal to a specific quantile.
Hence, the shock is given de facto to the observable exogenous variable, similarly to White et al. (2015).
On the contrary, we will consider a general multivariate system where all the variables are endogenous
and a shock is given to the relevant structural error. Recently, other researchers such as Montes-Rojas
(2019) and Han et al. (2019) independently propose different ways of constructing and estimating quan-
tile impulse response functions. Unlike our proposed method, these two recent studies employ the local
projection (LP) method by Jorda (2005). These have some advantages due to being more robust to model
misspecification than VARs, although LP accuracy has been questioned by Kilian and Kim (2011) on the
basis of their effective coverage rate and the average length of the impulse response confidence bands.! We
view our paper as a parallel development with these recent papers with the common objective to explore
the distributional implications of shocks.

We permit an intervention in the structural errors to affect the entire conditional distribution, and the
effect of an identified structural shock on the conditional quantile function is called the “quantile impulse
response function” (QIRF). This offers a method to observe the effect of shocks given to the structural
error on the entire conditional distribution of the observable structural variables, and not just the mean. It
also has two other advantages over conventional mean-based impulse responses. First, QIRF can measure
how the dispersion of a variable of interest is changing after a structural shock to the system; i.e., whether
the dispersion of the conditional distribution of the key variable after the shock will be larger or smaller,

'We note that the impulse response functions produced by these two approaches are not necessarily differ-
ent in population. See Plagborg-Moller and Wolf (2020) “Local Projections and VARs estimate the same IRFs”,
https://www.christiankwolf.com /research.



compared to what could have happened to the counterfactual conditional distribution of the same variable
if the shock had not occurred. In our framework, such a change in dispersion can be measured by comparing
QIRFs evaluated at different quantile indices. Second, QIRF can capture any changes in the degree of
skewness in the response variable under different circumstances, so that behavior of economic agents under
high risk does not need to be identical (symmetric) to behavior toward low risk. In a usual situation,
whether a distribution is symmetric or not can be measured by the difference between the mean and the
median. Similarly, any change in skewness in the conditional distribution in our framework can be measured
by the difference between conventional mean-based impulse responses and quantile impulse responses at
the median. These two effects in both dispersion and skewness, which will be termed “distributional
effects” cannot be measured in the conventional mean-based impulse response analysis, but they are easily
identified in our framework. Therefore, our method provides researchers and policy makers with a broader
perspective on the dynamics of macroeconomic and finance variables following a shock.? For example, the
new methods are useful to central banks in setting policies under conditions that their key variables are
likely to be in the tails of their conditional distributions, rather than at the mean, that is, during deep
recessions, ultra low inflation and interest rates. In this sense, the proposed QIRF can allow researchers to
investigate the effects of a monetary shock to some key macroeconomic variables at the tails as required
without making the assumption (which may not be valid) that the effects are the same as those reported
at the conditional mean or symmetric around the mean.

In addition to the main contribution of proposing the QIRF, another contribution of this study to
the literature is to present a new way to jointly estimate a system of multiple quantile functions. Jun
and Pinkse (2009) developed a system estimation method for multiple conditional quantile functions, but
their method is not directly applicable to serially dependent variables such as ours. Hence, we extend the
system quantile estimator of Jun and Pinkse (2009) to the time series context. Specifically, we first suggest
a set of consistent estimators for all parameters in the system, based on some weighted quantile moment
conditions. Then, an efficient GMM type estimator is proposed where the moment weight follows the idea
of Jun and Pinkse (2009). The estimator is specialized to Koenker and Vuoung’s (2009) efficient estimator
in univariate cases and is equivalent to Jun and Pinkse (2009) if the variables are IID (independent
and identically distributed). Considering both the possibility of multiple local optima and the curse of
the dimensionality problem, we suggest using the Laplace type quantile estimation (LTE) technique of
Chernozhukov and Hong (2003). We provide conditions for the consistency of our estimator, and derive
its asymptotic distribution.

We apply the proposed method to assess the impact of monetary policy shocks on the US economy
using a standard three variable VAR, in employment growth, inflation, and the Romer and Romer (2004)
measure of monetary policy shocks. Other authors, such as Mumtaz and Surico (2015) have done something
similar, taking an instrumental variable quantile regression model to evaluate whether transmission of policy
(fiscal or monetary) is asymmetric depending on whether the economy is expanding or contracting. Their
estimates allow them to assess the extent of forward- or backward-lookingness and the effectiveness of
policy during expansions versus contractions. They conclude that a constant-parameter model such as a
standard VAR or DSGE model over (under) estimates the response in a model during low (high) activity.
Using our QIRF approach, we support this view. Our paper demonstrates the effects of contractionary
and expansionary monetary policy shocks on the whole conditional distributions for employment growth
and inflation using the responses of the distribution in each of the tails and measures the change in
the dispersion of the distribution after contractionary and expansionary monetary policy shocks. The
responses are asymmetric and these additional pieces of information provide the policy maker with a fuller

Tt is possible that a positive shock reduces either the conditional variance or the conditional inter-quantile ranges of
the whole conditional distribution of the variable of interest, while a negative shock can have the opposite effect. Similar
attempts to capture the asymmetric impulse responses have been introduced using Markov-switching or threshold models to
the conventional VAR (Ehrmann et al., 2003; Granger and Yoon, 2002; Hatemi, 2014).



understanding of the effects of policy on the conditional distribution of variables of interest.

Recently Adrian et al. (2019) use multiple quantile models to analyze the asymmetric patterns in
the conditional distributions of US growth and inflation rates. They assume an asymmetric t-distribution
for the growth and inflation variables, and use the fitted values from multiple quantile regressions to
estimate the parameters of the conditional distributions. A similar method can be applied to our quantile
impulse response functions in such a way that multiple quantile impulse responses can be used to estimate
the changes in the shape of generalized parametric conditional distribution functions such as skewed t-
distribution (Fernandez and Steel, 1998), generalized t-distribution (Theodossiou, 1998), and asymmetric
power distribution (Fernandez et al., 1995; Komunjer, 2007) after an economic shock. Our VAR model
for QIRF can be also generalized to nonlinear quantile models such as CAViaR of Engle and Manganelli
(2004) and MQCAViaR of White et al. (2014, 2015) if we add lags of the quantile functions as exogenous
variables.

The rest of this paper is organized as follows. Section 2 introduces a linear conditional quantile model
in the SVAR framework and Section 3 proposes the quantile impulse response function. Section 4 provides
estimation methods. Section 5 shows an application of the quantile impulse response to US monetary
policy. Section 6 provides some concluding remarks.

2 The SVAR Model with Heteroscedastic Quantiles

Let us consider a sequence of random variables denoted by {z:} = {(y},«}) : t = 1,2,...,T} where y; is a
n x 1 vector given by y: = (Y1, - - -,Ynt)’ and x4 is a countably dimensioned m x 1 vector. We will assume
that z; has been demeaned. Note that y; is the set of variables of primary interest and x; is of secondary
interest used to explain ;. We consider a structural vector-autoregressive (SVAR) model for y; as follows:

A(L)yt = €t
A(L)=Ao+ A L+...+AL* (1)
where €; = (€14, . . ., €nt)’ is the vector of mean zero disturbances with a diagonal variance-covariance matrix

and the diagonal elements of the contemporaneous coefficient matrix Ay are normalized to one. It is as-
sumed that a sufficient set of identification restrictions is imposed on the coefficient matrices Ao, A1, ..., Ap.
In our simulation example in Section 3 and in the empirical example in Section 4, we employ the usual
Cholesky identification scheme; i.e., Ag is a lower triangular matrix following White et al. (2015). The
same identification method was used in Montes-Rojas (2019) and Han et al. (2019), who also investigate
quantile impulse response functions based on the local projection method by Jorda (2005). Although we
use the Cholesky identification procedure in our application, it is possible to employ other types of iden-
tification in our framework such as the long-run and sign restrictions, which are also well-known in the
literature. We do not attempt to propose a new identification scheme in this paper; our aim is rather to
trace the trajectory of the conditional quantile functions once a structural shock is given. In addition to a
given set of identification restrictions, we impose the following assumptions on the SVAR model in (1).

Assumption 1. (i) All values of w satisfying |Ag + Ajw + ...+ ApwP| = 0 lie outside the unit circle.

(ii) A(L) satisfies the order condition for identifying the structural equation.

iii) {e:} is p—mixing of size —r/(r — 2) with » > 2, and sup, £ )| < o for some & > 0 and for each
t i,t

1=1,...,n.

Assumptions 1(i) through 1(ii) are standard in the SVAR framework. Turning to Assumption 1(iii), we
note that ¢—mixing is stronger than a—mixing. Nevertheless, we impose such a strong condition because
it is required to obtain an efficient weight function for the Laplace type quantile estimator, which will be



explained in detail in Section 4. If we wish to obtain only a consistent quantile estimator (not necessarily
efficient), then the ¢—mixing condition can be relaxed to the a—mixing condition. We also note that the
mixing condition on ¢ does not necessarily imply that 13 is a mixing sequence as discussed in Andrews
(1983). Instead, Assumption 1(iii) together with (i) indicates that {y;} is near-epoch-dependent (NED)
which is sufficient to obtain the desired asymptotic properties of the efficient quantile estimator as discussed
in Section 4.

If the distribution of €; does not depend on the lags of y;, the SVAR model in (1) is the same as the
conventionally-used SVAR, where an intervention to one of the structural shocks will affect the future
dynamics of 3; only through its conditional mean, which will produce the conventional impulse response
function. In such a case, the effect of the intervention on other parts (i.e., quantiles) of the conditional
distribution can be straightforwardly inferred from the mean effect because all the impulse response func-
tions at different quantiles will be parallel to the conventional mean impulse response function. However,
Assumption 1 does not eliminate the possibility that the structural error term €; can depend on lagged
yt- Such a possibility implies that an economic shock can affect not only the conditional mean, but also
the whole distribution of y; in a non-trivial manner. Since the effect on the conditional mean function is
obviously captured by the conventional impulse response function, the objective of this paper is to develop
a new method that can capture the effect on the conditional quantile function of y;.

The relationship between the two effects mentioned above can be easily seen by decomposing y; ; into
two parts, the conditional mean and its deviation from the conditional mean, as follows:

Yir = E(yit| Fi—s) + Uj t|t—s9 (2)

where w; 41— = Yi,t—E(yi 1| Fi—s) and Fy s is the o-algebra generated by {z;_,2;_, ;...}. Simply speaking,
Fi_s is the collection of information available at time ¢t — s. As stated before, the conditional mean part in
(2) is dealt with by the conventional impulse response function and the remaining part (u;,—,) has been
left largely unexplained in the literature.

Given that our main methodology is based on quantile models, we first define Fi7t|t_5(y) = Plyir <
y|Fi—s] which is the cumulative distribution function of y; ; conditional on F;_, with the corresponding con-
ditional density function f;,;_s(y). Given a quantile index a € (0,1), the at —quantile of the distribution

of y; + conditional on the information set F;_,, denoted f‘;‘ s, is defined as

q?,of‘Z:S = vlerg {U : E,t|t—8(v) > OZ},

and if Fj ;;_ is strictly increasing,

-1
Gips = Fi,t|t—s(a)'
In other words, the conditional quantile qza;" s is such that the conditional probability that y;; is smaller

Quk 3

i,t,8

Whenever it is convenient, the ot —quantile of the distribution of v;,+ conditional on the information set
Fi—s is also denoted by Q®(y;,+|Fi—s) because of its analogy with the corresponding conditional expectation
E(yit| Fi—s). If we restrict our attention to a linear quantile model such that ¢3'f ; = z{_f; o, the quantile

i,t,s T
model can be rewritten in a more familiar formulation as:

than ¢ is a.

Yit = Zg—sﬁi,a + Eia,m (3)

where ¢!, satisfies the quantile restriction P[sfft < 0| Fi—s] = a.

*Rather than focusing on a specific quantile index a € (0,1), we can consider a set of multiple quantile indexes cy with
k = 1,2,...,m in which these m quantile indexes are ordered such that 0 < a1 < ..., < am < 1. Our theory is sufficiently
general enough to accommodate such multiple quantile indexes jointly. However, we present the theory in the text using only
a specific quantile index « for clarity.



The source of heteroscedastic quantile effect (i.e., 8;, varying with «) can come from either het-
eroscedastic errors or non-separable errors. For example, if we start with y;; = z{_0; + Efft where ; is
constant and 7', = (2;_,7Y)7n, where 7, is independent and identically distributed, then it can be shown that
Bia = Bi+2_s7qy s Where g, o is the o —quantile of 1, conditional on F;_. The following assumption
imposes that the conditional quantile function ¢its has a form of autoregression.

Assumption 2. (i) Fj¢—s(y),s = 1,2,...,h, i = 1,...,n is continuous and positive with the density
function f; ;;_s(y) which is finite and continuous for all y € R.
(ii) For a given finite integer p, there exist real nx 1 vectors v

is; and mx 1 vectors ¢f; for s = 1,2, ..., h,i =
1,2,...,nand t =1,2,...,T such that we have the following

(e}
©,S

p—1
G = D Vo Ye-smi + BT (4)
j=0
(iii) If z; is weakly exogenous, it is ¢—mixing with the same size and moment condition as €. Otherwise
x; is such that gthfri, m = 1,2, exists and is NED on ¢ with E[||§7ft?i [?] < co and NED numbers
1,8,] 1,8,7

1(s) = O(s™").

We note that the number of lagged terms in (4) is set to be the same as the number of lagged terms
in (1) to simplify the notation. Our theory is general enough to accommodate different numbers of lagged
terms in both specifications if desired. Defining ¢f's := (1} 5, 457 55 - @n%,5)', We note that the expression
in (4) can be expressed as a vector form:

drs =T (L)yr—s + U w4, (5)

where

IO*(L) =TS+ T8 L+ ... +T L2

okl

" Vs,
s E
le234
L Vs,
okl
1,s
P — .
o :
(s34
L 7n,s

Note that Assumption 2 requires the quantile function to be linear for each prediction horizon s =
1,2, ..., h. The reason why we need to impose this condition is that, unlike the conditional mean equation
in which the conditional expectation of y; ¢+ given F; (i.e., E(y; ++s|F)) can be obtained from E(y; 141|F%)
in a recursive manner, Q(y;4+s|F¢) cannot be obtained from Q%(y;++1|Ft) recursively.? Thus, different
models are required for each prediction horizon s. This assumption may be considered rather restrictive
and we discuss how such an assumption can be relaxed in the next section to deal with this criticism. Our
assumption for x; is weak enough to cover a broad set of variables which includes the lags of ¢f*;. In that
case, (5) is a generalization of CAViaR of Engle and Manganelli (2004) and MQCAViaR of White et al.
(2014, 2015), which are known to cover nonlinear structures including the ARCH effect.

*Such a recursion for the expectation function is possible thanks to the linearity of the expectation operator, which does
not hold for the quantile operator.



Consider, for example, the SVAR process in (1) with heteroscedastic errors where ¢, is given by

€& = Ft€:7 (6)
It = @?:17i,t7
Vit =Y TV Y1+ 2 4+ Ve
where € ~ I1D(0,1,,), ® denotes the matrix direct sum, ¢ is a positive real number, 'yé- is an n x 1 real
vector for j = 1,2, ..., p,and I,, denotes the n x n identity matrix. To show that the example process in (6)
satisfies Assumption 2, we let p = 1 for the sake of simplicity. Then, one can easily show that

yt — Btﬂsyt*S + u;s’ (7)
where
s—1
Bis = [[(—Ag" A1+ AG'Eiim) for s = 1,2, h,
i=0
5 = @?:16;157

s—1
* § =, .
Ups = Btﬂ:‘—‘t—lfy()?
=0

ﬁt,O = Ina
Yo = (’76’ s ’78)/’
o= (1)

Note that Q*(y;¢|Fi—s) is the solution to the following equation:
Plyir < Q% (yit| Fi—s)| Fi—s] = . 8)

If Bl (uf s ;)] = 0 where ¢ (uf ;) = o= 1px <o) and uy  ; is the it" element of uf , there exists v, such
that
Q% (Wil Fi1) = Yayi-1,

which implies that Assumption 2 is satisfied for the SVAR process with heteroscedastic errors in (6) for
s = 1. Alternatively, one can show that Assumption 2 is also satisfied if 4 = 7% and €} is normally
distributed for s = 1. We note that we need some additional conditions for the existence of v, for s > 1.

The quantile function Q*(y; ¢|F:—s) can have some alternative representation which can be derived using
U;gjt—s in (2). If we denote the conditional quantile of u; s, by either i, o or Q%(u; 44— s|Ft—s), there is
one-to-one correspondence between Q(y; | F;—s) and Q% (u;41—s|Fi—s), which is given by Q(yi|F—s) =
E(yi | Fis) + Q%(uitjt—s|Fi—s) so that the equation in (5) can be replaced by

Guts = Das(D)ye—s + 052 g, (9)
where ¢ o = (G076 Wat.s0 - Tumts)s Tas(L) =T¢"(L) — As(L) and As(L) is such that E(y:|Fi—s) =
As(L)Yi—s.

3 Quantile Impulse Response

One of the main strengths of using a VAR is that it allows us to examine the dynamic response of a variable
to an identified economic shock using impulse response functions, which are conventionally calculated using



a moving average transformation of (1) as:

Yt = C(L)Etv
C(L) = Co+C1L +Col? + ... (10)

If ¢ is independent and identically distributed, then the response of y;;4s to a shock in €;; is simply
aya’%;:s = CY where C¥ is the (i,7) element of Cy. It is well known that the function %’fjs = C¥ measures
the effect of a shock on the conditional mean function of y; ++s so that it will be referred to as the canonical
mean impulse response function (MIRF). However, the dependency of the distribution of ¢;4; (i = 1,...,s)
on y; imposed by Assumption 2 implies that a shock can change not only the conditional mean, but also
the whole conditional distribution of ¥, in a non-trivial manner.

In the example in (6) where the structural shock €; is unexpected but the 81ze of ¢ is related to the

past (I';) , the change in €45 with respect to a unit change in ¢ is given by ”5 e;f - Then the impulse

response function is obtained as

Oliys o

. Ol¢4 51 o ol
de, s
t

t+ 1+ +C*1—€t+1+0
Dt 1B s

which is due to the fact that I'y4, ..., 'ty are functions of ¢, as specified in (6). We note that dyt“ depends

ayt-‘rs
O€;

+Ci—————

on unknown future error terms €, ;, j =1,...,s. In other words, the entire future dlstrlbutlon of ¥4 is
affected by a shock to ;. We capture such a response of the entire distribution using the changes in its
conditional quantiles.

To capture the non-trivial changes in conditional quantiles, we propose two concepts of quantile impulse
response functions denoted by QI REFY(s) and QIRFs(s), respectively. Analogous to the MIRF, the first
one QIRF{(s) is defined as

QIRF{(s) = itss
1 662 )
where s is the response horizon; s = 1,2, ..., h.
Using the quantile specification in (5), one can easily show that

)
QIRF{(s) =T%Co+ W& aff. (11)
t

Although QIRFY(s) is intuitively appealing due to its analogy to the MIRF, implementing QI RF{'(s)
can be computationally demanding. Its computation is similar to the local projection method in that,
due to the nonexistence of the Wald representation in the quantile series, one needs a different quantile
equation for each response horizon s = 1, ..., h as defined in Assumption 2. Thus its implementation can
be computationally intensive for large values of n since quantile estimation must be carried out at each
horizon s = 1, ..., h and each variable i = 1,...,n. Moreover, QI RF}*(s) requires a strong condition such
as Assumption 2(i) to hold for each response horizon s = 1, ..., h, which is often too restrictive. The second
concept of QIRF denoted by QIRFs(s) is designed to weaken such strong assumption and restrictions,
which is defined as follows:

D
QIRFS(s) = E[%ﬂ (12)

_ ZF |:8yt+s j— 1‘]_}} LU E [3ﬁﬂt+s1 |ft:|,

!
€t e

where E [M\}}} is by definition the MIRF.



As is evident in (12), QIRF3'(s) is based on the quantile at ¢ + s conditional on the information set at
t + s — 1. Intuitively speaking, at each s, QIRF(s) captures the change in distribution occurring at t + s
whereas QI RF{'(s) tracks the aggregate change in distribution between ¢ 4 1 and ¢ + s for each s. For this
reason, QI RFs'(s) does not require strong conditions such as Assumption 2(i) required for QI RFY(s), and
does not need to be carried out for each response horizon s =1, ..., h; that is, a single estimation of ¢;'} is
sufficient. The concept of QIRF3'(s) is analogous to that of the generalized impulse response function of
Pesaran and Shin (1998) in that both methods compute the expectation of the change of a variable after
a shock.

The concept of QIRF can be understood from a slightly different perspective as follows. Suppose that
there is a shock or an intervention denoted by ¢ to €;; only at time ¢ so that €; := € + . In this
setting, the size of  can be viewed as the magnitude of the one-time shock. If we denote the quan-
tile of y; ++s conditional on {e;, €—1,...} or equivalently on {y:,y¢—1,...}, then QIRF{(s) is equivalent to
Q%(Yit+sl€tr€t—1,-..) — Q*(Yitts|€t, €4—1,...) where & is the same as ¢ except €, is replaced by € ;. Let
{Yt+s, Ytts—1, --Ut+s, Yt+s—1, ...y be the path of y4 after the shock. Then, it can be shown that QIRFS(s)
is equivalent to Q(Yi,t+s|Pits—1, Utts—25 ) — Q¥ (Yitts|Ytts—15 Yers—25---)-

As noted in the previous section, the concept of QIRF is able to capture the so-called asymmetric
response of a variable to economic shocks. For example, consider the quantile impulse response of y; ¢
(s =1,2,...,h) when an impulse is given to €j;. A positive monetary policy shock can make y; ;1 smaller
in dispersive order in the sense of Shaked and Shanthikumar (2006), while a negative shock can make it
larger. That is, a positive shock shrinks the distribution of y; ;4 given F; or Fi4s—1, while a negative
shock can increase the dispersion of the whole conditional distribution possibly in an asymmetric manner.
Hence, the QIRF is not necessarily symmetric whereas the conventional MIRF is symmetric even in this
example.

For the sake of illustration, we display an example graphically in Figure 1. In each sub-figure, the
boundaries of different shades represent 0.2, 0.4, 0.6, and 0.8 quantiles from left to right, respectively.
The distributions show an initial state (on the left panel) and a state (on the right panel) after a positive
shock or a negative shock. The arrows in Figure 1 indicate the direction of the location shift in each
case. This illustrates that a positive shock shifts the mean to the left and reduces the dispersion of
the distribution, while a negative shock shifts the mean to the right and increases the dispersion of the
distribution. Therefore in this example the quantile range between 0.2 and 0.8"* quantiles changes from
1.7 to 0.8 for a positive shock while the same quantile range increases to 2.6 for a negative shock.

To examine a possible asymmetric pattern in QIRF, we conduct Monte Carlo simulations using a
bivariate VAR(1) model with heteroscedastic errors as in (1) and (6) with v = (Y14 v2+) and e =
(€1, ez,t)’ . The structural identification condition is such that Ag is a lower triangular matrix specified
as Ag = <_(1) 5 (1)) The coefficient matrix A; for the bivariate VAR(1) is set to A; = <8;1 8;), and
the heteroscedastic parameters are set as follows: 7§ = v& = 0, vi= (0.3, —0.2), 3= (0.2, 0.3)". The error
terms €], and €5, are IID following the standard normal distribution. Once y;’s are generated through
these specifications, we compute QI RFs'(s) for five quantile indexes (aw = 0.1, 0.3, 0.5, 0.7, and 0.9). The
results are shown in Figure 2. In each figure, there are five lines for those selected quantile indexes and each
line traces how the corresponding quantile response changes after a shock. Just for easing the comparison
of the five lines, the initial starting points of the five lines are separated based on the corresponding
quantiles of the conditional distribution of 3. For example, QI RES=1(s) starts at the 0.1* quantile of
the conditional distribution of ;. It is also noted that each quantile line converges to its starting level
when the effect of the shocks disappears. If the distance between the five lines becomes wider after a shock,
it implies that the shock increases the dispersion of the conditional distribution, and vice versa. As shown
in Figure 2, the dispersion of the conditional distribution of y;; decreases after a positive shock in eg,



while a negative shock in ez increases the dispersion of the conditional distribution. The dispersion of the
conditional distribution of y; tends to move in the opposite direction.’

4 Estimation

To compute the quantile impulse response functions discussed in the previous section, we need to estimate
both the mean parameters in (1) and the quantile parameters in (4). Since the conditional mean coefficient
matrix A(L) can be estimated using any existing consistent estimation method under Assumption 1, this
section focuses on quantile estimation. For a particular quantile index « and a specific horizon s, the set
of coefficients to be estimated is 05" := (077, ..., 0,%)" where 075 = (75 7% 15 00s) and {5 5,

i's are given in (4).5 We estimate §* using a correctly specified model. Let © be the relevant compact
parameter space and we assume that there exists a sequence of n x 1 vector functions {qus(Q) 10 € O}

such that for each s and ¢, the function gi';(#) for 6 € © is specified as follows:

p—1

67s(0) =D T8 yesj + Vomios, (13)
§=0

where 6 is defined analogously with 65 but using I'¢; and ¥g' which have the same dimensions as I'¢’; and
U2 in (5), respectively.

Next, we provide the correct specification condition; that is, the model in (13) is correctly specified
which means that the true parameter vector 85" belongs to the parameter space ©.

Assumption 3. The true parameter vector #5* belongs to the interior of a compact parameter space ©
such that for each s and ¢, we have the following:

qrs = a5 (057). (14)

As evident in (13), the simultaneous system of n quantile functions has to be jointly estimated in order
to produce an estimator for #*. Jun and Pinkse (2009) develop a system estimation method for multiple
conditional quantile functions, but their method is not directly applicable to serially dependent variables
such as ours. Therefore, we extend the method of Jun and Pinkse (2009) to the time series context in
this section. Specifically, we first suggest a GMM estimator for all parameters (05*) in the system, based

on general weight functions. Then, an efficient GMM estimator (denoted by 8" ) is achieved by selecting
a particular weight function following the idea of Jun and Pinkse (2009). The estimator is specialized
to the Koenker and Vuoung’s (2009) efficient estimator in univariate cases and is equivalent to Jun and
Pinkse (2009) if variables are IID. Considering both the possibility of multiple local optima and the curse
of the dimensionality problem, we suggest using the Laplace type quantile estimation (LTE) technique of

Chernozhukov and Hong (2003) when computing 0

% As noted before, positive and negative monetary policy shocks may have asymmetric effects in our framework. Moreover,
the effect may depend asymmetrically on the size of the shock as opposed to the MIRF where the effect is proportional to the
size of the shock. It is possible to capture these asymmetric effects by employing some nonlinear time-series models such as
smooth transition VAR or regime-switching VAR models. However, such nonlinear models cannot describe the distributional
effects (i,e., changes in dispersion and skewness) that our quantile approach can easily identify.

SComputing QIRFS'(s) requires n equations to be estimated while QTRF{*(s) needs nh equations. The latter can be
computationally intensive.
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~F
Although we explain how to derive §  only intuitively above, the complete and detailed derivations
along with all additional assumptions are provided in the Mathematical Appendix A. The following theorem

~F
provides the asymptotic distribution of 8 together with its asymptotic variance-covariance matrix.

Theorem 1. Under Assumptions 1-3 and additional conditions explained in Appendix A, the asymptotic
distribution of 8" is given by

VI(©" - 67) = N(0,Q7 ),
where QF = E[Voqf‘*'Ftﬂ_lFtVqu*] and the other terms Vggf**, Fi, and T; are defined in Appendix A.

When one wishes to do inference on #°*, it is necessary to obtain a consistent estimator for Q¥ in Theorem
1. We discuss how such an estimator can be constructed in Appendix A.

5 Empirical Application

In this section, we apply the proposed method to demonstrate how we can explore the effects of a monetary
policy shock in greater detail using the QIRF'. Although studying such an effect can provide significant
insights into the effects of monetary policy, most empirical work, inside and outside of central banks,
has focused on the average effect with the assumption that contractionary and expansionary monetary
policy shocks have the same magnitude with the opposite sign in standard VAR and DSGE models with
constant parameters. The exception is the work of Mumtaz and Surico (2015) who use an instrumental
variable quantile regression model to show that a constant-parameter model over (under) estimates the
response to policy actions in a standard VAR or DSGE model during periods of low (high) activity. They
illustrate the potential of using quantile regressions in time-series models using Treasury Bill rates and
a measure of monetary policy shocks proposed by Romer and Romer (2004) and offer support for time-
varying coefficient VAR and DSGE models to account for the differences in real effects of policy during
expansions and contractions. They also demonstrate that the quantile regression method produces out-of-
sample forecasts that are at least as good as those from other nonlinear methods such as Markov-Switching
VARs or threshold models.

The main purpose of our analysis is to demonstrate how the generalization of a traditional mean-based
analysis to include QIRF's can usefully trace the effects over the whole distribution using our proposed
method - illustrating the two distributional effects of a monetary policy shock on the entire distributions of
output and inflation; that is, we will attempt to identify (i) whether there is any change in the dispersion
of the distributions after contractionary or expansionary monetary policy shocks, and (ii) whether there is
any change in skewness in the relevant distributions after a shock.” Our work supports the conclusions of
Mumtaz and Surico (2015) and applies it to a VAR framework, while their application referred to results
from a single equation (the consumption-interest rate Euler equation). We also use Romer and Romer
(2004) monetary policy shocks.

To keep the demonstration simple, the baseline VAR model is

AL)y: = e, (15)
A(L) = Ag+AL+...+ALP (16)
where y; = (x4, py, Rt)/ taking x; as total non-farm employment, p; as the consumer price index inflation

rate, and R; as a narrative based monetary policy shock derived by Romer and Romer (2004). The identify-
ing assumption for the VAR model is that Ag is lower triangular, which implies that policy shocks respond

"As a related issue, central banks have acknowledged the limitation of generating mean-based forecasting, and there has
been an increasing attention toward density-based forecasting which can be produced by multiple regression quantiles.
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to aggregate employment growth and inflation, but have no contemporaneous impact on them. That is,
any contemporaneous correlations between VAR disturbance to the policy variable and the indicator of
aggregate production is assumed to reflect causation from other variables to the policy variable, and not
the other way around.

The data used in estimation are quarterly observations and the sample period is from 1969 Q1 through
2008 Q4. The start date is set from the point that quarterly data are available, while the end date
is determined by the period when the Federal Reserve made paused using fed funds rates for monetary
policy purposes.® We estimate the VAR model and provide quantile impulse response functions, QI RE
to illustrate our new methods in response to monetary policy shocks.

Although our model is simple in its structure, it is well known that a VAR model such as (15) may
still display a “price puzzle” - a rise in the aggregate price level in response to a contractionary monetary
policy shock that contradicts mainstream theory.” Various approaches are suggested to deal with the price
puzzle, mainly focusing on isolating monetary policy shocks from the policy response to forecasts. These
approaches include using a new measure of monetary policy (Romer and Romer (2004), Keating et al.
(2014)), adding forecasts or a proxy of forecasts (Bernanke et al. (2005), Bhuiyan (2014)). This paper uses
the narrative measure of monetary policy shocks from Romer and Romer (2004), that is relatively free of
endogenous and anticipatory movements.

Our VAR model includes total non-farm employment growth, consumer price inflation, and the mon-
etary shock measure based on Romer and Romer (2004), which is illustrated in Figure 3. The shocks
implied by the narrative policy measure co-move very closely with changes in the actual federal funds rate
- for example both show negative shocks in periods of recession - but there are inevitably discrepancies
in some periods such as 1975, 1977-1978 and 1981-1982, which may indicate that the Federal Reserve
raised (decreased) the interest rate by a lesser (greater) amount than expected, given its forecast of rapid
expansion (recession). We use this model as a demonstration tool to show the usefulness of the quantile
impulse response functions, QIRFs".

Let us suppose, for the purpose of illustration, that the central bank would like to know the effect of a
contractionary monetary policy on employment growth and inflation. When we estimate the model we can
see in Figure 4 that it has similar responses to the original Romer and Romer (2004) model, based on the
plots of the mean impulse response functions (MIRFs) for employment growth (left panel), and inflation
(right panel). The effect of a monetary contraction (interest rates rise by 100 basis points) initially leads
to a slight increase in employment growth, but after a few quarters results in a negative response of
employment growth as expected, with the maximum effect occurring at about 3-4 quarters after the shock.
The effect of the shock on inflation is negative, and this effect takes longer to reach a maximum effect
between 4-7 quarters, as expected. This is the information that a regular (MIRF') impulse response from
a simple VAR model of Romer and Romer (2004) type would generate, and based this information, the
central bank would infer the effect of tightening policy on employment growth and inflation.

We now compare these results with the quantile impulse response functions, QI RFs*. To do this, we
will demonstrate the additional information that is available by reporting the deviations of the quantile
estimates around the mean, that is, Q/RF5' — MIRF. Because they are deviations we do not expect the
profiles to look similar in sign or shape to the MIRF; the deviations show whether the response at the

8Between January 2009 and November 2015 the Federal Reserve did not make use of the fed funds rate for monetary policy
purposes. Romer and Romer monetary policy shocks are only available up to the end of 2014.

%A traditional interpretation of the puzzle is that the federal reserve board has better inflation forecasts so that changes
in the interest rate partly reflect policy response to inflation pressures. In recent decades, there have been many attempts to
tackle the problem by eliminating the expected changes in the policy variable. A conventional way is to add a commodity price
as a measure of information variable; see Sims (1992), Christiano et al. (1996). In other efforts, Giordani (2004) propose to
use the output gap instead of output growth while Bernanke and Mihov (1998) suggest a linear combination of total reserves,
non-borrowed reserves, and the federal funds rate as policy shocks.
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quantiles is greater or lesser than the MIRF at each horizon. We report these deviations because they
are convenient measures to identify any distributional changes in both dispersion and skewness mentioned
above. If there are no distributional changes in the distribution of either employment growth or inflation
after a policy shock, then all the QIRFs are identical to the MIRF so that QI RFs* — MIRF will be zero
for any forecast horizon. Hence, any empirical evidence showing that QIRFs — MIRF is significantly
different from zero at some forecast horizons will indicate that a form of distributional change has occurred
after a shock. We show these deviations in two ways, which we explain in sequence below.

First, we show that the impulse response functions for different quantiles often differs significantly from
the MIRF, and not in a uniform way. Consider Figure 5 for employment growth under a contractionary
(100 basis point) monetary policy shock. The employment growth at the lower tail for & = 0.1 and 0.2
increases significantly more than MIRF, and then returns to the vicinity of zero after about 5 quarters.
At the upper tail, the quantile responses at a = 0.9 are significantly lower than the response of the MIRF
and then returning to zero; but this upper tail effect is only seen at the highest quantiles because for
a = 0.8 there is a deviation from the MIRF but it is not significantly different from zero. Therefore we
can identify that QI RFs' — MIRF increases (taking positive values) for lower quantiles o = 0.1 and 0.2,
but decreases (taking negative values) only for the highest quantile & = 0.9. Not only does this indicate
that the response at the mean MTRF is not a good summary of the response of the whole distribution
but it shows the deviation at the lower tail is more extensive than at the upper tail.

Figure 5 clearly shows that there occurred some kind of distributional effect. We attempt to identify
what kind of distributional effect has occurred. The quantile impulse response function QIRF can be
interpreted as the change in the conditional quantile function caused by an external shock. Notationally,
QIRF® = Q5—QN% where QF is the conditional at’-quantile with a shock while QY is the conditional
at-quantile with no shock. We have identified from Figure 5 that QIRF*=%1 > QIRF*=%9 when the
forecast horizon is small, which means that Qg:o.l_Q(]jj{).l > ngo.g—Qg:SO.g. Rearranging this inequality,
one can obtain that QN5 ¢—QN5 | > Q5_y9 — Q5_o,. The first term QN5 4—QN5 | is the quantile
range (or distance) between a = 0.1 and o = 0.9 of the conditional distribution before the shock, whereas
Q5_p9 — Q5_y is the corresponding quantile range of the conditional distribution after the shock.!?
Quantile ranges are used to measure the dispersion of a given distribution. Hence, the quantile range after
the shock becomes smaller than the quantile range before the shock, implying that the dispersion of the
employment growth distribution becomes smaller after the shock.

In order to illustrate the shrinking dispersion effect visually, we attempt to estimate the conditional
probability density functions of employment growth with shock as well as without shock for some chosen
forecast horizons. Density estimation is carried out using the asymmetric power distribution in Komunjer
(2006) and all the parameters in the asymmetric power distribution are chosen in such way to make the
quantiles of the distribution as close as possible to the results of the quantile impulse responses shown in
Figure 5. The centre of each density is normalized to zero, and the density before shock is set to a normal
distribution with mean zero and standard deviation equal to the standard error of the regression. The
results are shown in Figure 6.

The two graphs in the left panel of Figure 6 shows how the distribution of employment (highlighted in
red) changes after a contractionary monetary policy shock (positive shock) for s = 1 and 2, respectively.
Under contractionary policy, our previous observations from Figure 5 can be easily re-confirmed in the
left panel of Figure 6 since the conditional quantile range of responses in employment growth shrinks in
a way that is fairly similar (in this case) with the contraction after a tightening of monetary policy. It
shows visually that the distribution becomes more concentrated around the centre and shrinks in terms of
dispersion. The impact of an expansionary monetary policy shock is shown in the right panel of Figure 6
and this shows broadly the opposite effect compared with a contractionary policy. The distribution of the

T o = 0.25, then Qu — Q1_a becomes the well-known interquartile range.
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employment growth distribution is more peaked and the tails become fatter after the shock, especially for
s = 2. Hence, we learn that tightening and expansionary monetary policy shocks not only cause opposite
location shifts of the whole employment growth distribution, but also opposite distributional effects in
terms of dispersion.

Figure 7 shows how the inflation distribution reacts to the same magnitude of contractionary monetary
policy shock. It can be easily seen QIRFs* — MIRF is different from zero for some values of s. The
inflation response at the lower tail for & = 0.1 and 0.2 increases significantly more than M IRF after initial
fluctuations, and then settles just above zero after about 5 quarters. At the upper tail, the changes of
QIRFs at o = 0.9 are not significantly different from MIRF, while the quantile responses are slightly
smaller than the mean responses at a = 0.8 for small values of s. Therefore we can identify that QI RF5* —
MIRF increases (taking positive values) for lower quantiles of the quantiles & = 0.1 and 0.2, but decreases
(taking negative values) for the quantile & = 0.8. It is the same kind of pattern shown in Figure 5, but
with a weaker degree of statistical significance. Hence, we can also conclude that the inflation distribution
also tends to shrink after the shock. Once again MIRF is not a good summary of the response of the
whole distribution because the deviation at the lower tail is greater than at the upper tail. As before,
estimated probability densities of inflation before and after shocks are obtained and shown in Figure 8.
The results confirm again that the inflation distribution initially shrinks after a contractionary shock and
then broadens out whereas the opposite happens after an expansionary shock.

So far, we have focused only one type of distributional effect i.e. shrinking dispersion. In order
to investigate the other type of distributional effect i.e., a change in skewness, we need to investigate
the difference between the median response and the mean response: QI RF§:0'5 — MIRF. The results
are reported in Figure 9. It shows that the response at the median differs from the standard impulse
response function at the mean, with the employment growth showing significantly lower responses initially
followed by significantly higher responses after 2-3 quarters, while for inflation the response at the median
is significantly higher than at the mean at short forecast horizons. Analogously to the QI RF, the mean
impulse response function MIRF can be interpreted as the change in the conditional expectation function
caused by an external shock; that is, MIRF = ES—ENS where E® is the conditional expectation with
shock, while ENS is the conditional expectation with no shock. Figure 9 shows that QI RF§:0'5 > MIRF
for both employment growth and inflation. Hence, we have Q§:0.5—Qé\ff&5 >ES—ENS which can be
rearranged as Q5_os—FE% > QN5 - — ENS. A significant difference between median and mean can be
taken as evidence for skewness. Our results indicate that the degree of skewness becomes larger at short
horizons after a contractionary shock is given. Once again it demonstrates that the standard impulse
response at the mean is a poor guide to the behavior of the distribution even at the median value.

Based on the empirical evidence indicated in Figures 5-9, it would be misleading in this case for
the central bank to assume that the effects of contractionary monetary policy on employment growth or
inflation correspond at all points on the distribution to the M IRF because our results show they do not.
By consulting the QI RF5' or by comparing the response using the difference QIRF5* — MIRF the central
bank could observe differences from the MIRF while setting monetary policy.

These illustrations show that the QIRFs developed in this paper provides important additional infor-
mation on the differences in the impulse responses at points on the distribution away from the conditional
mean. They show the range of distributional responses, the extent to which the conditional quantile range
is widening or narrowing, and the degree of skewness responds to monetary policy shocks, which might
otherwise be assumed (incorrectly, in this case) to be identical to the MIRF.
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6 Conclusion

Economic researchers typically rely on conditional mean impulse response functions from models used to
understand the effects of shocks. Central banks use them to form monetary policy decisions. In this
paper, we present a new and proper impulse response analysis in quantile models that ensures that the
advantages of distributional information are conferred on models used for policy purposes. Our paper also
resolves some restrictions in the pseudo quantile impulse response function proposed by White et al. (2015).
Using a structural vector autoregression (SVAR) in the conditional mean set-up, which is used to identify
a structural shock, we permit an intervention into the structural shock to affect the entire conditional
distribution, from which we derive a “quantile impulse response function (QIRF').” This allows us to
observe the effect of the shock on the entire conditional distribution of the observable structural variable
via any changes to the breadth of the distribution under the shock, which can measure “distributional
effects” caused by positive and negative shocks. None of these advantages are available using impulse
responses from the conditional mean function. Therefore, our methods provide researchers and policy
makers with a broader perspective on the dynamics of macroeconomic variables following a shock. The
new methods are applied to US monetary policy using the VAR model proposed by Romer and Romer
(2004). Our empirical results have identified a clear pattern of distributional effects that the conventional
mean-based impulse response approach alone could have not discovered.

15



References

1]

2]

[10]

[11]

[12]

Adrian, T., Boyarchenko, N., Giannone, D., 2019. Vulnerable growth. American Economic Review
109, 1263-1289.

Andrews, D., 1983. First order autoregressive processes and strong mixing. Cowles Foundation Dis-
cussion Paper 664.

Andrews, D., 1995. Nonparametric kernel estimation for semiparametric models. Econometric Theory
11, 560-596.

Barth, M.J., Ramey, V.A., 2002. The cost channel of monetary transmission. NBER Macroeconomics
Annual 16, 199-256.

Bernanke, B., Boivin, J., Eliasz, P.S.; 2005. Measuring the effects of monetary policy: a factor-
augmented vector autoregressive (FAVAR) approach. The Quarterly Journal of Economics 120, 387-
422.

Bernanke, B., Mihov, 1., 1998. Measuring monetary policy. Quarterly Journal of Economics 113, 869-
902.

Bhuiyan, R., 2014. The effects of monetary policy shocks in the USA: A forecast-augmented VAR
approach. Australian Economic Papers 53, 139-152.

Chavleishvili, S., Manganelli, S., 2016. Quantile impulse response functions. working paper.

Chaudhuri, P., 1996. On a geometric notion of quantiles for multivariate data. Journal of American
Statistical Association 91, 862-872.

Chernozhukov, V., Hong, H., 2003. An MCMC approach to classical estimation. Journal of Econo-
metrics 115, 293-346.

Cho, J., Kim, T.H., Shin, Y., 2015. Quantile cointegration in the autoregressive distributed-lag mod-
eling framework. Journal of Econometrics 188, 281-300.

Christiano, L.J., Eichenbaum, M., Evans, C., 1996. The effects of monetary policy shocks: evidence
from the flow of funds. Review of Economics and Statistics 78, 16-34.

Davidson, J., 1994. Stochastic Limit Theory: Advanced Texts in Econometrics. Oxford, London, 1st
edition.

Ehrmann, M., Ellison, M., Valla, N., 2003. Regime-dependent impulse response functions in a Markov-
switching vector autoregression model. Economics Letters 78, 295-299.

Engle, R.F., Manganelli, S., 2004. CAViaR: conditional autoregressive value at risk by regression
quantiles. Journal of Business & Economic Statistics 22, 367-381.

Fernandez, C., Steel, M.F.J., 1998. On Bayesian modeling of fat tails and skewness. Journal of Amer-
ican Statistical Association 93, 359-371.

Fernandez, C., Osiewalski, J., Steel, M.F.J., 1995. Modeling and inference with v-spherical distribu-
tions. Journal of the American Statistical Association 90, 1331-1340.

16



Galvao, A., 2009. Unit root quantile autoregression testing using covariates. Journal of Econometrics
152, 165-178.

Galvao, A., Montes-Rojas, G., Park, S., 2009. Quantile autoregressive distributed lag model with an
application to house price returns. Oxford Bulletin of Economics and Statistics 75, 307-321.

Galvao, A., Montes-Rojas, G., Olmo, J., 2011. Threshold quantile autoregressive models. Journal of
Time Series Analysis 32, 253-267.

Giacomini, R., Komunjer, 1., 2005. Evaluation and combination of conditional quantile forecasts.
Journal of Business and Economic Statistics 229, 416-431.

Giordani, P., 2004. An alternative explanation of the price puzzle. Journal of Monetary Economics
51, 1271-1296.

Granger, C., Newbold, P., 1986. Forecasting Economic Time Series. Academic Press, Orlando, second
edition.

Granger, C, Yoon, G., 2002. Hidden cointegration. UCSD working paper.

Greenwood-Nimmo, M, Shin, Y., Kim, T.H., van Treeck, T., 2013. Fundamental asymmetries in US
monetary policymaking: evidence from a nonlinear autoregressive distributed lag quantile regression
model. working paper.

Han, H., Jung, W., Lee, J.H., 2019. Estimation and inference of quantile impulse response functions
by local projections: with applications to VaR dynamics. working paper.

Hanson, M., 2004. The price puzzle reconsidered. Journal of Monetary Economic 51, 1385-1513.

Hatemi, A., 2014. Asymmetric generalized impulse response with an application in finance. Economic
Modelling 36, 18-22.

Huber, P., 1967. The behavior of maximum likelihood estimates under nonstandard conditions. Pro-
ceedings of the Fifth Berkeley Symposium on Mathematical Statistics and Probability, 221-233.

Jorda, O., 2005. Estimation and inference of impulse responses by local projections. American Eco-
nomic Review 95, 161-182.

Jun, S.J., Pinkse, J., 2009. Efficient semiparametric seemingly unrelated quantile regression estimation.
Econometric Theory 25, 1392-1414.

Keating, J.W., Kelly, L.J., Valcarcel, V.J., 2014. Solving the price puzzle with an alternative indicator
of monetary policy quantiles. Economic Letters 124, 188—194.

Kilian, L., Kim, Y.J., 2011. How reliable are local projection estimators of impulse responses? Review
of Economics and Statistics 93, 1460-1466.

Koenker, R., Bassett, G., 1978. Regression quantiles. Econometrica 46, 33-50.

Koenker, R., Xiao, Z., 2006. Quantile autoregression. Journal of the American Statistical Association
101, 980-1006.

Komunjer, I., 2007. Asymmetric power distribution: theory and applications to risk management.
Journal of Applied Econometrics 22, 891-921.

17



[46]

[47]
[48]

[49]

Komunjer, I., Vuong, Q., 2010. Efficient estimation in dynamic conditional quantile models. Journal
of Econometrics 157, 272-285.

Koul, H., Saleh, A., 1995. Autoregression quantiles and related rank score processes. Annals of Sta-
tistics 23, 670-689.

Li, G., Li, Y., Tsai, C., 2015. Quantile correlations and quantile autoregressive modeling. Journal of
the American Statistical Association 110, 246-261.

Forni, M., Gambetti, L., 2010. The dynamic effects of monetary policy: a structural factor model
approach. Journal of Monetary Economics 57, 203-216.

Montes-Rojas, G., 2019. Multivariate quantile impulse response functions. Journal of Time Series
Analysis 40, 739-752.

Mumtaz, H., Surico, P., 2015. The transmission mechanism in good and bad times. International
Economic Review 56, 1237-1259.

Pesaran, H., Shin, Y., 1998. Generalized impulse response analysis in linear multivariate models.
Economics Letters 58, 17-29.

Plagborg-Moller, M., Wolf, C.K., 2020. Local projections and VARs estimate the same impulse re-
sponses. working paper, forthcoming in Econometrica.

Powell, J.L., 1984. Least absolute deviations estimation for the censored regression model. Journal of
Econometrics 25, 303-325.

Romer, C.D., Romer, D.H., 2004. A new measure of monetary shocks: derivation and implications.
American Economic Review 94, 1055-1085.

Shaked, M., Shanthikumar, J.G., 2006. Stochastic Orders. Springer, New York.

Sims, C., 1992. Interpreting the macroeconomic times series facts: The effects of monetary policy.
Furopean Economic Review 36, 975-1000.

Theodossiou, P., 1998. Financial data and the skewed generalized t-distribution. Management Science
44, 1650-1661.

Taylor, J., Bunn, D., 1999. A quantile regression approach to generating prediction intervals. Man-
agement Science 45, 225-237.

White, H., 2005. Asymptotic Theory for Econometricians, Academic Press, San Diego.

White, H., Kim, T.H., Manganelli, S., 2014. Measuring codependence between financial markets using
multivariate multi-quantile CAViaR. working paper.

White, H., Kim, T.H., Manganelli, S., 2015. VAR for VaR: measuring tail dependence using multi-
variate regression quantiles. Journal of Econometrics 187, 169—-188.

Xiao, Z., 2009. Quantile cointegrating regression. Journal of Econometrics 150, 248-260.

Zhao, Q., 2001. Asymptotically efficient median regression in the presence of heteroscedasticity of
unknown form. Econometric Theory 17, 765-784.

18



Mathematical Appendix A. Estimation

For notational convenience, we suppress the dependency on s hereafter unless it is required to clarify the
notations. For example, ¢i*;(¢) is denoted as ¢f*(¢). Let Vyqi* be the gradient of ¢f*(6). If z; is weakly
exogenous, Vyqi is simply I,, @ w; where wy = (Vj_g,Y)__15--- ,yé_s_(p_l),w{f,s)/. Define the n x 1 vector
0£(0) where the it" element of p$*(6) is Ly, <qp, (0} — - Then, it can be shown that the following moment
condition is satisfied.

E[Vg8™'Qupf*] = 0, (17)

where Vg™ = Vg (057), pi* = p(05"), and Q; € F_s is a n x n non-singular positive definite matrix of
the weight function. In this paper we consider estimators that make the sample counterpart of (17) close
to zero; that is, estimators satisfying the following condition

T
mr(07) = 3 Vour O (07) = o). (18)

t=1

Existing quantile estimators can be considered as special cases of the estimator 9; obtained from (18)
with different choices of ;. For example, in cross-section models with IID variables, the condition in (18)
can be viewed as the first order condition of the multivariate quantile regression estimator of Chaudhuri
(1996) and the univariate median regression estimator of Zhao (2001) if € = I,, and Q¢ = f; 1;—s(q),
respectively. Using € = F;T,* where F; = @I, firi—s(afy) and Ty = E[p*pg™'] will result in the efficient
seemingly unrelated quantile estimator of Jun and Pinske (2009). In time-series models with non-IID
variables, using the identity matrix for €2 is equivalent to the case of the QMLE of White et al. (2015).
We also note that the univariate efficient semiparametric estimator of Komunjer and Vuong (2010) is
considered as the univariate version of Jun and Pinske (2009).

The following proposition whose proof is based on the idea of Huber (1967) provides the asymptotic
properties of the estimator defined in (18).

Proposition 1. Suppose that (i) € is known and (ii) an estimator - satisfies (18). Under Assumptions
1 through 3,

07 £ 0o,
VT(05 — 0°%) % N(0,Q'vQ ™,

where Q = E[Voq™ "W FiVoq*], V = E[Voqi™' U Ti Vg™, Fr = @?zlfi,ﬂtfs(qaé:) and Ty = E[pp™* pi™'].

All the technical proofs are provided in the Mathematical Appendix B. The efficiency of the estimator
9; depends on the choice of ;. If €, is a diagonal matrix such as the identity matrix, the estimator is
basically equivalent to what is obtained by estimating each equation separately by regression quantile. In
that case, we lose efficiency, analogously to the SUR set-up in OLS regression, if the elements of pf** are
correlated. As noted in Section 2, our model eventually considers multiple quantiles, although our notation
uses a single index « for clear presentation. In such a general multi-quantile case, the vector pf** contains
the check functions of the different quantile levels of the same y; ;, which is likely to cause high correlation
between the elements of pg**.

Since efficiency loss caused by such correlation can be substantial, one can consider the choice of Jun
and Pinkse (2009) by setting Q; = FyT; ' where F; = Ofy fig-s(g57) and Ty = E[p;py’]. Such a choice of
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Q) denoted as Qf can produce an efficient estimator. However, the estimation procedure of Jun and Pinkse
(2009) has potentially poor finite sample performance and is not applicable to serially dependent series
such as ours. Hence, we suggest using a direct GMM estimation method with kernel density estimators.
The estimation procedure can be carried out in two steps. The first step is an initial estimation stage to
obtain a preliminary proxy estimator for 2. In the first step, the true parameter can be estimated by any
consistent estimation method such as single equation-by-equation quantile regression or QMLE depending
on the property of x;. The conditional density f;;;—s() = fit(-|w¢) can be estimated using the traditional
methods such as Powel (1984) and White et al. (2015). Or it can be directly estimated using the data set
by the standard kernel method as follows :

fia(yilw) = Lo <y f Wiy w)7
( )
Where
X LI e w—w,
A WZK“ hT’m( o (19)

T t=1

Note that K;(e€) is a kernel with € € R, | hr is a positive bandwidth, & is the dimension of w; and by is
a sequence of positive constants designed to eliminate the aberrant behavior of kernel estimators for the
conditional distribution (density) in regions where f(w) is small. The proxy estimator of QF, denoted
by QF, is computed using the first step estimator 3¢ = pf*(f7) and f; +(yi|w) where 7 is any ﬁrst stage
consistent estimator for 6.

The second step for the GMM estimation method is to estimate % based on (18) using QF. Specifically,
we obtain the GMM estimator of 8" by minimizing the following objective function:

Ly = Tmf(0) [Q"] " mk(0) (20)

where m¥(0) = 1 S Vg (0)QF (), and QF is a consistent estimator of QF = Var(v/Tmk(6*)) =
E[Vog? F,T, VY og].

A typical GMM estimation method often leads to computational difficulties because the check function
p(0) generally yields too many local non-convex regions. To tackle such a problem, we employ the Laplace-
type Estimator (LTE) of Chernozhukov and Hong (2003) which is relatively easy to compute and is shown
to circumvent the curse of dimensionality which our VAR set-up might have. This method is basically
equivalent to the Markov Chain Monte Carlo (MCMC) approach but uses the quasi-posterior distribution
function which is defined as

elrr(9)
[ elrm(6)do’

where 7(0) is a prior distribution function. The detailed estimation procedure to obtain the LTE is
explained in Mathematical Appendix C.

~E
Let 6 be the LTE which minimizes (20). Note that Proposition 1 cannot be directly used to obtain

~E A
the asymptotic distribution of § because the estimated weight function Q7 is used instead of the true

pr = (21)

efficient weight function Q. To obtain the asymptotic property of § , we need additional assumptions for
the density estimator. The assumption for the kernel estimator (19) is as follows.
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Assumption 4. (i) sup.cpi |Ki(€)| < Co < oo, [eK;(e)de =0, [€2K;(e)de < 00, i =1, k.
(ii) K;() has a Fourier transform ¢,(-) that is absolutely integrable.

(iii) K;(-) is continuously differentiable on R with derivative satisfying sup,,cp | K] (w)| < oo.
(iv) hr — 0, ThE™ — oo, and (Tprhd)~' — 0.

While using other density estimation methods, similar assumptions such as Assumptions 5 and 7 of
White et al. (2015) are needed. We now can properly present Theorem 1 as follows.

1
Theorem 1. Suppose that (i) (y:, Vegf*) is strictly stationary, and (ii) b T R E
. ) t y Y, T T

by /(T'*hr) — oo where by = o(T_4_1n), n = limy, 00 —7ln2"1;%“ il

~E
coefficient of (1). Under Assumptions 1 through 4, the asymptotic distribution of 6 is given by

— o0, and

, and {1;} is the moving average

VT - 9°%) = N(0,Q7 ),
where QF = E[Voqf*/FtTt_lFtVOQta*]-

We note that QF can be easily estimated using its sample counterpart QE = % > Z;l ngéFtT{lﬁ}Veq?,
&1 T . -
and T; " = % D i1 Pehi-
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Mathematical Appendix B. Proofs

Proof of Proposition 1. We first establish the consistency result. Let m(6) = 7 ST E[Vag (0)Q:02 ()]
Using triangle inequality

lm (@) < mr(@7)| +sup lm(6) —mz(0)]] (22)

The first term is o,(1) by (18). Note that since {y;", w"} is mixing, Vgqs'(6)'Qpf(0) is also mixing with
the same mixing coefficients as {y;”, w}"}. Thus, we can apply the law of large numbers for mixing sequence
[Theorem 3.47 of White (2000)] so that ||mr(6) — m(0)|| = op(1) for all § € ©. Then, the second term is
0p(1) by Glivenko-cantelli Theorem, which completes the proof by Assumption 3.

Next, we prove the asymptotic normality of the proposed estimator. Since 9; satisfies the asymptotic
first order condition by (18), we can apply the proof of Theorem 2 of White et al. (2015). Our setup,
if replacing Vg by Vg’ Q, still satisfies assumption of White et al. (2015), denoted by WA1 through
WAG6. WAL can be replaced by Assumptions 1 and 2 (iii) because WAL1 is required to apply CLT for
\/TmT(é;) and the mixing property of Vg’ from the assumptions allow to apply appropriate central
limit theorems for mixing processes. WA 2, 3, and 4 are equivalent to Assumptions 2(i), (ii), and 3. WAb5
(i) and (ii) are satisfied by Assumptions 1(iii) and 2(iii). WA 5(iii) also follows from the same assumptions
because {2 is finite. Thus, we skip the detailed proof. B

To prove Theorem 1, we need to prove the following proposition first.

Proposition 2. Suppose the model satisfies the conditions for Theorem 1, then for alli =1,...,n

sup | f(yi|w) — f(yi|lw)| =P 0.

Yi,w

Proof of Proposition 2. Similar to the proof of Theorem 1 of Komunjer and Vuong (2010), the propo-
sition can be proved if

N — _ —k—A—51—
sup D2 F (i) — D Flyilw)| = O, (T wh, ) 0, (hr) (23)

Yi,w

where D;‘Zf() and Dzi' f(-) are At derivative with respect to y;, f(yi|w) = f(ylw)g(w), glw) = + S ge(w)
and g4(+) is the marginal density of w;. (23) is a modification of Lemma 4 of Komunjer and Vuong (2010)
so that the order is adjusted to a NED process case. We will prove A = 1 case only. A = 0,2 cases are
straightforward from this as is Lemma 4 of Komunjer and Vuong (2010). Using (19), the left hand side
can be rewritten as

1 Y — Yt w — Wy _
(Tf)T—fwﬂ; T )_ft(y’w>'_
1« Y — w— wy Y~y w— wy
e D2 1 R ) — Bl ()|
Bl 2 K (M) = B K0+ Bl K () — it
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The proofs of the second and the third term are equivalent to those of Lemma 4 of Komunjer and
Vuong (2010) Wthh are Op(hr) and O,(h%), respectively. Thus, we have only to show that the first term

is O, <T IE} h 2"“). Similar to (A.10) of Andrews (1995), this can be proved if

1
E[ sup ——

1(y — Yt
(h<hgyw) Thr =

_ _ S S
VR (=)~ B (S (Y “’tnh:op(T‘WhT'” )
hr h hr

ho

(24)
Using the Fourier inversion theorem such that Ky (“5*) = [ exp(—iv'(w—wy)/hrd;(v)dv and Assumption
4 (ii)

sup

(y,w)

T
1 Y — Yt W — Wy 1 Y — Yt w — Wy
—_— g K K — g EFK K 2

1 Y — Y i y— Y
T—hl} [ 1(h—T)/exp(—w (w —wt) — B{K1 (===

) [ et - w) | 6, (ho)
T ET;[Kl L) [ exptintun) = B () [ expliomn)] o)

1 T

Thj ZKKl

T =1

sup
(y,w)

.
< fem
[

dv

dv

Sup | %

) cos('an) = ELK) () o)) '

T 3 [@(Kl(y ;Tyt ) sin(v'w;) — E[K1 (L) sin(v’wt)])] &; (W) dv

(26)
Then, similar to (A.13) of Andrews (1995), equation (24) can be proved if there exist bounded constants
Cy, Cf, and C3 such that

T

Bl >

t=1

— — 1
[(Kl(y ) cos(v'un) = B{Ka (P -) Cos(v/wt)])] ‘ < T hy ™7 [CF + ||vhe]|CF + C3).

Let yi" and wi® be E[y|F{_,,] and Efw|F} ], respectively, where F!, , is the o—field generated by
(€t—my - - -, €, ;). Note that

Kl(y—hyt

/ Yy — i / Y—ut y—u" '
) cos(v'wy) — E[Kq( . )cos(th)]:<K1( . ) — K ( . )cos(th))

+ <K1(y _hygn ) {cos(v'wy) — cos(v'w;n)}> + <K1(%)cos(v’wln) — B[Ky (Y _hygn )cos(v'w;n)o
" (E[Kl(y ) feos(u?) cos(v’wo}]) + (E[{Kl(y W (Y h%}cos(v/wm)
=a;+b +c+di+ e

(27)
Assumption 1(i) implies that there exists a sequence of absolutely summable {1;} such that y; = j, +
> 2, Yi€r—i. Then,

sup By, — "]} = sup £ Z bierill] <
t t=m+1

Z [93ll[IVar(e—o)ll] — Op(m™") (28)
t=m+1
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where 7) is as defined in the theorem. w; has the same property by Assumption 2(111) Then, = 7> Elag| <
CoMor and %ZE\eﬂ < CoMyr for a bounded constant Cy and Myr = O (h m~") because cos(-) <

1, VyKi() is bounded by construction, and K (%) — Kl(y;gyl) VK1 (4 )(ythT ) = CoMor.
LS El| < |v]|CiMir and £ 3 Eldy| < HvHC’lMlT for a bounded constant Cy and Mir = Op(m™")
because Ki(-) is bounded and cos(v'w:) — cos(v'wj®) = sin(v'w)v'(wy — wi™) < ||v||Mir. To show the
convergence of - > E|cy|, note that by Assumptions 1(iii) and 2(iii), {y/",w"} is ¢—mixing with mix-
ing coefficient ¢(s — m) as defined in Assumption 1(iii). Then by Corollary 14.5 of Davidson (1994),
C’ov(Kl(%z)cos(v’w;"),kf}cos(v’w;")) < 4C5¢(|t — ull

have the following result:

"=2)/7) for a bounded constant Cy. Hence, we

T
1 ~
VGT(T E Keos(v'wi™)) <802_§ o(|t m| r=2)/r < C3T
t=1

for a constant Cj that depends on Cy and 4 Y é(|t — m|"~2/" which indicates that + > Fle;| <

CQ(LC;iﬂ)l/ 2 for bounded constants Co and Cs. Consequently, by choosing m as the integer part of
Tl/(2’7+1)h;2/(2"+1)

)

T 1/2
1 — — 8C:
—F ZK 4 yt) cos(v'wy) — E[Kl(y hyt) cos(v'wy)]| < CoMor + ||v]|C1Mip + Ca < 3m>
=1
1
=75 Thy ™ (G5 + |lohr|CF + C5) (29)

for bounded constants C, C}, C3. This completes the proof. B

Proof of Theorem 1. We will prove the theorem using the standard kernel estimator in equation
(19). Using the other density estimator will be similar. The theorem can be proved by showing that
Assumptions for Theorem 2 of Chernozhukov and Hong (2003) (denoted CA1 to CA4) hold in our set-up.
Assumption 3(ii) indicates CA1l. Chernozhukov and Hong (2003) state that a quadratlc function with the
prior in our set up satisfies CA2. To prove CA3, note that %Zle Vgl QF p2(0) = T LS T Vgt (OF —

QF)p2(0)+ 7 L ST Vg’ QF p@(0) of which the first term is o,(1) by Proposition 2, E||Vgq®||> < oo, and
the bounded p(0).Also, (yt,Voq?) are NED of size 1 and it can be easily shown that VagQF p2(6)
satisfies Lipschitz condition. Thus, by Theorem 17.12 of Davidson (1994) Vyq'QFp2(0) is also NED

of size n, and, together with Proposition 2, E||Vyq®|? %i—?, ?Lg

Theorem 20.19 of Davidson (1994) to obtain that =Ly (6) — £L%(0) — 0 in probability uniformly over
O, where L3.(0) = Tm%(6)"Fm%(0) and m9.(0) = 7 ST [ngo"QE 2(6)]. Also L%(0) is positive except
m%(0) = 0 and by Assumption 3(ii), m%(6) = 0 if and only if § = 6. Thus, CA3 is satisfied by Lemma 1 of
Chernozhukov and Hong (2003). To prove CA4, we verify that our set-up satisfies Conditions (i) through
(iii) of Lemma 2 of Chernozhukov and Hong (2003). Ly and LY are twice continuously differentiable,
which satisfies (i). Since (yt, Voqy*) is NED of size n on {€:} or on {e, 2}, for any vector ¢ with /v =1,
the sequence «/LE~ImF (%) with LELE" = QF satisfies 24.6(a), (b), and 24.7(c’), (d’) of Davidson (1994)
for a bounded constant ¢,; = ¢ < oco. Then, by Corollary 24.7 and Theorem 25.6 of Davidson (1994),

#mf (0*) = N(0,QF) which verifies (ii). To check (iii), let us define

< 00, and min[ ] > 1, we can apply

[ — ¥ (02) — V(0 — 6s)|
01 — 02

r7(01,02) = (30)
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where Vo = £ 3" Vi, Vi = [(¢8(61) — ¢f*(02))6:(02)]/]/61 — 02| and §,(-) is the diagonal matrix of which
the diagonal elements are dirac delta function. Note that for any 61,60, € ©

VT (1 (01) — 1" (62)) — (Elm”(01)] — E[m”(62)]) |

1+ V/T||61 — 02|
< VT [|lri = Elrd|[[11 = 62l + Vi — E[V]]|[61 — 62]]
B 1+ V|61 — 62|
< Ve = E[V1][| 4+ Op(re) = Op(re) (31)

Thus, (iii) can be satisfied if there exists € > 0 and > 0 such that P[||r¢|| > €] < n. Let :(0;) = y+ —q*(6:),
et = qi'(01) — ¢f(62), and 7y as

re = | Voa"QE i (1) — Voai"Qf pff (82) — Va2 V(61 — 602)1/[161 — 62
< IQE 1L} + ee] — L[ef] — eedell /1161 — 62|
< 127 INlee/ 1101 — B2l l[I1[e? + ] — L[ef] — exdell/llec] (32)

Since rp(01,602) = + > by definition, we will show that P[|r;| > €] < n for all t. By Assumptions 1
and 4 Vg’ = O,(1). Since ¢f*(0) is differentiable, the mean value theorem and Assumption 2 implies
that |le;/||01 — 62]/]||| is also bounded in probability. Thus, we have only to show that Pr[||1[e? + e;] —
1[e7] — e:d¢]|/|let]] > €] < m. For given € > 0, n > 0, there exists e > 0 such that ||e;]] < e implies
Pri||1[e? + e — 1[€9] — ed¢||/|let]| > €] < n. Since gf() is continuous on O, there exist some ¢ > 0 such
that ||01 — 02| < ¢ implies ||e;|| < e which proves the inequality. B
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Mathematical Appendix C. LTE Procedure

The Laplace type estimator (LTE) is obtained by the following 4-step procedure.

Step 1. Obtain an initial consistent estimator of 65 using conventional equation-by-equation methods.
Compute f;(-) and p,, as described above to calculate Ty = % Zle PstPats Vst = FsTo b, and Hs.

Step 2. Let 6, be the I*" element of §,. For each I = 1,...,nkr, generate & from N(|¢, — Gg)|, ¢) where
the starting value 9&0) is the estimator in Step 1).
Step 3. Update Hgﬂ) from Hg) for j =1,2,... using

gy (€ with probability p(#\9), ¢) (33)
09 with probability 1 — p(e(j)af) ’

where

p(z,y) =inf (eLT(y)W(y)q(x|y) 1) :

el (z)q(ylr)’

Step 4. Iterate Step 2 to Step 3 B times. The final estimator is the sample average given by
1 B
H— — )
0= 5 JE_I oV,

Note that ¢ is updated every 100 times so that the rejection rate at Step 3 is approximately 50%.

26



=
o 0
-6 -4 2 0 2 4 6 = i 0 2 4 6
(a) Before Shock (b) After Positive Shock
2 2
1 1
=
0 l
0 % 4 2 0 2 4 6
s 4 3 0 2 4 6
(c) Before Shock (d) After Negative Shock

Note: y;, isgeneratedfrom —26 + (1 — 0.5x,)e, where ¢, isstandard normal. For (a) and (c), &
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Figure 1. Shiftsin thedistribution of a hypothetical variable y,,¢ with respect to a positive
and a negative shock
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Figure 2. Example of simulated quantile impulse responses around the median impulse
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Figure 3. Thechangein the Federal Fundsrate and the Romer and Romer monetary policy
shock series
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Figure 4. Mean impulse response to 100bp positive monetary policy shock with confidence

intervals
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Figure 5. Deviations of quantile impulse response functions from the mean impulse
response function (of employment growth) in response to a positive monetary policy shock
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Figure 6. Probability density functions of employment growth before and after shocks
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relevant policy shock. Quarterly observations are used and the sample period is from 1969 Q1

Figure 7. Deviations of quantile impulse response functions from the mean impulse
response function (of inflation) in response to a positive monetary policy shock
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Figure 8. Probability density functions of inflation before and after shocks
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Figure 9. Deviations of the median impulse response function from the mean impulse response
function (of employment growth and inflation) in response to a positive monetary policy shock
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