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Abstract: The surface anomaly is a common defect for structures that resist lateral stresses, such
as retaining walls. The accurate detection of an anomaly using contactless techniques, such as the
Terrestrial Laser Scanner (TLS), is significant for the reliable structural assessment. The influence of
the scanning geometry on the accuracy of the TLS point-clouds was investigated in previous studies;
however, a deeper analysis is needed to investigate their impact in the context of structural health
monitoring. This paper aims to empirically assess the performance of the TLS in detecting surface
anomalies, with respect to the scanning distance and angle of incidence in two cases: (i) when both
the reference and deformed clouds are taken from the same scanning position, and (ii) the scans are
from different positions. Furthermore, the paper examines the accuracy of estimating the depth of
the anomaly using three cloud comparison techniques (i.e., C2C, C2M, and M3C2 methods). The
results show that the TLS is capable of detecting the surface anomaly for distances between 2 and
30 m and angles of incidence between 90◦ and 30◦, with a tolerance of within a few millimeters.
This is achieved even for the case where scans from different locations (i.e., angles and distances)
are applied.

Keywords: TLS; SHM; surface anomaly; change detection; C2C; C2M; M3C2; LiDAR

1. Introduction

Many types of infrastructures are designed to resist lateral stresses from water/soil,
such as retaining walls and dams [1]. The lateral pressure can result in a lateral displace-
ment, either throughout the wall height or at a limited area, i.e., surface anomaly/bulge [2].
These deformations are significant, as they are used as serviceability measures to assess
the health state of the structures. The surface anomaly has been reported extensively; for
example, about 60% of the reported cases of geosynthetic reinforced walls with service-
ability problems in Koerner and Soong [3] had bulges at various locations of the walls.
The structural assessment of these structures should be conducted by a technique with high
accuracy. For instance, Highways England Standards [4] recommend a tolerance of 10 mm
for the structural assessment of retaining structures.

Various techniques have been used for detecting the relative lateral displacements;
some are contact based, e.g., inclinometer, and some are contactless, e.g., LiDAR sensors [5].
The LiDAR sensor can also be used for the change detection of the surfaces, such as
the case of Lerones et al. [6] and Suchocki and Katzer [7] for detecting moisture in
structures; Chen et al. [8] for the material loss, concrete erosion and reinforcement cor-
rosion; and Turkan et al. [9] and Chen et al. [10] for detecting cracks in concrete surfaces.
However, the identification of local anomalies (e.g., bulge) is yet to be assessed under
controlled experiment.
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Furthermore, the accuracy of the contactless techniques, specifically the Terrestrial
Laser Scanner (TLS), has been of great research interest in recent years due to its practical
and accurate measurements [11]. Bolkas and Martinez [12] studied the impact of the color
of the scanned surface as well as the scanning distance and angle of incidence on the
accuracy of the TLS by studying the residuals of the fitted planes for the scanned surfaces.
The plane residuals were varied between 1 and 4 mm depending on the material, color,
distance, and incidence angle. Bauer and Woschitz [13] studied the accuracy of the TLS
in measuring the distance of various types of targets, and they found agreement between
the TLS and the total station of about 1–2 mm. However, these studies focused on the
accuracy of the TLS measurements for each scan independently, while a deeper analysis is
necessary to assess the accuracy of the deformation estimation between two scans [11,14],
as, for instance, the error in the angle of incidence may be mitigated if both scans that are
taken prior to and after the deformation are acquired from the same scanning position.

The accuracy of the deformation estimation depends also on the method of comparing
the two clouds [15]. In general, these methods can be classified into two main approaches:
(i) the Piecewise Alignment Method (PAM), which estimates the transformation parameters
(i.e., translations and rotations) that align a selected piece in the deformed point-cloud (e.g.,
point, line or shape) with the corresponding piece in the reference cloud using the Iterative
Closest Point (ICP) technique, and (ii) distance measurements between the two clouds using
the points and meshes, e.g., estimating the distance between each point in the deformed
cloud and its closest point in the reference cloud [16,17]. The main difference between the
two methods is that the former assumes that the two pieces in the reference and deformed
clouds are practically the same, and attempts to find the best fit for them. Consequently,
the first method is more applicable for the registration of two point-clouds, whereas the
latter is more applicable for deformation analysis applications [17].

From the distance measurement approach, three main techniques have been widely
used for monitoring the geometric deformations in point-clouds; the Cloud to Cloud
(C2C), Cloud to Mesh (C2M), and Multiscale Model-to-Model Cloud Comparison (M3C2).
The C2C method is introduced by calculating the distance from each point in the deformed
scan (i.e., the latter epoch) to its nearest point in the reference scan (i.e., the first epoch) [18].
The same methodology is applied by the C2M method with one change: creating a surface
mesh for the reference cloud, and then calculating the shortest distance from each point in
the deformed cloud to the surface mesh of the reference cloud [19]. The distance using the
M3C2 method is calculated by first estimating the direction of the distance measurement,
and then calculating the distance between local surfaces in the reference and deformed
scans [17]. The C2C method is the simplest and fastest, but it is influenced, as well as the
M3C2, by the roughness of the point-clouds and the outliers [19]. The M3C2 method is
considered more accurate, but it requires a long calculation time [17]. The C2M method
does not require input parameters, such those for the M3C2 method, but provides only the
Euclidean distance (i.e., not at the desired direction) [20].

The C2C, C2M, and M3C2 methods have been used in many research papers for
estimating geometric deformations, such as Acikgoz et al. [16] for monitoring the settlement
of a vaulted masonry structure; Seo et al. [18] for monitoring the lateral displacement of
a retaining wall; Kim et al. [21] for detecting the manual introduced deformation in a
retaining wall under a controlled environment; and Makuch et al. [22] to estimate the
thickness of hyperboloid cooling towers by scanning the internal and external surfaces of
the structure. Algadhi et al. [23] also investigated the performance of these methods for
detecting absolute lateral displacement (i.e., throughout the wall height) under controlled
experiments. However, the accuracy of these methods in detecting and calculating the
magnitude of local anomalies (e.g., bulge on the wall) is yet to be investigated under
controlled experiment.

Several factors can influence the accuracy of the anomaly detection using the TLS
point-clouds, but the main influence factors are the scanning range, the angle of incidence,
and the method of cloud comparison between the two clouds, prior to and after the
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deformation. Although these factors might have already been studied in terms of their
influence on the accuracy of each point-cloud individually, their impact in the context
of comparing two clouds has not been explicitly assessed. The scope of this study is
to investigate the performance of the TLS in monitoring the local deformation of a civil
engineering structure, developed as a local anomaly of the surface or as part of a broader
deformation of the structure, which is a common type of deformation for retaining walls
and brick walls. The paper contributes to two areas: (i) identification of the local anomaly
within the monitored surface, and (ii) evaluation of the accuracy of the C2C, C2M, and
M3C2 methods for the estimation of the depth of the local anomaly. First, we examine
various techniques for the change detection to identify the local anomaly, including (i) the
change in intensity of the reflected laser, (ii) the change in the direction of the normal vector,
and (iii) the change in the position of the reflected points. Then, we investigate the impact
of the scanning distance, scanning angle, and method of calculating the displacement on
the accuracy of the depth of the local anomaly.

This study is based on a controlled experiment where the performance of the TLS
is assessed by examining the impact of (i) the parameters of the scanning distance and
scanning angle when the scans are taken from the same scanning position, and (ii) the
impact of changing the scanning position, between the reference point-cloud and the
point-clouds of the various deformed states. The novelty of this study lies in the holistic
and multi-parametric approach to the identification of potential local deformation on
the surface of civil engineering structures as well as the accurate estimation of the depth
of the local anomaly. Finally, the approach of this study is applied on the surface of a
real civil engineering structure to validate the developed approach of the experiment in
real conditions.

2. Experiment

The controlled experiment was based on a device, where a flat surface represents
the surface of a civil engineering structure, e.g., retaining walls, which could be (i) locally
deformed by adding an anomaly at the part of the surface, and (ii) broadly deformed
by tilting the entire surface. More specifically, the experimental device (Figure 1) consisted
of two parts: (i) a flat surface (0.8 m × 1.2 m) representing the regular flat surface of the
facade, and (ii) an anomaly (i.e., bulge), representing a local bulge-type anomaly, which can
typically be observed in structures such as retaining walls. The surface of both parts was
made by the same material (papier-mâché) and the same color (gray) to mitigate the errors
associated with the change in these parameters. To introduce the broader deformation of
the surface, the papier-mâché sheet was tilted along its longitudinal axis via ropes that
were attached to weights (Figure 1b). The bulge-type anomaly was in a rounded shape
with a diameter of 10 cm and a depth of 2.5 cm, and could be attached to the papier-mâché
sheet via a bolt (Figure 1c). The depth of the anomaly will be used as the ground truth of
deformations for the accuracy measurements in Section 5.

The experiment involves scanning the papier-mâché sheet prior to and after the
installment of the surface anomaly. The study investigated two scenarios: (i) the scenario
with only local deformation introduced by the bulge; (ii) the scenario combining the
global deformation of the surface by applying a tilt to the sheet, and the local anomaly
by introducing the bulge. The effect of the scanning geometry was also investigated
involving distances varying from 2 m to 30 m, and angles between 0◦ and 60◦ (i.e., angle
of incidence between 90◦ and 30◦) at a scanning distance of 10 m. Table 1 summarizes the
deformation scenarios of the papier-mâché sheet and the scanning setups for the monitoring.
The experiment was conducted outdoors with a total of 39 scans. Since all the scans with
different angles were conducted from a scanning range of 10 m, there was no need to retake
a scan with 0 deg, as it was already taken with the various distances.
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(a) (b) (c)
Figure 1. Design of the experimental device (i.e., papier-mâché sheet): (a) front view showing the
papier-mâché sheet and the anomaly, (b) side view showing the introduced tilt, (c) rear view for the
scenario with no tilt; showing the bolt that was used for attaching the anomaly.

Table 1. Experiment setup for the local geometric deformation experiment.

Scan Setup (for the TLS)
Range (m) Scanning Angle (◦)

Scenarios of Geometric Deformations

2 0 * (orthogonal) initial-undeformed

5 10 Local deformation

10 * 20 Local and global deformation

15 30

20 40

25 50

30 60
Total number of scans for the TLS = 13 (scanning positions) × 3 (deformation scenario) = 39 scans. * The scan that
was taken at a distance of 10 m and the scan with 0◦ are the same scan.

Three sphere targets were spread and set up at pre-defined control points around the
experimental device and were used for the registration of the point-clouds. Figure 2 presents
an overview of the conducted experiment, showing the location of the experimental device,
the sphere targets that were used for the registration, and the scanning positions from which
the TLS was scanning. The laser scanner was set up and used to conduct the measurements
at the pre-defined marked scanning positions.

The sheet was scanned using the Leica RTC360 from the thirteen scanning positions
(Figure 2) at the initial undeformed state, where the surface was completely flat. Then,
the anomaly was attached to the sheet via the attached bolt, considering this the local
deformed state of the surface. Finally, the sheet was tilted about its transverse axis using
the ropes as shown in Figure 1, considering this the state combining the global broader
deformation of the surface and the local bulge-type deformation.
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(a) (b)
Figure 2. Scan setup for the papier-mâché experiment: (a) overview of the experiment setup,
and (b) plan view of the experiment site showing (i) the thirteen scanning positions, (ii) the papier-
mâché sheet, (iii) the three sphere targets, and (iv) the final coordinate system (x- and y-axes) that
were aligned to the transverse and lateral axes of the papier-mâché sheet.

3. Data Processing and Methodology of Deformation Estimation

The processing consists of three main parts: (i) the definition of the local coordinate
system and application of the cloud registration method; (ii) the application of the change
detection method; and (iii) the estimation of the magnitude (i.e., depth) of the local of the
anomaly by using the C2C, C2M, and M3C2 methods. A summary of the workflow of the
research is presented in Figure 3.

Figure 3. Flowchart of the measurements, processing, and analysis methods.
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3.1. Definition of Local Coordinate System and Cloud Registration

The TLS was scanned from thirteen different scanning positions with three deforma-
tion scenarios as explained in Table 1. These thirty-nine scans had to be registered in one
local coordinate system to allow for the deformation analysis. The local coordinate system
was defined using the scan from 10 m. The origin point of the coordinate system for the
measurements by the TLS was at the center of the instrument. This coordinate system
was rotated in the horizontal plane (i.e., about the z-axis) to align the x- and the y-axes of
the local coordinate system to the transverse and lateral axes of the papier-mâché sheet
as shown in Figure 2b. The z-axis remained the same, pointing upwards along the height
of the papier-mâché sheet.

The measurements of the rest of the thirty-eight scans were then transformed to this
final local coordinate system using the three static targets (i.e., reference points to align the
two coordinate systems) as shown in Figure 2b. The registration was performed based on
the Helmert method of coordinate transformation [24] by using the least squares adjustment
method to solve for the seven parameters, involving three translations of the origin point
along the x-, y-, and z-axes, three rotations about the 3D axes, and a scale factor. This
was performed through finding the seven parameters that best fit (i.e., with the minimum
sum of the residuals) the three static points in a transformed point-cloud to the reference
coordinate system. These three points were used since they represent the same points in
both coordinate systems. Figure 4 presents a sample of the three deformation states of the
papier-mâché sheet (for the scans that were conducted from 10 m) after the registration of
the point-clouds in the local coordinate system.

Figure 4. Front and side views showing a sample of the point-clouds at the scanning position of 10 m
for the papier-mâché sheet at the three deformation scenarios; (i) the initial undeformed state, (ii) the
state where no tilt was introduced but only an anomaly at the center of the sheet, and (iii) the state
where both the anomaly and global tilt were introduced to the scanned surface.
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3.2. Change Detection of the Facade

The first study was to detect the surface anomaly using the intensity and the change
in the direction of the normal vector. The change detection for the surface was executed
through four stages for each point P in the reference cloud: (i) defining an imaginary point
P* that has the same y—component as the point P but in the deformed cloud, (ii) finding the
neighboring points based on a specific radius r around the point P*, (iii) defining the new
value of the desired parameter (e.g., red color) using the arithmetic mean of the neighboring
points, and (iv) calculating the change in colors and normal direction for that selected point
P*, with respect to the point P in the reference cloud through the following equation:

δIi(P)
δNi

x(P)
δNi

y(P)
δNi

z(P)

 =


Ii(P*)

Ni
x(P*)

Ni
y(P*)

Ni
z(P*)

 −


I0(P)

N0
x(P)

N0
y(P)

N0
z(P)

 (1)

where [I0(P) N0
x(P) N0

y(P) N0
z(P)]T represent the intensity and the normal components along

the x-, y-, or z-axis for the point P in the reference cloud, [Ii(P*) Ni
x(P*) Ni

y(P*) Ni
z(P*)]T

represent the arithmetic mean values for these parameters for the neighboring points of the
imaginary point P* at the deformed state i that has the same coordinates as the point P but
in the deformed cloud, and [δIi(P) δNi

x(P) δNi
y(P) δNi

z(P)]T are the changes in the described
parameters for the point P at the deformed state i. Therefore, the positive sign of change in
the intensity of the reflected laser δIi(P), for example, expresses that the arithmetic mean of
the intensities of the neighboring points Ii(P*) for the point P is larger than the initial value
for the point P in the reference cloud I0(P).

These changes will be presented in a front elevation scatter plot with color representa-
tion that shows the amplitude and location of these changes on the facade of the monitored
structures. The radius r of which the neighboring points were selected was set to be 0.005 m
for all the parameters in the change detection analysis within this research. The radius was
kept constant to evaluate its performance for point-clouds with various roughness.

The analysis was performed using two methods: (i) analysis for scans (i.e., the reference
and deformed clouds) that were taken from the same scanning position, and (ii) analysis
for scans with different scanning positions. In particular, the latter uses the cloud that was
taken from a scanning distance of 10 m and scanning angle of 0◦ as the reference cloud.
All the deformed states of the experimental device from all the scanning positions were
compared to the reference cloud to investigate the effect of the change in scanning position
on the change detection analysis.

3.3. Estimation of the Depth of the Surface Anomaly

The first step in estimating the depth of the anomaly for the case with global de-
formation (i.e., tilt) was to correct the tilt about the transverse axis by applying the fine
registration processing using the Iterative Closest Point (ICP) algorithm. The fine registra-
tion was performed with a random sampling limit of 500,000 points that was proposed by
the software to provide good results and speed up the processing time. The scale parameter
was constrained, while the translations and rotations along/about the three axes were
allowed. The condition for which the iterative process was stopped was when the RMS dif-
ference between the latest iteration and the one prior was less than 10−7. The local anomaly
was then extracted manually for both deformation scenarios (i.e., local deformation, and
local and global deformation) by cropping the points with x values between [−0.15, 0.05] m
and z values between [−0.7,−0.5] m (Figure 4). The cropping was performed to extract the
points within the area of the local anomaly and ensure the exclusion of irrelevant points
that could bias the results.

The deformation was estimated using the C2C, C2M, and M3C2 methods. The C2C
and C2M methods calculate the distance for each point in the deformed cloud to the nearest
point/cloud mesh, respectively, in the reference cloud. The C2C method was improved
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by applying a local height function, which selects six neighboring points in the reference
cloud to create a local surface of which the distance is estimated. Hence, the first step for
the C2C method was selecting a point in the deformed cloud, and then finding the nearest
point in the reference cloud. After that, six neighboring points in the reference cloud were
used to create the local surface. The C2C method was calculated between the point in the
deformed cloud and the local surface in the reference cloud. The C2M method, on the other
hand, was executed by first creating a surface mesh of the reference cloud using a “2.5D
quadric” equation. Then, the C2M distance between each point in the deformed cloud to
the surface mesh of the reference cloud was calculated.

The M3C2 method was executed in two stages. The first stage was defining a local
surface for a point in the reference cloud with a specific diameter D that was used to define
the normal direction for that local surface. The normal direction was then used as the local
axis by which the distance between the two clouds was calculated. The second stage was
defining a projection scale d, which was the diameter of the projected cylinder. This was
used to define the local surfaces in both the reference and deformed states. The M3C2
distance was estimated as the difference between the two local surfaces. The normal
calculation mode was taken in horizontal mode, which allowed the estimation of the
direction of the normal vector in the x-y plane.

To accelerate the processing time, two techniques can be applied: selecting core points
via sub-sampling the reference cloud, and setting a threshold of the maximum distance L to
be calculated. For a better resolution, no sub-sampling of the reference cloud was performed.
Table 2 shows the normal scale D, the projection scale d, and the maximum deformation
amplitude L that were used in this experiment. The normal scale D and the projection
scale d depend on the roughness of the point-clouds, whereas the maximum length of the
cylinder L is estimated by the expected deformation. Lague et al. [17] suggested to use
a normal scale that is at least twenty times larger than the roughness of the cloud. This
is because of the bias that can be involved when the monitored surface is complex (e.g.,
curved), or the case where the cloud deforms along the transverse axis.

Table 2. Parameters of the M3C2 methods that have been used within this research.

Scanning Position
Normal
Scale (m)

Projection
Scale (m)

Max. Deformation
Amplitude (m)

2 m 0.005 0.005 0.130
5 m 0.020 0.020 0.130
10 m 0.040 0.040 0.130
15 m, 20 m, 25 m, and 30 m 0.050 0.050 0.130
All angles 0.040 0.040 0.130

Both the C2C and M3C2 distances were recorded along the desired axis (i.e., y-axis for
lateral displacement), whereas the displacement using the C2M method used the Euclidean
distance between the deformed and the reference clouds. The processing of the C2C, C2M,
and M3C2 methods was performed via the open-source software, CloudCompare [25]
(version v2.12 beta). The depth of the local anomaly was estimated by the maximum
distance calculated using the C2C, C2M, and M3C2 methods. The two scenarios, (i) local
deformation only, and (ii) local and global deformation (after fine registration), were
examined via two methods of analysis: (i) comparing the deformed scans to the initial
undeformed scan from the same scanning position, and (ii) comparing the deformed scans
with the initial undeformed scan from 10 m.

4. Change Detection of the Facade

In this section, various change detection techniques were applied to the point-clouds
of the controlled experiment, including the change in (i) position of the individual points
of the point-clouds, (ii) intensity of the reflected laser, and (iii) the direction of the normal
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vector for each point in the point-clouds. These changes were applied for the two scenarios
of deformation: the case of only local deformation (i.e., bulge), and the case of local and
global deformation (i.e., bulge and broader tilt to the sheet).

The first approach is the change in position of the points, which was performed using
the M3C2 distance for the two scenarios of deformation (local, and global and local) for the
scans that were taken from 10 m (Figure 5). The anomaly was detected at the deformation
state of the local deformation as well as the local and global deformation (i.e., anomaly and
absolute tilt about the transverse axis). Likewise, the same analysis was conducted for all
the scanning positions and for both analysis approaches: (i) when the deformed scans were
compared to the initial undeformed scan from the same scanning position, (ii) and for the
case when the initial undeformed scan was taken from 10 m. All the cases revealed that the
anomaly was detected by the M3C2 method for all the cases and processing approaches
(refer to Appendix A).

Figure 5. The M3C2 distance for the scanning position of 10 m, compared to the initial undeformed state.

The second approach was the change in the intensity of the reflected laser (Figure 6).
The results showed that the change in intensity did not show a clear and constant pattern
of results when comparing scans of different distances or angles, making it difficult for
the reliable detection of local anomaly (refer to Appendix A for the detailed analysis). It
was observed in Appendix A that the change in the intensity was capable of detecting the
local anomaly in two conditions: (i) both the reference scans were taken with an angle of
incidence of zero, and (ii) there was no broader tilt in any direction of the scanned surface.
In these cases, the intensity value was reduced significantly at the area of the anomaly,
making the detection of the anomaly clear and reliable. For the rest of the scanned surface,
the change in the intensity was very small, expressing the potential noise of the two scans
or slight change in the orientation of the surface with respect to the scanner at the given
scanning position.

Lastly, the analysis of the normal vector of the points in the point-clouds was conducted
to detect the deformation in the two scenarios of the experiment (Figure 7). The results
revealed that the change in normal direction along the x- and y-axes was not impacted by
the global tilt in the papier-mâché sheet. In contrast, the normal direction along the z-axis
was lower for the case of local and global deformation because the tilt in the sheet was along
that direction. The change had a negative sign, as the normal vector was pointing more
towards the negative side of the z-axis since the tilt was outwards (i.e., towards the TLS).
In the same behavior, the anomaly was detected using the change in the normal direction
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along the x- and z-axes as two halves with an increase/decrease in the normal direction
with an area in the middle that was not affected (i.e., the white area). However, the areas
were divided longitudinally for the change along the x-axis, whereas the division was
along the transverse axis for the change in normal along the z-axis. For the change in the
normal direction along the y-axis, the results show that it was sensitive to the edges of the
papier-mâché sheet, as well as showing the edges of the anomaly. This was consistent for
all the point-clouds, and also was not affected by changing the scanning position between
the reference and deformed states of the papier-mâché sheet (Appendix A).

Figure 6. The change in intensity for the scanning position of 10 m, compared to the initial undeformed
state.

Figure 7. The change in the direction of the normal vector along the x-, y-, and z-axes for the scanning
position of 10 m, compared to the initial undeformed state.
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5. Accuracy of the Magnitude Estimation of the Local Anomaly

The amplitude of the local anomaly was computed based on the C2C, C2M, and M3C2
methods. The accuracy of the estimation of the magnitude of the local anomaly is plotted in
Figure 8 by comparing the deformation estimations with the ground truth measurements
using metallic tape. The analysis was based on two cases: (i) where the reference cloud (i.e.,
the point-cloud at the initial undeformed state) was taken from the same scanning position,
and (ii) where the reference cloud was taken as the cloud at the initial undeformed state
from 10 m. Both deformation states were presented after correcting the tilt for the case of
the local and global deformation scenario.

Figure 8 shows the case where the reference cloud (i.e., the point-cloud at the initial
undeformed state) was taken from the same scanning position as well as the case where
the reference cloud was taken as the cloud at the initial undeformed state from 10 m. Both
deformation states were presented after correcting the tilt in the case of the local and global
deformation scenario.

The results show an overall accuracy of within 2–4 mm for all the methods. However,
the performance of the M3C2 method was better in most cases (within 1–2 mm) except
the case of a scanning distance of 2 m. In this case, the error was much larger for the case
where the reference cloud was from the same scanning position (i.e., 2 m) because the M3C2
distance estimates the normal direction of the distance calculated from the local surface
in the reference cloud using the neighboring points as explained in Section 3.3. Since the
resolution was very high because of the close range scanning in the case of the scanning
distance of 2 m, the normal direction was influenced towards the x-axis. In other words,
the M3C2 distance was calculated for the diameter of the anomaly, which was 100 mm as
mentioned before in Section 3.1, instead of calculating the maximum depth.

The M3C2 distance underestimated the diameter of the anomaly because the anomaly
was in the shape of a sphere and not a cube. This issue did not occur when the deformed
clouds from a scanning distance of 2 m were compared to the scan from 10 m, as the M3C2
distance estimates the normal direction from the reference cloud and not the deformed
cloud. Lague et al. [17] explained how the M3C2 method can under/overestimate the
distance between two clouds because of the wrong estimation of the normal direction.

Furthermore, the scanning distance and scanning angle were not significant when the
two scans (i.e., prior to and post deformation) were conducted from the same scanning
position. The results overall did not show a large variance between the two deformation
scenarios (i.e., local deformation, and local and global deformation) and the methods of
analysis (i.e., compared to scans from the same or different scanning positions). However,
small trends and patterns can be detected. While the C2C method seemed to be more
sensitive to the reference cloud, the C2M method was more sensitive to the deformation
scenario. This is because the C2C method used a local height function to create a local
surface in the reference cloud of which the C2C distance was calculated. The C2M method,
however, used a cloud mesh to represent the reference cloud, which mitigates the bias
from the density of the point-cloud. Hence, the C2M method was more dependent on the
deformed cloud, which was different between the two deformation scenarios. Additionally,
both the C2C and C2M methods showed a rise in the error for the scans larger than 20 m as
the density of the point-clouds became very small.



Remote Sens. 2024, 16, 4647 12 of 31

(a)

(b)

(c)

Figure 8. The accuracy of estimating the maximum depth of the anomaly using three cloud-
comparison techniques: (a) C2C distance, (b) C2M distance, and (c) M3C2 distance.

6. Application of the Change Detection Techniques

In the above sections, two types of analysis were performed; (i) the identification of the
local anomaly, and (ii) the estimation of the accuracy of the C2C, C2M, and M3C2 methods
in estimating the magnitude of the local anomaly. Both were based on controlled experiment
where different scenarios were simulated, and the scanning was conducted from various
scanning positions. For the first analysis, the identification of the local anomaly using the
change detection was under the same environmental and weather conditions. The next step
was to test the three approaches in detecting anomalies and deformation on an application
of the real structural monitoring of a civil engineering structure.

For this purpose, scans were collected for a case study of a structure consisting of
(i) a sheet-pile retaining wall, (ii) a capping concrete beam, and (iii) a brick wall facade
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(Figure 9). The structure was a new-build student accommodation, where the construction
was completed in the summer of 2020. The monitoring of the structure was started just
after the completion of the construction and was conducted in five epochs. The scans
were collected from roughly the same scanning position and time of the day (i.e., around
10:00 AM) and from a distance of about 18 m.

Figure 9. Overview of the monitored case study, showing the area of interest.

The details of the meteorological observations at the time of scanning for each epoch
is presented in Table 3 as observed by the Met-Office [26]. The average (three epochs in
November) temperature, wind speed, humidity, and MSL pressure were 6 ◦C, 5.7 Knot,
86.2%, and 1024.3 hPa, respectively, in November, whereas the average (two epochs in June)
values in June were 15.4 ◦C, 5.5 Knot, 60.75%, and 1023 hPa.

Table 3. The environmental condition at the time of scanning for each monitoring epoch.

Epoch 1 2 3 4 5

Date 4 November 2020 9 June 2021 22 November 2021 1 June 2022 3 November 2022

Time 11:00 10:05 10:19 10:24 10:06

Air temperature (◦C) 5.8 11.2 5.2 19.5 7.0

Solar radiation (KJ/m2) 796 426 285 2376 523

Humidity (%) 87.5 69.2 90.3 52.3 80.9

Wind speed (Knot) 6 4 3 7 8

Wind direction (◦C) 250 110 250 50 250

MSL pressure (hPa) 1032 1021 1027 1025 1014

The change detection was performed with the same methodology explained in Section 3.2
but with the use of the first scan that was conducted for the first epoch (i.e., 4th of November
2020) as the reference cloud. However, the methodology was first used for the calibration of
the change detection results by applying the change detection for scans that were collected
on the same day (4 November 2020) from two scanning positions (i.e., orthogonal and
oblique with respect to the monitored surface) and at two times of the day (i.e., morning
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and afternoon). Only the change in intensity is presented in Figure 10, but the change in
the normal vector along the x-, y-, and z-axes is presented in Appendix A in three figures.
The results show no deformation detected, as expected, for the independent scans that
were taken on the same day.

Figure 10. The change in the intensity values for the scans that were taken in November 2020,
compared to the reference clouds (i.e., orthogonal and oblique).

The change in intensity of the point-clouds is presented in Figure 11 for the period from
November 2020 until November 2022. In general, there was noise in the colors, especially
for the points associated with the brick wall. This is because of the difference in intensity
between the bricks and the cement mortar. There was no noise observed at the sheet piles
due to the very low value of the intensity of the reflected signals. However, the noise was
larger in November 2022, which was also observed in a similar laser scanner application
and the impact of surface turbidity on the laser scanner intensity (Ranieri et al. [27]).

Figure 11. The change in the intensity values for each orthogonal scan that was acquired in the
morning of each scanning day, compared to the reference cloud that was taken on 4 November 2020.
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In some areas of the point-clouds, it was clearly observed that there was an increase
or decrease in the intensity of the reflected laser. More specifically, a horizontal line of
the change in the intensity at the lower part of the sheet piles (i.e., along the transverse
axis) at the water level of the canal expresses an increase in the intensity in June 2021 and
2022 when the water level of the canal was lower than November 2020 (the reference scan).
However, the intensity of the same points was reduced in November 2022 (turned into
dark grey) as the water level increased and covered that area. When the water level was at
a similar level in November 2021, the line was a mix of red and black zones.

For the brick wall, a loss in the reflected intensity was detected at different areas,
mainly near the windows as shown in Figure 11. These changes were detected since June
2021 and remained in the latter epochs, which could be due to potential post-construction
treatment (e.g., cleaning, maintenance, and waterproofing) that took place in the period
between November 2020 and June 2021 (i.e., the first six to eight months of the structure’s
age). These changes were detected in all four scans between June 2021 and November 2022
under different scanning conditions (i.e., temperature and humidity), strengthening the
validity of the detected changes and the used approach.

Another parameter for the change detection of the wall facade is the change in the
direction of the normal vector, which is plotted in Figures 12–14 along the x-, y-, and z-axes,
respectively. The change in direction of the normal vector provided consistent performance
for the various months, and was very small, indicating no significant change in the surface.
However, two bricks were detected to have a noticeable change in the normal direction
between the first epoch and the latter epochs. This was because of the material and texture
of theses two bricks as shown in Figure 9. Additionally, two lines were detected by the
change in normal direction along the z-axis near the two bricks with rough textures (with
the black boxes in Figure 9). This was identified in November 2021 and remained visible
in the latter epochs, suggesting that an additional layer of cement mortar was applied
between the bricks in that area.

Figure 12. The change in direction of the normal vector along the x-axis for each orthogonal scan that
was acquired in the morning of each scanning day, compared to the reference cloud that was taken
on the 4 November 2020.



Remote Sens. 2024, 16, 4647 16 of 31

Figure 13. The change in direction of the normal vector along the y-axis for each orthogonal scan that
was acquired on the morning of each scanning day, compared to the reference cloud that was taken
on 4 November 2020.

Since the normal vector was mainly pointing towards the negative y-axis, the normal
component along the x-axis was very small, and therefore only few changes were detected
along the x-axis. Although the analysis using the change in the normal direction along the
three axes was powerful in detecting small changes in the wall facade, it also detected the
edges of the scanned surface (clearly detected with the change in the normal vector along
the y-axis), as well as the anomalies or the abnormal surface material/texture (such as the
case of the two bricks). The change in normal direction along the y-axis (the one parallel
to the normal of the scanned surface) can be the most suitable technique for detecting the
outliers and edges of the scanned surface, while the change along the z-axis is powerful in
detecting the tilt of the scanned surface about its transverse axis.

Figure 14. The change in direction of the normal vector along the z-axis for each orthogonal scan that
was acquired on the morning of each scanning day, compared to the reference cloud that was taken
on 4 November 2020.
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7. Conclusions and Future Recommendations

The performance of TLS was experimentally assessed for the accurate detection of
the local bulge-type anomaly in structures, such as retaining walls. This includes (i) the
identification of the local anomaly, and (ii) the accuracy of the estimation of the depth
of the local anomaly. A controlled experiment was conducted for various parameters
that can affect the performance of the laser scanner including (i) the scanning range (i.e.,
2–30 m), (ii) scanning angle (from 0◦ to 60◦), and (iii) techniques to detect the local anomaly
(intensity, normal vector, C2C, C2M, and M3C2).

The main outcomes of the experiment showed that the TLS can confidently reveal
the surface anomaly when the change detection results are combined (e.g., M3C2 distance,
change in intensity, and the change in direction of the normal vector). While the change
in intensity was influenced by the scanning position, the M3C2 distance estimation as
well as the change in the normal direction were more consistent, regardless of the change
in the scanning position. Furthermore, the three cloud-comparison methods (i.e., C2C,
C2M, and M3C2) showed good performance in detecting the maximum depth of the
anomaly (accuracy within 2–4 mm). Although the M3C2 method was the most accurate
(i.e., 1–2 mm), it can over/underestimate the depth of the anomaly because of the biased
estimation of the direction on which the distance was calculated. Whereas the C2C method
was sensitive to the characteristics of the reference cloud (i.e., initial undeformed cloud),
the C2M method seemed to be more influenced by the characteristics of the deformed cloud.
The results also showed that the scanning distance and angle did not increase the error
budget significantly, especially when comparing two scans (before and after deformation)
from the same location.

A case study was conducted for a wall facade over a period between November 2020
and 2022 to investigate the practicality of the change detection techniques with many
variables, such as weather. The case study was conducted to assess the impact of the
error caused by the registration of the point-clouds, which was mitigated in the conducted
experiment (i.e., the experiment with the papier-mâché sheet). The results showed that
the change detection techniques were consistent by showing the same changes even at
different epochs. The monitoring was conducted in November and June with different
weather conditions, showing that the weather did not impact the change detection.

The results of this research can be beneficial for creating deep learning algorithms to
detect surface anomalies in wall facades, regardless of the scanning position of the TLS.
Further research should also focus on the various (i) sizes and shapes of surface anomalies,
(ii) material and color of the scanned surface, and (iii) types of TLS. Finally, an advanced
study of how the various shapes and sizes of the surface anomalies in the facade are
developed (i.e., predict the cause of the surface anomaly based on the characteristics of the
surface anomaly) will be significant in the field of structural health monitoring.
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Appendix A. Detailed Analysis for the Local Deformation Experiment

This appendix presents the detailed change detection figures for both deformation
scenarios (i.e., local deformation, and local and global deformation) at all the scanning
positions and by using both analysis methods (i.e., analysis of clouds prior to and after the
deformation from the same scanning position, as well as the case where the reference and
deformed clouds were taken from different scanning positions).

Firstly, the M3C2 distance was calculated and is presented in Figure A1 for the scans
compared to the initial scan from the same scanning position and Figure A2 for the scans
compared to the point-cloud at the initial state of the papier-mâché sheet with a scanning
distance of 10 m. The results show that the anomaly was detected in all scanning positions
and for both analysis methods. However, the scans that were taken from 2 m were not very
accurate, as they also showed wrong estimations of anomalies on the surface. The bias
was not detected for the case where the initial scan was from 10 m because the direction
of the normal vector for the local surface (i.e., the direction of which the displacement
was calculated from) using the M3C2 method was estimated based on the points in the
point-cloud from 10 m that had less density. In other words, the M3C2 distance was
calculated along the transverse axis instead of the lateral axis, and this displacement shows
the diameter of the anomaly instead of the depth.

In the case of comparing scans with the initial scan from 10 m especially for the
local deformation only in Figure A2a, the results show that the points associated with the
two hangers at the top of the papier-mâché sheet were deformed backwards (i.e., away from
the TLS) when the angle of incidence increased. This is because the angle of incidence and
the beam divergence, which affect the accuracy of the lateral position of the scanned surface.
This was observed for the hangers only and not for the papier-mâché sheet, suggesting that
this effect is material dependent.

The analysis was also performed for the change in intensity of the reflected signal
shown in Figure A3 for the scans that were compared to the initial scan from the same
scanning position, and Figure A4 for the scans that were compared to the initial scan from
10 m. The results show the great sensitivity of the change in intensity to the scanning angle.
For the scans that were compared to the same scanning position, the change detection was
weak for the scans that were not taken perpendicularly (i.e., for the scans from 10◦, 20◦,
30◦, 40◦, 50◦ and 60◦). As the scanning distance increases in Figure A1b, the black area
increases as well because the decrease in the intensity is caused by the change in vertical
angle. For the scan from 2 m, the TLS was very close and at the same level as the top of
the papier-mâché sheet (i.e., the magnitude of zero along the z-axis was located at the top
of the sheet). In this scan, the bottom of the sheet had a large vertical angle to the scanner,
and therefore the change was not noticed clearly. As the TLS moves away from the sheet, a
greater area of the sheet has a small vertical angle, and therefore the black area spreads.
On the one hand, the anomaly was detected for the case of local deformation only for all
scanning distances but with 0◦ of a horizontal angle, except the case where the TLS was
very close (i.e., 2 m) to the papier-mâché sheet.

The change in intensity, that is presented in Figure 11, was powerful in detecting the
treatment/maintenance on the facade of the monitored structure, compared to the visual
detection of changes. For example, the bricks beneath the windows (Figure A5) had various
intensities because of the change in material/colors, which led to difficulty in the detection
of changes, compared to Figure 11.

Another parameter that was examined is the change in the direction of the normal
vector (Figures A6 and A7 for the change along the x-axis, Figures A8 and A9 for the change
along the y-axis, and Figures A10 and A11 for the change along the z-axis). The results
show both analysis methods, against the initial scan from the same scanning position and
the initial scan from 10 m. The results show similar performance for the change along
the x- and z-axes. The change is consistent, showing the anomaly clearly. The noise is
larger for the scans with a closer distance, indicating that the radius that was used for the
change detection was larger than the ideal, and thus a smaller radius would be suitable
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to increase the resolution of the change detection. For the change in the normal direction
along the y-axis, the edges of the anomaly were detected as well as the edges of the sheet.
The change along the y-axis had the maximum amount of outliers, compared to the change
in the normal direction along the x- and z-axes. In general, the change in direction of the
normal vector was a consistent and reliable parameter in detecting the surface anomalies in
the papier-mâché sheet, and was not affected by the change in scanning position, which
is significant.

(a)

(b)
Figure A1. M3C2 distance for the papier-mâché sheet, compared to the initial scan (at the same
scanning position) with no anomaly: (a) with no tilt, and (b) with tilt.
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(a)

(b)
Figure A2. M3C2 distance for the papier-mâché sheet, compared to the initial scan (at 10 m) with no
anomaly: (a) with no tilt, and (b) with tilt.
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(a)

(b)
Figure A3. Change in intensity of the papier-mâché sheet, compared to the initial scan (at the same
scanning position) with no anomaly: (a) with no tilt, and (b) with tilt.
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(a)

(b)
Figure A4. Change in intensity of the papier-mâché sheet, compared to the initial scan (at 10 m) with
no anomaly: (a) with no tilt, and (b) with tilt.
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Figure A5. The intensity of the reflected signal on each orthogonal scan that was acquired on the
morning of each scanning day.

(a)

(b)
Figure A6. Change in the normal vector along the x-axis, compared to the initial scan (at the same
scanning position) with no anomaly: (a) with no tilt, and (b) with tilt.
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(a)

(b)
Figure A7. Change in the normal vector along the x-axis, compared to the initial scan (at 10 m) with
no anomaly: (a) with no tilt, and (b) with tilt.
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(a)

(b)
Figure A8. Change in the normal vector along the y-axis, compared to the initial scan (at the same
scanning position) with no anomaly: (a) with no tilt, and (b) with tilt.
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(a)

(b)
Figure A9. Change in the normal vector along the y-axis, compared to the initial scan (at 10 m) with
no anomaly: (a) with no tilt, and (b) with tilt.
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(a)

(b)
Figure A10. Change in the normal vector along the z-axis, compared to the initial scan (at the same
scanning position) with no anomaly: (a) with no tilt, and (b) with tilt.
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(a)

(b)
Figure A11. Change in the normal vector along the z-axis, compared to the initial scan (at 10 m) with
no anomaly: (a) with no tilt, and (b) with tilt.

For the monitoring of the case study, the change in the normal vector along the x-,
y-, and z-axes for scans that were taken on the same day (4 November 2020) is presented
in Figures A12–A14. These changes were detected at the locations of the geometry or the
material of the surface because the methodology of the change detection compares each
point in the reference scan with a number of selected points around the same location in
the deformed scan as explained in Section 3.2.
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Figure A12. The change in the direction of the normal vector along the x-axis for the scans that were
taken in November 2020, compared to the reference clouds (i.e., orthogonal and oblique).

Figure A13. The change in the direction of the normal vector along the y-axis for the scans that were
taken in November 2020, compared to the reference clouds (i.e., orthogonal and oblique).
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Figure A14. The change in the direction of the normal vector along the z-axis for the scans that were
taken in November 2020, compared to the reference clouds (i.e., orthogonal and oblique).
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