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A prominent account of decision-making assumes that information is accumulated until a fixed response threshold is crossed.
However, many decisions require weighting of information appropriately against time. Collapsing response thresholds are a math-
ematically optimal solution to this decision problem. However, our understanding of the neurocomputational mechanisms under-
lying dynamic response thresholds remains significantly incomplete. To investigate this issue, we used a multistage drift-diffusion
model (DDM) and also analyzed EEG P power lateralization (BPL). The latter served as a neural proxy for decision signals. We ana-
lyzed a large dataset (1 =863; 434 females and 429 males) from a speeded flanker task and data from an independent confirmation
sample (n=119; 70 females and 49 males). We showed that a DDM with collapsing decision thresholds, a process wherein the deci-
sion boundary reduces over time, captured participants' time-dependent decision policy more accurately than a model with fixed
thresholds. Previous research suggests that BPL over motor cortices reflects features of a decision signal and that its peak, coinciding
with the motor response, may serve as a neural proxy for the decision threshold. We show that BPL around the response decreased
with increasing RTs. Together, our findings offer compelling evidence for the existence of collapsing decision thresholds in decision-
making processes.
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This study uncovers compelling evidence to suggest that under high time pressure, dynamic decision thresholds drive the
termination of decision formation, as seen in the § power lateralization (BPL) over the motor cortex during a speeded flanker
task. This is demonstrated by behavioral modeling, showing that subjects’ time-dependent decision policy is best captured in
drift-diffusion models that allow dynamic decision bounds and confirmed in the neural signal, whereby BPL over motor cor-
tices reflects features of the modeled decision signal.
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Introduction trade will be profitable. However, as the trading day nears its
end, the trader may lower this threshold, opting to make trades
with less certainty to avoid missing potential market gains.
This scenario mirrors the collapsing decision thresholds concept
we investigate in our research. Psychology and neuroscience have
successfully utilized sequential sampling models such as the
drift-diffusion model (DDM) to understand the underpinnings
of decision-making (Ratcliff et al., 2016). DDMs assume that
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We often make decisions under time pressure, sacrificing exten-
sive evidence accumulation in favor of or against choice alterna-
tives. For example, in the realm of financial trading, quick
decision-making is paramount. A trader might start the day
with a high threshold for certainty, seeking clear signals that a
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facilitates terminating decision-making when no solution can be
reached within the desired time frame. Yet, evidence in favor of
diffusion models with dynamic decision bounds is mixed
(Hawkins et al., 2015a; Ratcliff et al., 2016; Palestro et al., 2018;
Bond et al,, 2021; Overmeyer et al., 2023).

Neurophysiological signals that implement time-dependent
decision policies have recently been demonstrated in multiple
species in the form of time-dependent build-up of movement-
selective activity consistent with an additive urgency signal.
This can be considered as a neural implementation of dynamic
decision bounds (Hanks et al., 2014; Murphy et al, 2016;
Thura & Cisek, 2016; Steinemann et al., 2018; Kelly et al,
2021), yet our understanding of the underlying mechanisms of
such adaptations remains incomplete. It has recently been sug-
gested that the motor cortex is involved in the decision-making
process by continually sampling information in favor or against
response options (Cisek & Kalaska, 2005; Pape & Siegel, 2016). In
the EEG, this process is reflected in  band (13-25 Hz) activity
over centroparietal electrodes. It has been shown that f power
over the contralateral motor cortex decreases before any overt
action and even reflects imaginary movements (Kuhn et al,
2006). The difference in p power between both motor cortices
may thus encode the relative evidence in favor of respective
response options in a lateralized fashion (Donner et al., 2009;
Pape & Siegel, 2016) or, put more broadly, decisions in action-
space (Cisek & Kalaska, 2005; Hunt et al., 2013). In this line of
research, we recently demonstrated that model parameters of a
multistage DDM and the lateralization of EEG [ power conver-
gently show a complex interplay that facilitates behavioral adap-
tations after erroneous responses in a flanker task (Fischer et al.,
2018). Specifically, suppression of distracting evidence, together
with increased response thresholds, appears to cause slower
and more accurate performance in trials that followed erroneous
responses. Based on this work demonstrating a remarkable sim-
ilarity of the time course of the decision variable in the DDM and
the B power lateralization (BPL) over the motor cortex, we argue
that the BPL peak around response time can serve as a proxy for
response thresholds.

Here, we follow up on this argumentation and investigate
whether BPL can demonstrate a plausible neural mechanism
for collapsing decision thresholds in a large sample of 863 healthy
participants. We complemented our previous multistage DDMs
(Fischer et al, 2018) with an additional free parameter that
allowed decision bounds to collapse according to a cumulative
Weibull distribution. This model makes distinct predictions
about the decision threshold depending on speed: later decisions
are made at a lower threshold. We hypothesized that if decision
thresholds collapse, a decreased BPL peak, coinciding with the
motor response, for slower responses should be present.
Indeed, we found that BPL around the response decreased with
increasing RT. Consistently, we found that the dynamic decision-
bound DDM provided a better fit for the data. Taken together,
model predictions and their independently measured neuronal
proxies in p power convergently support the assumption of col-
lapsing decision thresholds.

Materials and Methods

Participants

Eight hundred ninety-five healthy young adults were recruited into the
study. After the exclusion of participants due to low task performance,
recording failures, or poor data quality, 863 participants remained for
subsequent analyses. The mean age of the sample including 434 female
and 429 male participants was 24.2 years (range, 18-40). A detailed
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description of the sample characteristics and exclusion criteria can be
found in the study of Fischer et al. (2018).

To replicate the key findings, we analyzed data from an independent
confirmation sample of 119 subjects (mean age 22.89 years; range, 18-38;
70 females). These datasets were collected at the Otto-von-Guericke
University Magdeburg as part of an ongoing genetic association study
using the same approved study protocol.

Task

We employed a speeded arrow version of the Eriksen flanker paradigm in
that participants were encouraged to respond as quickly and correctly as
possible to the direction of the target arrow presented in the center of the
screen (Fig. 1A). To elicit a large proportion of response errors, we pre-
sented distracting flanking stimuli in visual proximity and slightly ahead
in time [stimulus-onset asymmetry (SOA); 83 ms] of the imperative,
central target stimulus. On incongruent stimulus sets, a mismatch
between the flanker and target arrow directions induced conflicting
response tendencies. The response conflict was further enhanced by
the manipulation of stimulus distances among each other (far distance,
6.5° and 4°, and close distance, 3.5° and 1.75° visual angle; Danielmeier
et al.,, 2009) and the time between the trials [response-stimulus intervals
(RSIs); short=250 ms, long=700 ms; Danielmeier and Ullsperger,
2011]. In total, the task comprised 1,088 trials. A short response window
of 1,200 ms and short RSIs ensured high time pressure.

Empirical conditional accuracy functions

To investigate time dependency in the decision process, we used empir-
ical conditional accuracy functions (CAF). Analyses of the CAF were
conducted using a slightly adapted code provided by Murphy et al.
(2016). The procedure was as described by Murphy et al. (2016), and
the following description is adapted therefrom.

To estimate mean accuracy as a function of RT (i.e., the CAF), we
used a single-trial logistic regression. To account for fast errors and a
possible decreasing CAF toward the response deadline, we constructed
an algorithm that minimizes the combined sum of squared errors of
piece-wise logistic regressions of accuracy (1= correct, 0 =error) onto
RT, splitting trials before and after a temporal inflection point & such
that:

(1 + e~ BB x®T—a)y~"
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Here, 3 is the accuracy at «, B, is the slope of the CAF before «, and 3,
is the slope of the CAF after «.. 8, was constrained to be >0 to reflect the
fact that the left segment of the piece-wise fit accounts for the increasing
portion of the CAF (i.e., this considers the fact that in our task, most
response errors are made at fast RTs). The model was fit using Nelder—
Mead simplex minimization to estimate 3y, 3;, and 3, parameters while
conducting an exhaustive search of possible « values (step size = 10 ms end-
ing at 1 s). Whichever piece-wise segment is fit first determines 3, and thus
constrains the fit of the remaining segment; therefore, the algorithm was
run twice (left segment fit first and right segment fit first) for each « to
find the true minimum (Karsilar et al., 2014; Murphy et al.,, 2016). This
single-trial regression approach allows for a reasonable approximation of
the temporal evolution of the CAF throughout the whole trial length.

DDM and model comparison

Basic features of the multistage sequential sampling models and general
fitting procedures were described by Fischer et al. (2018). The description
is adapted therefrom.

DDM stages. Our DDM assumed that the decision signal in the
flanker task undergoes several stages (Fig. 1D,E). The start point of
each trial was modeled as a baseline period prior to flanker onset
(Stage 1). Here, each time step of the decision signal was drawn from a
normal distribution with a mean of zero and an SD of 0.001 and shifted
by a model-free variance parameter (sz) reflecting start points at each
trial. This was mainly done because we wanted to obtain predictions of
the time course of the signal comparable to the recorded EEG data.
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Figure 1.  Task information, model features, and predictions. A, In the flanker task, either congruent or incongruent flankers (four surrounding arrows) in proximity or further away from the

central target (inlet) are presented on each trial. B, Individual RT means split up by different trial types. Congruent stimuli usually yield faster responses (green) compared with incongruent
stimuli, which leads to delayed responses (orange) or induces fast errors (red). ¢, Conditional accuracy function. Here, the points indicate the mean accuracy of trials sorted by RT into 25
equal-sized bins. The line shows the best fits of piece-wise logistic regressions to each subject's single-trial data. The shades indicate +SEM. D, E, lllustration of the multistage DDMs [full
model with (DDM6, right) and without (DDM5, left) decision-bound collapse]. We show the drift process based on three example trial types: congruent correct trials (green drift process),
incongruent correct trials (orange drift process), and incongruent error trials (red drift process). Our DDMs consisted of five separate stages (depicted as bars underneath), and the full model
(DDM6 on the right) included nine free parameters: drift rate (v), variance in drift rates (sv), boundary (a), variance in start points (sz), nondecision time (T, reflecting visual processing and
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This period was followed by a second stage during which the decision sig-
nal could drift randomly away from the start point for the duration of the
nondecision time of each trial (Stage 2). We allowed for noise accumu-
lation during this period because we previously demonstrated that quick
random diffusion in the nondecision time partly explains simple
response errors in response conflict tasks (Fischer et al, 2018).
Thereafter, we assumed that evidence accumulation was driven by
flanker direction for as long as these were displayed (Stage 3).
Consecutive to the flanker diffusion, evidence accumulation was driven
by the direction of the target stimulus until the response threshold was
met (Stage 4). Finally, we modeled a consecutive return of the decision
signal to zero according to an Ornstein-Uhlenbeck process (Uhlenbeck
& Ornstein, 1930) to facilitate comparisons between the model and BPL
(Stage 5). In short, the Ornstein-Uhlenbeck process is a stochastic process
that reverts a signal to a mean, 6, with speed, k, and volatility, . We fixed
these parameters to 6 =0, k = 0.004, and ¢ = 0.001.To speed up the model
fitting procedure, we neither simulated baseline periods nor returned to
zero during the fitting because these stages have no effect on model pre-
dictions and were merely added to the model to facilitate comparison
between the predicted decision signal from the DDM to the time course
of the EEG signal.

Model parameters and description. As in most DDMs, evidence
accumulation in our model is governed by a Wiener process with step-
wise increments according to a Gaussian distribution with mean v (called
drift rate) and within-trial variance s (reflecting the system's noise, i.e.,
the amount of noise per computation step of the diffusion), which was
fixed to 0.1. The step size for all models was set to 1 ms. A decision
(response) is triggered when the diffusion reaches a criterion (Fig. 1D,E,
threshold or boundary, blue and magenta lines, respectively, with
values + ). We used symmetrical boundaries that were defined as left-
hand responses when the positive boundary was reached first and as
right-hand responses when the negative boundary was reached first
(Fig. 1D,E). To make the signal comparable to EEG  power, we flipped
all diffusion epochs to reflect the given response as negative. Therefore, in
all plots (except for Fig. 1D,E) of the diffusion signal, more negative
values reflect evidence accumulation in accordance with the selected
response option. While only flankers were on screen, the model's diftu-
sion was driven by the direction of the flanking arrows (i.e., positive
when left, negative when right), scaled by a free parameter f.
Specifically, the drift rate during the flanker-only period (v1) on a given
trial t was determined by the following:

Flanker drift (v1¢) = v X f; x fd;.

Here, v; and f; on a given trial t were drawn from a normal distribution
with mean v and fand their associated variances (sv and sf, respectively,
see below); fd, reflects the direction (+1, flanker pointing to the left; —1,
flanker pointing to the right) of the flankers on a given trial t. After the
target onset, the diffusion was governed by the target direction. This drift
rate (v2, whereby v2, = v,) reflects the combined influence of the target
plus flanker on the decision signal. Moreover, we assumed that despite
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the disappearance of target and flanker arrows after 33 ms of common
presentation, the decision continues to form with a constant speed (vy).
This was based on several studies that indicate that constant drift rates
account well even for cases in which visual input is masked after a certain
period of time (Ratcliff & Rouder, 2000). Therefore, left-pointing incon-
gruent flankers (Fig. 1D,E orange drift lines) are associated with a posi-
tive drift during the SOA, but a negative drift thereafter. Note that both
periods are shifted in time by the nondecision time modeled as a free
parameter (T.,). T, here simulates the translation time of stimulus evi-
dence into decision formation, which can be expected to mainly reflect
visual processing and response mapping, and varies to a certain degree
on every trial, for example, due to fluctuations of alertness (see variance
parameter description below).

Variance parameters and dynamic decision boundaries. Across trials,
we assume that the start point (z) of evidence accumulation (the base-
line), nondecision time (T,), drift rate (v), and distractor suppression
(f) vary to some degree. As the task comprised exactly 50% left and right
responses, we fixed the mean start point (z) of the diffusion process to 0. All
models were thus unbiased regarding the average starting point across the
experiment. However, each individual trial's starting point was allowed to
randomly vary according to a uniform distribution with lower and upper
limits fit as the free parameter sz x 0.5 (i.e., upper/lower limit =0 +sz/2).
This variance in start points can be interpreted as the range of bias of a par-
ticipant toward a left- or right-hand response that varies between trials.
Moreover, we modeled the nondecision time (T,) single-trial variance
with parameter st as a uniform distribution with borders = T, + st/0.5.
This simply reflects that in some trials, evidence may take longer to be pro-
cessed, for example, via fluctuations in attention. To account for variance in
the drift rate, we allowed drift rates to vary according to a zero-mean
Gaussian distribution with variance sv. Those trials with higher drift rates
will reach a decision quicker yet may also be more prone to reach the incor-
rect boundary on incongruent trials, where the flanking stimuli point away
from the correct direction. Additionally, we assumed that the degree to
which distractors influence the diffusion process may vary between trials,
reflecting selective attention and attention slips. Therefore, we modeled
trial-by-trial flanker suppression effects according to a zero-mean
Gaussian distribution with variance sf. Finally, the free parameter k scaled
a dynamic decision boundary collapse according to a Weibull distribution.
Here, the dynamic boundary u at time ¢ was calculated as follows:

U =a-— (1—exp—(£>s> xg.

In this equation, a represents the initial boundary value, and k scales the
Weibull distribution. The shape parameter s was fixed at 3 to impose a
“late collapse” decision strategy. This value/shape was informed by results
from a previous study in a large human sample (Hawkins et al., 2015a).
In sum, the full model (DDM6) comprised five free parameters (v, f,
a, Te, k) and four trial-by-trial variance parameters (sv, sf, sz, st).
Variance parameters and decision boundary were partly fixed for analy-
ses of other, less complex models that are thus nested within DDM6.

motor execution times), variance in T, (st), boundary collapse (k), flanker weighting (), and variance in f (sf). The first stage reflects the prestimulus baseline. On each trial, the decision process
starts with a random start point sz, which is drawn from a uniform distribution. Stage 2 starts after the flanker presentation (0 ms) and represents the nondecision time (Te,) per trial. T, varies on
each trial depending on st, which is also modeled as a uniform distribution. In this period, the decision process randomly drifts away from the start point. Stage 3 reflects a noisy diffusion in the
flanker direction (sv), which varies from trial to trial (sf). Thus, on each trial in this stage, the decision process drifts in the flanker direction with drift rate v1 = v, x fix fd,. Here, fd, reflects the
direction (+1, flanker pointing to the left; —1, flanker pointing to the right) of the flankers. Consecutive to the flanker diffusion, evidence accumulation (v2;) was driven by the direction of the
target stimulus until the response threshold was met (Stage 4). Finally, we modeled a consecutive return of the decision variable to zero according to an Omstein—Uhlenbeck process to facilitate
comparisons between the model and BPL. To speed up the model fitting procedure, we neither simulated baseline periods nor returned to zero during the fitting because these have no effect on
model predictions. For the baseline, each time step of the decision signal was drawn from a normal distribution with a mean of zero and an SD of 0.001 and shifted by the start points at each
trial. The return to zero was modeled as a process that reverts the decision signal from the decision threshold back to zero, with a fixed speed of 0.004 and volatility of 0.001. The height of the
boundary parameter (a) determines how much evidence accumulation is required to cross the boundary and trigger a response. The boundary (a) can either be fixed (C) or collapse with
increasing decision time (D). To simulate the temporal evolution of the single-trial decision process depicted in (C, D) we used the mean maximum likelihood parameters from the group
fit obtained for DDM5 and DDM6. Note: The solid colored vertical lines indicate the onset of flanker drift of the respective example drift process. The dashed colored vertical lines indicate

the onset of target drift of the respective example drift process.
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Specifically, in the base model (DDM1), f was fixed to 1, such that there
was effectively only one drift rate during both the flanker-only period and
the flanker-and-target period. In addition, the base model did neither
include variance in f (sf set to 0) nor dynamic decision boundaries
(here, we imposed a fixed decision boundary, by fixing parameter k to
infinity). DDM2 extended the base model by allowing dynamic decision
boundaries. DDM3 extended the base model by accommodating two
separate drift rates, whereby v1 reflected the initial influence of just the
advance flankers, and v2 reflected the combined influence of the target
plus flankers. DDM4 added dynamic decision boundaries to DDM3.
DDMS5 was defined as the full model with fixed decision boundaries.
Finally, DDM7 and DDMS8 were variants of the full model with either
no variance in the drift rate (DDM?7) or no variance in both drift rate
and f (DDMBS).

Model fitting and comparison. We estimated the parameters for each
model in our model space by fitting their parameters to RT and accuracy
data observed using quantile maximum likelihood statistics (Heathcote
et al,, 2004) and differential evolution algorithms (Price et al., 2005).
We excluded all trials where participants responded more than once
(i.e., made correction responses) for model fitting and all other analyses
(4.96% + 4.86; confirmation sample 4.82% + 4.61). Additionally, all con-
gruent error trials were omitted for model fitting (2.54% * 1.97; confi-
rmation sample 2.35%+1.71), as is common practice when fitting
sequential sampling models to RT (Vandekerckhove & Tuerlinckx,
2007). Specifically, for each subject, we split the RTs into 10 equal-sized
quantiles to estimate quantile maximum likelihood statistics (which is
similar to a x* statistic) minimizing the negative log-likelihood of the
observed participant data given each set of model parameters. The like-
lihood of each single observed RT is determined by the model's likeli-
hood of predicting an observation in the corresponding bin separated
by correct and erroneous responses. Additionally, we used a mixture
model assuming 2% contaminates that were distributed uniformly over
the full range of RT's in correct and error responses. For model fitting
in all iterations, we applied the following hard priors, which can be
seen as boundary parameters: v (0.01-8.5), sv (0-1.5), a (0.01-0.45), sz
(0.05-0.3), T, (0.1-0.4), st (0-2), f(0.1-1.5), sf (0-1.5), and k (10e™*-3).

Because our likelihood statistic is not a true likelihood, as it relies on
summary statistics, we call resulting BIC values approximate BIC values
[approximated Bayesian Information Criterion (aBIC); akin to White
et al. (2011)]. For model comparison, we first computed aBIC values
according to the following:

BIC =L — gln(T),

where LL is the log-likelihood value at the best-fitting parameter settings,
k is the number of free parameters, and T'is the number of trials (Stephan
et al., 2009). Next, we used these individual aBIC values to compute pro-
tected exceedance probability, which is the probability that each model is
the most likely model across all participants taking into account the null
possibility that differences in model evidence are due to chance (Rigoux
etal, 2014). To test if we can distinguish between our dynamic and fixed
decision boundary models, we conducted a model recovery study
(DDMS5 vs DDMS6). To validate the best-fitting model, we tested whether
we could reliably estimate our free parameters within a parameter recov-
ery study. For these analyses, we randomly drew model parameters out of
a Gaussian distribution with mean and variance equal to the observed
fitted parameters of the respective model across the whole group to
reduce parameter value combinations that were extremely unlikely to
occur in human data. We simulated 1,000 parameter combinations
and used the same differential evolution algorithm to recover the fitted
models. Models that produced no errors at all or for which constraints
were not met were discarded from analysis. Moreover, we conducted
postpredictive checks to confirm that the best-fitting model captures
the key aspects of the choice behavior.

For predictions of the neural signals and to simulate the temporal
evolution of the modeled diffusion signal depicted in Figure 3, we used
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the mean maximum likelihood parameters from the group fit obtained
for DDMS6. For this simulation, we computed 5,000 simulated trials.

EEG processing

EEG was recorded at 500 Hz from 60 Ag/AgCl sintered electrodes with
Al as the reference channel and an electrode placed over the sternum
as the ground electrode arranged in the extended 10-20 system using
BrainAmp amplifiers (Brain Products). Impedances were kept below
5 kQ. Preprocessing of the EEG data was done under Matlab 2021b
(MathWorks) and the EEGlab 13 toolbox (Delorme & Makeig, 2004)
using custom routines as described previously (Fischer et al., 2018).
The preprocessing steps included the following: (1) filtering (0.5 Hz
high- and 42 Hz low-pass filter), (2) rereferencing to common average,
(4) segmentation into stimulus-locked epochs spanning from —1.5 to
2 s relative to target onset, and (5) automatic epoch rejection. Here,
epochs contaminated with artifacts were rejected using a dynamically
adjusted rejection threshold to remove at least one trial separately for
error and correct responses and maximally 5% per condition. The algo-
rithm rejects epochs containing artifacts based on the variance in the
epochs compared with the average variance. It starts with a rejection cri-
terion of five SD and consequently adjusts this criterion to meet the rejec-
tion criteria. Because our artifact rejection is variance based and error
response-related EEG activity typically has more variance than correct
response activity, we run the algorithm separately for both trial types
[average number of rejected epochs: error trials, 5.49 +2.53; rejection
threshold, 4.24+0.37 (confirmation sample, 5.32+2.24; rejection
threshold, 4.19 +0.32); correct trials, 35.26 +7.28; rejection threshold,
4.22+0.33 (confirmation sample, 34.20 +7.77; rejection threshold, 4.14
+0.28)]. The preprocessing steps also included (6) removal of blink,
eye movement, and other, less homogenous artifact components [aver-
age number of removed components = 3.40 + 2.07 (confirmation sample,
3.42+2.20)] using adaptive mixture independent component analysis
(Palmer et al., 2012). Finally, we extracted response-locked epochs span-
ning from —1 to 1 s from the stimulus-locked epochs.

EEG analyses

First, we convolved the artifact-free response-locked EEG signal with a
series of complex Morlet wavelets between 4 and 25 Hz. We used 20 lin-
early spaced steps and a wavelet width of six cycles. Data were then log-
transformed. In a first explorative analysis, we aimed to confirm the lat-
eralization of the signal to the hemisphere initiating a response. Here, we
used single-trial multiple robust regression and regressed the factor
response hand (—1 =left, 1 =right) onto the convolved signal for every
electrode and time point, while controlling for unspecific task effects.
Noise regressors included congruency, flanker distance, response-stimu-
lus interval (RSI), following RSI, trial number, and log-transformed RT.
This analysis confirmed response-related B band lateralization, whereby
beginning ~100 ms before response onset, 3 power decreased over the
sensorimotor cortex contralateral to the response. This was reflected in
a positive covariation between the response hand and the signal in the
B band, which was maximal at C4/CP4, and a negative covariation, which
was maximal at C3/CP3 (Fig. 3A). We chose electrodes with a maximal
effect (C3, C4, CP3, CP4) for all further analyses of BPL.

For the analyses of BPL and mean [ power, we collapsed the con-
volved signal across the frequency range of 13-25 Hz and normalized
within each participant by dividing the power by its SD and subtracting
the mean. When comparing the averaged signal over contralateral (elec-
trodes C3/CP3 for the right and C4/CP4 for the left) and ipsilateral (elec-
trodes C3/CP3 for the left and C4/CP4 for the right) motor cortices, we
show an overall decrease in p power ~300 ms prior to the response,
which was followed by a consecutive increase in  power (i.e., p rebound)
~400 ms postresponse (Fig. 3C). To derive BPL, we subtracted  band
power over the inactive sensorimotor cortex (i.e., the electrode side ipsi-
lateral to the hand that gave the response in the trial) from the B power
recorded over the active (contralateral) sensorimotor cortex. This differ-
ence signal thus compares the degree of  power reduction between both
hemispheres, presumably reflecting differential motor activation (Fig. 3).
To investigate single-trial associations of B thresholds and RT, we used
the response-locked single-trial signal (mean BPL + 12 ms around the
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Figure 2.

DDM fits and model validation. A, Cumulated approximated Bayesian Information Criterion (aBIC) scores over participants of each candidate model. The higher values indicate a
better fit of the models to the behavioral data. The results indicate that the dynamic bound model (DDM6) provides the best fit to the data. Protected exceedance probability (pEP; which is the
probability that each model is the most likely model across all participants taking into account the null possibility that differences in model evidence are due to chance) similarly favors DDM6.
Estimated model frequencies (i.e., the ratio of subjects assigned to each model in the model space) also suggest DDM6 to be the most frequent across participants. B, Plotted are correlations
between simulated and recovered parameters for the full model (DDM6). The results indicate that parameter values that were used to simulate data from the full feature DDM (ordinate) tended
to correlate with the parameter values best fit to those synthetic datasets (abscissa). The full feature DDM consisted of nine parameters: drift rate (v), variance in drift rates (sv), boundary (a),
variance in start points (sz), nondecision time (7, reflecting visual processing and motor execution times), variance in T, (st), bounds collapse (k), flanker suppression (f), and variance
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response) and regressed the log-transformed RT onto the p threshold
while accounting for unspecific task effects according to the following
equation:

BPL threshold = by + b; x Congruency + b, x Accuracy + b;
x Flanker distance + b, x RSI + bs
x Previous accuracy + b x Trial + b; x NDL + bg
x log (RT) + e.

NDL reflects negative log-distance in trials from last break.
In an explorative analysis, we used the same model to test the separate
contributions of each hemisphere (ipsilateral and contralateral p power).

Data and code availability

The conditions of our informed consent form do not permit public
archiving of the raw data because participants did not provide sufficient
consent. Researchers who wish to access processed and anonymized data
from a reasonable perspective should contact the corresponding author.
Data will be released to researchers if it is possible under the terms of the
General Data Protection Regulation. The code of the toolbox we used for
the regression analysis can be found at http://www.adrianfischer.de/
teaching.html. The code for the DDM models is available on request.
Data and analysis scripts of the confirmation sample can be downloaded
on the Open Science Framework at https://osf.io/z9svf/.

Results

Behavioral analyses confirmed that general behavior effects were
in accordance with typical results seen in flanker tasks. They
reflected interference effects, with slower (ART = + 62 ms, #(s¢2)
=-81.79, p<0.001, d=1.03, BF;(,>100) and more erroneous
(Aaccuracy =20%, tge2)=96.18, p<0.001, d=3.44, BF;,>100)
responses on incongruent trials, whereby these effects interacted
with flanker distance. Moreover, all error-related behavioral
adaptations associated with cognitive control (post-error slow-
ing, post-error increase in accuracy, post-error reduction of
interference) were present. Overall participants responded accu-
rately (mean accuracy > 85%), and most errors were committed
at faster RTs compared with correct responses (see Fischer
et al, 2018 for a detailed description of these results).
Importantly, we investigated time dependency in the decision
process utilizing empirical CAF similar to Murphy et al.
(2016). CAFs relate accuracy to RT. A time-dependent decision
policy has been characterized by a combination of a few missed
deadlines, negative CAF slopes, and decreased accuracy around
the response deadline (Murphy et al, 2016). We employed
single-trial logistic regression to estimate the shape of the empir-
ical CAFs (Fig. 1C; Materials and Methods). After accounting for
fast response errors, the estimated CAF slope was negative for
slower responses (8, =—4.41%0.35; tgs2) =—12.35, p<0.001, d
=0. 42, BF;(>100). Consistently, there was a significant differ-
ence in accuracy between the last two RT bins (0.98 +0.01 vs
0.97+0.01; fsen=745 p<0001, d=025 BF>100).
Moreover, using the regression fit to estimate the accuracy

<«
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around the deadline revealed decreased accuracies compared
with the peak decision accuracy (accuracy at the inflection point
of the estimated CAFs: 0.98 +0.01 vs 0.79 £ 0.01; t(g62) = 17.67, p
<0.001, d=0.84, BF;(>100). Finally, the amount of missed
deadlines was low: 3.49% (SD=3.59). A control analysis sug-
gested that only 0.35% + 0.49 of the responses are made between
1,100 and 1,200 ms. This result suggests that the majority of
misses may result from a different response strategy or reflect
outliers (i.e., disengagement of the task or lapses in attention).
Hence, the total amount of misses likely overestimates true
misses in our task. When combined, these findings indicate
that participants employed a time-dependent decision policy.

An extended DDM with collapsing decision boundaries
captures task behavior best

We have previously shown that an extended multistage conflict
DDM (depicted in Fig. 1D,E) captures key behavioral effects of
the task well (Fischer et al., 2018). Conceptually, our DDM is
very similar to previously introduced DDMs that model beha-
vioral effects in conflict tasks, suggesting that drift rates vary
over time [e.g., the dual-stage (Hubner et al., 2010), the shrinking
spotlight model (White et al., 2011), or, put more broadly, mod-
els suggesting attentional control mechanisms that help to filter
out irrelevant information (Servant et al., 2015; White et al.,
2018)]. Here, we use a simplified version of these DDMs that
only assumes that attention shifts from flankers (v1) to the target
once the target is on screen (v2) and that these drift rates vary
from trial to trial (sf and sv). We have previously demonstrated
that the approximation in our DDM, which assumes that evi-
dence for response A counteracts evidence for response B, is valid
and compatible with the neural signal reflected in BPL (Fischer
et al., 2018). Specifically, we demonstrated a remarkable similar-
ity of the time course of the decision variable in our DDM and
BPL over the motor cortex, whereby B power first lateralized
toward the response associated with the flanker and then toward
the response associated with the target.

To investigate whether dynamic decision boundaries explain
subjects' behavior better, we complemented our multistage
DDMs with an additional free parameter that scaled decision-
bound collapse according to a cumulative Weibull distribution.
As can be seen in Figure 1D, this model makes a specific predic-
tion: later decisions are formed at a lower threshold. Model com-
parison (Fig. 2C-L) revealed that our data are best described by
the full model with collapsing decision bounds (DDM6; as mea-
sured by approximated BIC and achieving protected exceedance
probabilities of 100%). This indicates that individuals apply a dis-
counting function that decreases decision thresholds when time
is running out (ie., the response window of 1,200 ms closes).
Maximum likelihood parameters of the winning model had the
following values: drift rate (v) =4.23 + 1.46, variance in drift rates
(sv) =0.80 £ 0.54, boundary (a)=0.37£0.07, variance in start
points (sz) =0.17 £ 0.09, nondecision time (T,;)=0.29+0.02,

in f (sf). €-J, Quantile fits of the model (C—E, DDM5, orange; G—I, DDM®6, green) against human RT data (light blue). F, J, Model and human accuracy (F, DDM6; 1, DDM5). In all conditions
(congruent and incongruent correct as well as incongruent error), both models capture the RT data in each quantile, suggesting a good fit to the data. However, the full model with collapsing
boundaries appears to capture the variance in the data better (particularly in the later RT quantiles). B—J, Boxes = interquartile range (IQR), o = median, - = mean, whiskers =1.5 X IQR, gray
dots = outlier. Differences in model fit become more evident when comparing CAFs and missed deadlines produced by the model. K—L, CAF and proportion of missed deadlines from the full fixed
bound model (DDM5; K) and the full model with collapsing boundaries (DDM6; L). The points indicate the mean accuracy of trials sorted by RT into 25 equal-sized bins informed from the
empirical data. The line shows the best fits of piece-wise logistic regressions to each subject's modeled single-trial data. The shades indicate +SEM. Note that for model fitting, we excluded all
missed trials from the empirical data. M, Model recovery analysis. We simulated data with DDM5 and DDM6 and then evaluated the simulated data using each model. The results indicate that the

models can reliably be recovered.
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Figure 3.  Response-locked power spectra, f power, and DDM decision variable. A, The result of a single-trial regression analysis comparing responses with the left and right hand, while
controlling for congruency, flanker distance, and RSls, following RSI, trial number, and log-transformed RT. Data suggest that B power more strongly decreases when a response is given with the
contralateral compared with the ipsilateral hand. This effect was most pronounced over the electrodes (3/4 and CP3/4. BPL signal (€) is composed of the activity difference recorded over
contralateral and ipsilateral motor cortices (B). D-G, Neural stimulus processing locked to response separated by response speed, congruence, accuracy, and previous accuracy. First, we
show that in BPL as well as the modeled signal a lateralization toward the given response is pronounced for fast response (D, H). Importantly, BPL at response execution is reduced for later
responses. This observation confirms dynamically changing decision bounds within a trial and is also reflected in the modeled signal (H). In addition, when comparing RT-matched correct
congruent and incongruent trials, we found a significant difference at response execution (). Exploratory analysis of the lateralized signal (Fig. 5) demonstrated that this effect is caused
by reduced activation (i.e., increased B power) of the ipsilateral hemisphere on congruent trials compared with incongruent ones. This likely reflects enhanced motoric readiness caused by
the flanker stimuli. This effect is not captured by the DDM signal (/) because it does not include threshold differences between trials. When comparing RT-matched correct and error responses
(F, K), we demonstrate that both conditions are associated with similar thresholds in BPL. This effect is similarly reflected in the modeled DDM signal. Finally, we demonstrate that BPL at
response execution is increased on response-matched post-error trials (G). This may reflect strategic decision policy adaptations to increase accuracy after errors (Murphy et al., 2016; Fischer et al.,
2018). Again, this effect is not reflected in the modeled DDM signal because this model does not include threshold differences between trials (K). Note: Contours in A represent significant clusters
after cluster-based permutation testing (Maris & Oostenveld, 2007). The shades in B—K represent 99.9% Cl. The gray backgrounds indicate the significant time points after Bonferroni correction.
In H-F, we rectified the modeled diffusion signal to always plot the unchosen response up and the chosen response down. For details about the simulation, see Materials and Methods.
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variance in T, (st) = 1.15 £ 0.41, flanker suppression (f)=0.47 +
0.27, variance in f=0.75+0.27, and boundary collapse
(k)=2.41£0.60. Flanker suppression was confirmed by the
value of f, which was significantly <1, where 1 would reflect equal
processing of distractor and target information (#gs2)=81.92,
p<0.001, d=2.79, BF;(>100). The sufficiency of the winning
model was evaluated through posterior predictive checks that
matched the behavioral data on various summary measures.
Specifically, the model captured correct versus error RT quantiles
for congruent and incongruent trials and conflict-related accura-
cies (Fig. 2G-J). Additional model validation analyses indicated
that the collapsing bound model tended to recover parameters
that generated synthetic data (Fig. 2B) and that the full model
with (DDM6) and without (DDM5) collapsing boundaries can
reliably be recovered (Fig. 2M). While the full fixed boundary
model (DDMS5) also provided a good fit to the data (Fig. 2C-F),
the collapsing boundary model appears to capture the human
data slightly better in later quantiles. This difference becomes
more evident in the CAFs that were fit to the modeled data
(Fig. 2K,L). Here, the collapsing bound model captures the
empirical data better. The poorer fit of the fixed bound model
may be due to the fact that it is unsuited to generate negative
CAF slopes without increasing the number of missed deadlines
(Murphy et al., 2016). To lower the CAF slope, the fixed bound
model must increase the drift rate variance, which increases
the number of missed deadlines. Indeed, DDM5 produced
significantly more misses (i.e., percentage of trials in which the
diffusion process did not reach the decision boundary before
the deadline of 1,200 ms: DDM5 vs DDMS6, 0.44+0.03 vs
0.1148 +0.01; f(ggz) = 11.65, p<0.001, d=0.53, B¢ > 100).

To characterize predictions of the collapsing boundary
DDMS6, we simulated 5,000 individual trials using the mean of
the best-fitting individual parameters. When averaged across tri-
als in a median-split analysis, the decision signal shows clear
response threshold differences, whereby fast responses show a
higher threshold (Fig. 3E). Interestingly, our results are at odds
with previous research identifying evidence in favor of standard
DDMs with fixed bounds in humans (Hawkins et al., 2015a,
2015b; Ratcliff et al.,, 2016). In these studies, other decision-
making tasks were used (i.e., random dot motion, brightness dis-
crimination, and dot separation), and DDMs treat (perceptual)
interference trials as trials on which drift rates are low to capture
the increased RT and uncertainty on (error) trials. However,
lower drift rates per trial cannot produce fast errors. Yet, fast
errors are a hallmark of speeded reaction time tasks, like our
flanker task. Here, fast errors arise from an interaction of
distractor-driven bias and trial-wise prelateralization of the deci-
sion variables as well as noise during stimulus processing (Fischer
et al., 2018). Moreover, in contrast to most other decision-
making tasks, after flanker and target presentation (which was
only presented for 33 ms in our task), no further information
could be sampled to inform decisions. Thus, decision policies
might be task-dependent and affected by various factors. It is
also possible that mild collapsing decision boundaries were pre-
sent in previous investigations, but not clearly identifiable in
model fit comparison (Murphy et al, 2016). Specifically,
Murphy et al. (2016) argued that several popular fixed threshold
DDMs include variability parameters that are able to capture
similar behavioral effects as in dynamic boundary DDMs
(Brown & Heathcote, 2008; Murphy et al.,, 2014), which pre-
cludes discrimination between the two model classes. The differ-
ences between fixed and dynamic boundary models therefore
may exert a hard-to-detect influence on likelihood estimates in
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small samples and with methods commonly used for model com-
parison (e.g., summed BICs). Yet, predictions of different sequen-
tial sampling model classes can be highly informative to
differentiate between different mechanistic accounts. In this line
of thought, we also considered a different kind of dynamic decision
model. In this model, decision-making under time pressure is facil-
itated by an urgency signal (Cisek et al., 2009; Hanks et al., 2014).
Here, an urgency signal that increases with decision time is used as
a multiplicative gain of the diffusion and noise. Both full dynamic
bound DDMs capture RT quantiles and accuracies better than the
time-invariant models (data not shown) but make distinct predic-
tions regarding the response threshold. While the collapsing bound
model predicts that slower responses are made at lower decision
boundary thresholds, the urgency model would predict similar
decision boundaries for slow versus fast responses. We test the neu-
ral plausibility of these accounts in the next section.

Cortical BPL reflects the neural implementation of decision
boundary collapse

Next, we tested the hypothesis that the response-locked BPL rep-
resents a neural implementation for decision boundary collapse.
First, we confirmed that  power decreased more at centroparie-
tal electrodes contralateral to the initiated response (Fig. 3A-C),
suggesting that BPL reflects differential motor activation
(Pfurtscheller, 1981; Donner et al., 2009). When averaged across
trials in a median-split analysis, differences in BPL at response
execution (mean BPL + 12 ms around the response) are clearly
evident. Here, fast responses show a higher BPL (i.e., higher deci-
sion boundary; fast RT, —0.13+0.003) compared with slow
responses (fast RT vs slow RT, —0.13+0.003 vs —0.10 + 0.003;
tse2) = —9.58, p<0.001, d = 0.25, BF,( > 100; Fig. 3D). The repre-
sentation of RT is similarly reflected in the modeled DDM signal
(Fig. 2H). Thus, collapsing boundaries are confirmed by
response-locked BPL, indicating that humans make use of a dis-
counting function to decide earlier to fulfill a time criterion. To
confirm this finding on a single-trial level, we regressed
task-related behavioral factors onto measured individual single-
trial BPL at response execution (mean BPL + 12 ms around the
response). This allows us to control for other task factors that
may additionally influence BPL but are not of primary interest
for this report (but see Fig. 4 for more details on these results).
The regression analyses confirmed that BPL around the response
decreased (i.e., boundary collapse) with increasing RTs [RT
effect, 0.54+0.04; t(ge2)=13.26, p<0.001, d=0.45, CI (0.46—
0.62), BF;o>100; Fig. 5A]. Plotting the RT quantiles against
the BPL at response execution confirms a boundary collapse
that closely resembles a sigmoidal function (Fig. 5B). Yet, a cor-
relation between BPL and RT by itself does not necessarily imply
bound collapse on our task. Specifically, trials with slower RTs
are likely to be ones in which there was greater response conflict,
so one could predict greater build-up for the ultimately unchosen
alternative and an overall reduction in lateralization. To address
this issue, we conducted several control analyses. First, our GLM
consisted of various task factors including congruency to control
for confounds and the interdependence of effects. Second, in an
explorative analysis, we split the regression analysis by ipsilateral
(hemisphere that does not induce the choice on the current trial)
and contralateral hemispheres to better understand which
hemisphere drives RT-related BPL decreases (Fig. 5C). The
results indicate that threshold decreases are partly due to slightly
stronger decreases in p power over the contralateral hemisphere
[contralateral RT effect, 0.31 +0.06, t(g62)=5.13, p<0.001, d=0.17,
CI (0.19-0.42), BF,>100; ipsilateral RT effect, —0.22 +0.06,
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trials. This may reflect the preactivation of the competing response tendency. Similarly, errors were associated with reduced BPL [t(g63 = 6.52, p < 0.001, d=0.22, (I (0.17-0.32), BFy5 > 100].
This result is partly driven by stronger increases in B power of the contralateral hemisphere. However, it should be noted that this effect is not evident, when comparing RT-matched BPL on
correct versus error trials (Fig. 3F), which makes this effect difficult to interpret. Following errors, BPL is larger [more negative, f(gsy) = —9.34, p < 0.001, d = —0.32, (I (—0.4 to —0.26),
BF1o > 100], which is caused by a stronger increase in BP over the ipsilateral hemisphere. This may reflect static decision policy adaptations to increase accuracy after errors (Murphy et al.,
2016; Fischer et al., 2018). An additional interpretation is that following errors, the unchosen response is more effectively suppressed. Error bars reflect 99.9% Cl. 4, €, Mean within
participants’ t values, and statistics are the results of ¢ tests of individual within-subject regressions against zero. NDL reflects the distance from the last break in the task, and trial reflects
the the general time on task; together with RSI, these regressors were used as noise regressors.

tse2) =—3.68,p <0.001,d=0.12, CI (=0.33 to —0.10), BF;(=32.10].  p<0.001, d=0.23, BF;o=63.47). These data suggest that peak
However, the effect is stronger when the relative signal per trialis ~ BPL, coinciding with the motor response, may be an especially
investigated than when either of the hemispheres’ p powerisana-  valid marker of response threshold modulations. However, it
lyzed alone (contrast contralateral against BPL effect, f(ss2) =3.87,  should be noted, that this assumption may be limited to speeded
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Figure 5.

Single-trial regression on BPL at response. A, The results of a single-trial regression analysis on BPL at response (mean = 12 ms surrounding button press). This analysis confirms

collapsing decision boundaries on a single-trial level while controlling for other task factors that potentially influence BPL. B, BPL raw values for RT quantiles plotted against BPL at response.
Fitting the mean values trajectory confirms boundary collapse that closely resembles a sigmoidal function (black line expressed with ypin = —0.13, Yimax = —0.09, X0 =4.89, and slope = 0.49,
adjusted R? = 0.95). €, The results of separate regression analyses on B power split by ipsilateral (hemisphere that does not induce the choice on the current trial) and contralateral hemispheres.
RT-related BPL decrease is partly due to slightly more decreases over the contralateral hemisphere. In the averaged B power signal, this effect is partly explained by a reduction of § power over
the contralateral hemisphere (D), while on average B power over the ipsilateral hemisphere is barely changed when responses are given later in a trial (). The boxes below show  power
(mean =+ 12 ms surrounding button press) divided into five equally sized (within-subject) RT bins. = uncorrected significant difference to mean B power (dashed lines). 4, Boxes = IQR,
0 = median, - = mean, whiskers =1.5 X IQR, gray dots = outlier. Error bars indicate SEM. A, ¢, Mean within participants’ t values, and statistics are the results of ¢ tests of individual
within-subject regressions against zero. RSI reflects the response—stimulus interval, NDL reflects the distance from the last break in the task, and trial reflects the general time on task.

forced-choice tasks with short reaction times and evidence accu-
mulation (Rogge et al., 2022). In the averaged p power signal, this
effect is partly explained by a reduction of p power over the con-
tralateral hemisphere (Fig. 5D), while on average p power
decrease over the ipsilateral hemisphere is barely changed
when responses are given later in a trial (Fig. 5E). A closer look
at B power around the response (button press+ 12 ms) divided
into five equally sized RT bins indicates that p power over both
the contralateral and ipsilateral hemisphere to the response
hand is RT dependent (Fig. 5D,E). Here, RT dependency in f
power amplitudes follows an U-shaped curve. Considering previ-
ous research that characterized peak B power contralateral to the
response as “motor threshold” (Kelly et al.,, 2021), these data

suggest that fast response errors partly arise from decreased
motor thresholds (see Fischer et al., 2018 for a detailed discussion
on how fast response errors in simple tasks arise) and that col-
lapsing decision boundaries terminate decision formation under
time pressure, which potentially increases error likelihood. This
pattern of results implies that p power around response execution
is fairly variable, which adds to the accumulative evidence of
showing time-dependent effects on [ amplitudes (see
Discussion). Critically, our results suggest that peak BPL (i.e.,
the relative f signal), coinciding with the motor response, may
be an especially valid marker of collapsing decision thresholds,
as it incorporates both contra- and ipsilateral RT-dependent
motor preparation signals.
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Figure 6.  Movement-selective lateralization signals across frequency bands. Ai-Dii, Movement-selective lateralization signals across frequency bands. We chose electrodes with a maximal
effect (C3, (4, CP3, CP4) for analyses of lateralized signals. First, we collapsed the convolved signal across the respective frequency range and normalized it within each participant by dividing the
power by its SD and subtracting the mean. To obtain the lateralized signal, we subtracted the power in the respective band over the inactive sensorimotor cortex (i.e., the electrode side ipsilateral
to the hand that gave the response in the trial) from the power recorded over the active (contralateral) sensorimotor cortex. This difference signal thus compares the degree of power reduction
between both hemispheres, presumably reflecting differential motor activation. The results indicate that the effect is most pronounced in the  band frequency.

Specificity of the effects on the 3 frequency range

Similarly to BPL, lateralization in the « (8 —12 Hz, APL) and p (8-
14 Hz, MuPL) frequency band over the motor cortex has been
related to a variety of decision processes, such as decision forma-
tion and preparation (Donner et al., 2009; Pape & Siegel, 2016;
Rogge et al, 2022) or urgency of a decision (Murphy et al,
2016). In a control analysis, we therefore aimed to establish the
specificity of our effects to the  frequency range. First, we confirm
that sensorimotor « and y power similarly reflected
response-related signals and that this was specifically lateralized
to the active motor cortex (Figs. 34, 6). Yet, effects are smaller
and peak slightly after responses are made (Fig. 6B,C). To quantify
the effect differences on a single-trial level, we regressed response
speed onto measured individual single-trial APL and MuPL at
response execution (mean + 12 ms around response) while con-
trolling for other task factors using the same GLM as for the
BPL analysis. The results revealed that response speed is similarly
reflected in movement-selective & and y suppression, but that
this effect is more pronounced in the P frequency range (BPL vs
APL, 054%004 vs 023%£0.04; fg)=643, p<0.001,
d=0.26, BF;;>100; BPL vs MuPL, 0.54+0.04 vs 0.28+0.04;
tse2)=6.15< 0.001, d=0.26, BF;o>100). In addition to the «
and y frequency band, an opposite effect was present for lateraliza-
tion in the theta frequency band (4-8 Hz) with a similar topogra-
phy (Figs. 34, 6A), which is not further interpreted in this report.

Confirmation sample

Behavioral analyses of the confirmation sample confirmed that
general behavioral effects were in accordance with typical results
seen in flanker tasks. They reflected interference effects, with slower
(ART = +42 ms, t(15)=—43.25, p<0.001, d=1.67, BF;,>100)
and more erroneous (Aaccuracy =19%, t15)=34.51, p<0.001,
d=3.71, BF,;>100) responses on incongruent trials. The overall
accuracy was 86% (SD =3.94). Time dependency in the decision
policy was confirmed by a combination of a few missed deadlines
(3.15% + 3.89) and negative CAF slopes (8,= —2.22 + 0.45; t(115) =
—4.89, p<0.001, d=0.45, BF;, > 100; Fig. 7).

To replicate key findings, we used the same analysis proce-
dures as for the main sample. The results replicate the findings
for the main sample, first, we show that the full dynamic decision
boundary model outperformed static decision boundary conflict
DDMs (Fig. 7A) and captured conflict-related RT and accuracy
well (Fig. 7B-E). As in the main sample, the superior fit of the
full model with boundary collapse as compared with the full
model with fixed boundaries becomes evident in the CAFs that
were fit to the modeled data (Fig. 7F-H). Moreover, as in the
main sample, DDM5 produced significantly more misses
(DDM5 vs DDMS6, 0.42% +0.06 vs 0.24% +0.04; t(115)=3.46, p
<0.001, d=0.28, BF,,=27.09).

Moreover, the EEG analysis validated our conclusion that the
trough and lateralization of movement-selective p suppression



Kirschner et al. @ Decision Boundary Collapse in Speeded Decisions J. Neurosci., March 27, 2024 - 44(13):e1713232024 - 13

A Model comparison
x10°
2.22 ¢ 1 1 17 ] B DDM 1 = base model
09" Il DDM 2 = base model
223" ’ + bound collapse
0.8+ [ DDM 3 = distractor
suppression
224 0.7F » DDM 4 = distractor
-g suppression
[©) 06 g + bound collapse
m 205 & ' S 7] DDM 5 = distractor
g ’ Q 05/t g suppression & variance
(7} ' = [ DDM 6 = distractor
-2.26 ¢ 0.4+ % suppression & variance
’ ' §° + bound collapse
03" (full model)
207 ’ [ DDM 7 = full model
: 0ol w/o drift rate variance
’ ] DDM 8 = full model
208" 01Fh w/o drift rate & distractor
’ : suppression variance
12345678 0~ %34567¢ 042345678
Model Model Model
Model validation
Congruent correct trials Incongruent correct trials Incongruent error trials Accuracies
17 —
800 800 800 [ Human - . -
[ DDM 4 09y T ¢+
g 600 o 600 S 600 . - ‘
5 - By . . o8 -
o 400 L 5- (%4007 - E’l o@ 7% i 400 E .
oo o T Tl él Hl B RO Ql :
i ool T -4 g £ Ll T e OB - 0.7 :
am - i oy ©m % - P
200" 200 20099 - ralit ]
0.6
1.2 3 45 1.2 3 4 5 1.2 3 4 5 Congruent Incongruent
Quantile Quantile Quantile
Conditional accuracy functions
Empirical fit Fixed bound DDM4 Dynamic bound DDM6
F CAF G CAF Misses H CAF Misses
1 1 5@000 © i ] 1 i 1
g ! | iy
= f\ 5" § @) @ 3‘? a
8037 [ 80.8 T s 80.8 [ O3
s 5 ‘ = s o = g @
Sorl 4 o D?ta . ® Sorl { o Data 0 D 2 Qo T, O Data o K
o i[ — Piece-wise £ o ¢ Model £ é‘ o 7 — Model £ \E/‘
BRI logistic fit § ooy § o oer § o
05 / £ 05 £ — oAsr/ £ —_—
02 04 06 08 1 12 02 04 06 08 1 12 Data Model o2 o4 o6 o8 1 12 Data Model
RT (s) RT (s) RT (s)

Figure 7. Model comparison and validation confirmation sample. A, Cumulated aBIC scores over participants of each candidate model. The higher values indicate a better fit of the models to
the behavioral data. The results indicate that the dynamic bound model (DDM6) provides the best fit to the data. Protected exceedance probability (pEP; which is the probability that each model
is the most likely model across all participants taking into account the null possibility that differences in model evidence are due to chance) similarly favors DDM6. Estimated model frequencies
(i.e., the ratio of subjects assigned to each model in the model space) also suggest DDM®6 to be the most frequent across participants. B—D, Quantile fits of the model against human RT data.
E, Model and human accuracy. In all conditions (congruent and incongruent correct as well as incongruent error), the model captures the RT data in each quantile, suggesting a good fit to the
data. Note: boxes = interquantile range (IQR), o = median, - = mean, whiskers =1.5 X IQR, gray dots = outlier. F, Conditional accuracy function. Here, the points indicate the mean accuracy of
trials sorted by RT into 25 equal-sized bins. Line shows best fits of piece-wise logistic regressions to each subject's single-trial data. The shades indicate +SEM. G, H, CAF and the proportion of
missed deadlines from the full fixed bound model (DDM5; G) and the collapsing boundary model (DDM6; H). The points indicate the mean accuracy of trials sorted by RT into 25 equal-sized bins
informed from the empirical data. The line shows the best fits of piece-wise logistic regressions to each subject's modeled single-trial data. The shades indicate +SEM. Note that for model fitting,
we excluded all missed trials from the empirical data; hence, the ground truth for missed deadlines of the data is zero.
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Figure 8.  EEG result confirmation sample. A, The result of a single-trial regression analysis comparing responses with the left and right hand, while controlling for congruency, flanker distance,

and RSIs, following RSI, trial number, and log-transformed RT. Data suggest that B power more strongly decreases when a response is given with the contralateral compared with the ipsilateral
hand. This effect was most pronounced over the electrodes (3/4 and CP3/4. B, BPL signal (Bii) is composed of the activity difference recorded over contralateral and ipsilateral motor cortices (Bi).
Gi, BPL around response time may reflect collapsing decision thresholds, whereby faster responses (based on a median split) are made at higher thresholds. This effect is partly explained
by a reduction of B power over the contralateral hemisphere (Gii, first left), while on average B power over the ipsilateral hemisphere is barely changed when responses are given later
in a trial (Gii, second to the left). The boxes next to the average B power traces show B power (mean = 12 ms surrounding button press) divided into five equally sized (within-subject)
RT bins. These results show that B power over both the contralateral and ipsilateral hemispheres to the response hand is RT dependent.*, uncorrected significant difference to mean  power
(dashed lines). D, The results of a single-trial regression analysis on BPL at response (mean = 12 ms surrounding button press). This analysis confirms collapsing decision boundaries on a
single-trial level while controlling for other task factors that potentially influence BPL. E, The results of separate regression analyses on B power split by ipsilateral (hemisphere that does
not induce the choice on the current trial) and contralateral hemispheres. F, BPL raw values at response time plotted against RT. Note: Contours in A represent significant clusters after
cluster-based permutation testing (Maris & Oostenveld, 2007). Error bars and shades reflect 99.9% Cl. D, Mean within participants’ ¢ values, and statistics are the results of ¢ tests of individual
within-subject regressions against zero. NDL reflects the distance from the last break in the task, and trial reflects the general time on task; together with RS, these regressors were used as noise

regressors.
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around response time may reflect a collapsing decision bound
(Fig. 8). First, when averaged across trials in a median-split anal-
ysis, the differences in BPL at response execution (i.e., mean BPL
+12ms around the response) are again clearly evident.
Specifically, fast responses show a higher BPL (i.e., higher deci-
sion boundary; fast RT vs slow RT, —0.17+0.01 vs —0.12+
0.01; tq18y=4.75, p<0.001, d=0.39, BF,(>100, Fig. 8Ci).
Consistent with the results of the main sample, this effect is partly
explained by a reduction of p power over the contralateral hemi-
sphere (Fig. 4D), while on average  power decrease over the ipsi-
lateral hemisphere is barely changed when responses are given
later in a trial (Fig. 8Cii). Yet, we again show that p power over
the contralateral and ipsilateral hemisphere to the response
hand is RT dependent (Fig. 8Cii). Second, to investigate this
finding on a single-trial level, we regressed task-related beha-
vioral factors onto measured individual single-trial BPL at
response execution (mean BPL+ 12 ms around the response).
Again, this analysis confirmed that BPL around the response
decreased with increasing RTs [0.61+0.126, t;13=4.85, p<
0.001, d=0.45, CI (0.36-0.86), BF,,>100, Fig. 8D]. As in the
main sample, the effect is stronger when the relative signal per
trial is investigated, than when either of the hemispheres  power
is analyzed alone [contralateral RT effect, 0.29 +0.12; t15) = 2.39,
p=0.01,d=0.22, CI (0.05-0.55), BF,, = 1.56; ipsilateral RT effect,
—0.48 £0.16; t(115) = 3.05, p=0.002, d =0.28, CI (—0.81 to —0.17),
BF;,=8.11].

Discussion

This study uncovers compelling evidence to suggest that under
high time pressure, dynamic decision thresholds drive the termi-
nation of decision formation, as seen in the BPL over the motor
cortex during a speeded flanker task. This is demonstrated by
behavioral modeling, showing that subjects’ time-dependent
decision policy is best captured in DDMs that allow dynamic
decision bounds and confirmed in the neural signal, whereby
BPL over motor cortices reflects features of the modeled decision
signal.

Taken together, our results extend previous work on BPL as a
neural signal that carries important features of a decision variable
(Donner et al., 2009; Fischer et al.,, 2018; O’Connell & Kelly,
2021). Recent work has suggested that f power suppression
around response contralateral to the chosen hand reaches a
highly similar level, irrespective of urgency or response speed,
suggesting a fixed response threshold (Murphy et al, 2016;
Steinemann et al., 2018; Feuerriegel et al., 2021; Kelly et al,,
2021; Corbett et al., 2023). In line with this account, it has been
suggested the B power over the right and left motor cortex reflects
two race-to-(response-)threshold motor preparation signals
(O’Connell et al.,, 2012; Kelly et al., 2021; Corbett et al., 2023).
Under time pressure, speeding may be facilitated by an urgency
signal that is independent but, in addition to evidence, drives the
signal toward the response threshold (Cisek et al., 2009; Hanks
et al, 2014; Murphy et al, 2016; Steinemann et al., 2018;
Corbett et al., 2023). Recent work in nonprimates (Hanks et al.,
2014; Thura & Cisek, 2016) and humans (Murphy et al., 2016)
demonstrated that under time pressure the neural urgency signal
is characterized as a time-dependent increase in common activa-
tion for both the chosen and unchosen response alternatives,
which translates into a diminishing contra-/ipsilateral y laterali-
zation with increasing RT. Our results add to this line of research
in several ways. First, to the best of our knowledge, this is the first
study to demonstrate a neural implementation of collapsing
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decision thresholds in a speeded flanker task. Second, we show
that motor response thresholds contralateral to the response
are more dynamic than previously thought. Third, we suggest
that peak BPL (i.e, the relative p signal), coinciding with the
motor response, may be an especially valid marker of response
threshold modulations as it incorporates both contra- and ipsi-
lateral motor preparation signals. Interestingly, BPL in our task
resembles the characteristic of a signal that dynamically reduces
the threshold it must reach to trigger a response. Such a signal has
previously been demonstrated in the form of a centroparietal
positivity in the EEG, which reduces in amplitude alongside
RT, accuracy, and urgency (Steinemann et al, 2018; Kelly
et al,, 2021).

Importantly, we replicated all key findings in an independent
confirmation sample. Thus, in this study, we provide strong, con-
verging evidence that movement-selective BPL reflects a signal
that dynamically adjusts response thresholds to terminate deci-
sion formation under time pressure. Our finding that BPL reflects
collapsing decision boundaries under time pressure is consistent
with the additive urgency signal account. In fact, in an abstract
mathematical model, both accounts are very related. Yet, our
finding of time-dependent motor thresholds contralateral to
response is surprising. How can this discrepancy in findings be
explained? One factor that likely contributes to the differences
is the nature of our task. In our task, after flanker (83 ms) and tar-
get presentation (which was only presented for 33 ms in our
task), no further information could be sampled to inform deci-
sions. In contrast, other studies typically use paradigms in which
evidence can be accumulated until the response is made (e.g.,
random dot motion paradigms). Hence, the differences in
findings may highlight that decision policies may not be general-
ized across tasks. Indeed, there is evidence that response policies
could be task-specific even in variants of conflict tasks like the
Simon compared with the flanker task (Hiibner & Tdbel,
2019). It is also possible that within-trial adjustments of response
thresholds are small and are more pronounced in relatively rare
cases. For example, in our sample, very slow errors and slow
responses in trials with no visual conflict are sparse. Here, we
draw inference from a large sample and likely have the power
to detect even small time-dependent changes and rare response
constellations. In addition, f amplitudes vary quite widely across
groups, and thus small effects might be difficult to detect in
smaller samples. Indeed, even our confirmation sample is consid-
erably larger than average EEG studies. Finally, our results do not
exclude the possibility of an urgency signal as suggested by Thura
and Cisek (2017). It may be that instead of increasing the gain in
the decision process, the urgency signal in the globus pallidus
modulates decision thresholds in the cortex. Yet, this argumenta-
tion remains speculative.

In summary, our findings build on previous research on
movement-selective 3 power. They suggest that one mechanism
for achieving fast-paced decisions under time pressure is through
collapsing response thresholds, which facilitates dynamic deci-
sion policy adjustments according to task demands.
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