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Abstract. Primordial Black Holes (PBHs) may form in the early Universe, from the grav-
itational collapse of large density perturbations, generated by large quantum fluctuations
during inflation. Since PBHs form from rare over-densities, their abundance is sensitive to
the tail of the primordial probability distribution function (PDF) of the perturbations. It
is therefore important to calculate the full PDF of the perturbations, which can be done
non-perturbatively using the ‘stochastic inflation’ framework. In single field inflation models
generating large enough perturbations to produce an interesting abundance of PBHs requires
violation of slow roll. It is therefore necessary to extend the stochastic inflation formalism
beyond slow roll. A crucial ingredient for this are the stochastic noise matrix elements of
the inflaton potential. We carry out analytical and numerical calculations of these matrix
elements for a potential with a feature which violates slow roll and produces large, potentially
PBH generating, perturbations. We find that the transition to an ultra slow-roll phase results
in the momentum induced noise terms becoming larger than the field noise whilst each of
them falls exponentially for a few e-folds. The noise terms then start rising with their original
order restored, before approaching constant values which depend on the nature of the slow roll
parameters in the post transition epoch. This will significantly impact the quantum diffusion
of the coarse-grained inflaton field, and hence the PDF of the perturbations and the PBH
mass fraction.
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1 Introduction

A multitude of cosmological and astrophysical observations indicate that most of the matter
in the Universe is non-baryonic cold dark matter [1-3]. Primordial black holes (PBHs), black
holes that might have been formed from over-densities in the early Universe [4-9], are a
potential dark matter candidate [5, 10-15]. There has been a surge of interest in PBHs
in recent years, both their formation and observational probes, following the detection of
gravitational waves from binary black hole mergers [16-19].



‘Cosmic inflation’ (a period of accelerated expansion) has emerged as the leading scenario
for the very early Universe, prior to the commencement of the radiation-dominated hot
Big Bang [20-25]. A period of at least 60-70 e-folds of inflation generates natural initial
conditions [26-31]. Furthermore quantum fluctuations of the inflaton field can generate
the density perturbations from which structure forms. Observations of the anisotropies in
the Cosmic Microwave Background (CMB) radiation [32, 33] provide strong evidence that
structure formation on cosmological scales is seeded by almost scale-invariant, nearly Gaussian,
adiabatic initial density fluctuations, consistent with the predictions of the simplest single
field slow-roll inflation scenario [25, 34].

CMB observations [35, 36] are consistent with the inflaton field, ¢, rolling slowly down
an asymptotically flat potential V' (¢) during the epoch when cosmological scales exit the
Hubble radius, 50-60 e-foldings before the end of inflation. However the scales probed by
CMB and large scale structure (LSS) observations correspond to only 7-8 e-folds of inflation,
and hence a relatively small region of the inflaton potential. On smaller scales, deviations from
slow roll may lead to interesting changes in the primordial perturbations. In particular, if the
scalar perturbations are sufficiently large on small scales, then PBHs may form when these
modes reenter the Hubble radius during the post-inflationary epoch. PBHs are therefore a
powerful probe of the inflaton potential over the full range of field values. Large, PBH forming,
fluctuations can be generated by a feature in the inflationary potential, such as a flat inflection
point (see figure 1). Such a feature can substantially slow down the already slowly rolling
inflaton field, causing the inflaton to enter into an ultra slow-roll (USR) phase, which leads
to an enhancement of the power spectrum, P¢, of the primordial curvature perturbation, .

There are several subtleties in calculating the abundance of PBHs formed from inflation
models with a feature in the potential. Firstly, the sharp drop in the classical drift speed
of the inflaton means that the effects of stochastic quantum diffusion on its motion become
non-negligible, and potentially even dominant. Even more importantly, since PBHs form from
the rare extreme peaks of curvature fluctuations' their mass fraction at formation, Bpgy, is
sensitive to the tail of the probability distribution function (PDF) P[(] of the primordial
fluctuations. Consequently, perturbative computations using the power-spectrum may lead
to an inaccurate estimation of the PBH mass fraction. Hence the calculation of the full
primordial PDF, which can be done non-perturbatively using the ‘Stochastic Inflation’ (SI)
framework [28, 42-48], is extremely important (see refs. [37, 38, 49-55]).

There has been a profusion of work on SI in the recent literature in the context of
PBH formation [56-74], and it has been shown that SI generically predicts a (highly non-
Gaussian) exponential tail in the PDF [56, 59]. However, since PBH formation usually requires
slow-roll violation, it is important to develop the SI formalism beyond slow-roll [57, 60—
62, 66]. In this context, the validity of various assumptions of the SI formalism have been
scrutinised [61, 67, 68].

The stochastic inflation formalism is an effective treatment of the dynamics of the
long-wavelength (IR) part of the inflaton field coarse-grained on scales much greater than the
Hubble radius i.e. £ < o aH, with the constant ¢ < 1. In this framework, the evolution of
the coarse-grained inflaton field is governed by two first-order non-linear classical stochastic
differential equations (Langevin equations) which receive constant quantum kicks from the
small scale UV modes that are exiting the Hubble radius due to the accelerated expansion

!Note that while we will be working with the PDF of curvature fluctuations P[], the criterion for PBH
formation is best specified in terms of the density contrast, . Hence, an accurate computation of the PBH
abundance requires the multivariate joint probabilities of the curvature perturbations [37-41].
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Figure 1. A schematic illustration of a plateau potential (solid green line). The ‘CMB Window
represents field values corresponding to cosmological scales k € [0.0005, 0.5] Mpc ™! that are probed by
CMB observations. The blue star represents the CMB pivot scale k, = 0.05 Mpc™'. The potential
has a flat inflection-point like segment (highlighted with pink shading) which results in ultra slow-roll
(USR) inflation. After the first slow-roll phase (SR-I) near the CMB Window, the inflaton enters into
an USR phase. During this transient phase of USR, the second slow-roll condition (see eq. (2.7)) is
violated, specifically gy ~ +3. This leads to an enhancement in the primordial perturbations on small
scales. Later, the inflaton emerges from the USR into another slow-roll phase (SR-II) before inflation
ends at Peng.

7

during inflation. Hence the small-scale fluctuations constitute classical stochastic noise terms
in the Langevin equations denoted by Y44, Xrr, and Xy, corresponding to the inflaton
field noise, momentum noise, and the cross-noise terms (defined in eq. (3.15)). The SI
formalism is generally combined with the classical /N formalism [28, 75-79] in order to
compute cosmological correlators in this framework. This leads to the emergence of the
stochastic 6N formalism? [42, 46-48, 56).

The PDF PI(] of the primordial curvature perturbation can then be determined by using
the techniques of first-passage time analysis for the stochastic distribution of the number of
e-folds N with fixed boundary conditions on the coarse-grained inflaton field. A convenient
analytic approach to obtain the distribution of first-passage e-folds (and hence the PDF
PI(]) is to solve the corresponding Fokker-Planck equation (FPE) with the same boundary
conditions [56, 59, 69]. In the analysis of stochastic dynamics, the noise terms in the FPE
are assumed [48, 56, 59, 69] to be of de Sitter-type,® i.e. Lrr, Upr ~ 0, and the field noise,
Yo = (H/(2m))?, is constant (where H is the Hubble expansion rate during the de-Sitter
type phase). However, in the context of PBH formation, since slow roll is usually violated, it
is important to compute the stochastic noise matrix elements more accurately, otherwise the
determination of the PDF becomes inaccurate, which in turn leads to an imprecise estimation
of the PBH mass fraction Sppg.

ZNote that N In(a), the number of e-folds during inflation, is a deterministic variable, while N is a
stochastic variable as defined in section 3.1.
3See ref. [80] for an analysis of slow-roll noise terms beyond the de Sitter approximations.



Our aim is to develop analytical and semi-analytical techniques to estimate the full PDF
P[] using the stochastic inflation formalism beyond slow-roll. In the present paper, we carry
out a thorough analytical and numerical computation of the stochastic noise-matrix elements
accurately beyond the slow-roll approximations. In a forthcoming paper [81] we determine
the PDF P[(] by solving the Fokker-Planck equation beyond slow-roll with appropriate noise
matrix elements and discuss the implications for estimating the mass fraction of PBHs.

In what follows, we begin with a brief introduction to the classical inflationary dynamics
in section 2, with particular focus on the ultra slow-roll dynamics across a flat segment in the
inflaton potential. In section 3, we discuss the quantum dynamics in the stochastic inflation
framework. We introduce the Langevin equation in section 3.1 and emphasise the importance of
the noise matrix elements in the adjoint Fokker-Planck equation in section 3.2. Section 4 is ded-
icated to the computation of the noise matrix elements which is the primary focus of this work.
We numerically compute the noise matrix elements for a slow-roll potential as well as a potential
with a slow-roll violating feature in section 4.2.1 before proceeding to carry out a thorough ana-
lytical treatment in section 4.2.2 for instantaneous transitions between different phases during
inflation. We discuss the potential implications of our results for the computation of the PBH
mass fraction and spell out a number of complexities associated with the computation in sec-
tion 5 before concluding with a summary of our main results in section 6. Appendix A provides
a derivation of the Mukhanov-Sasaki equation in spatially flat gauge. Appendix B deals with
the analytical solutions of the Mukhanov-Sasaki equation in the absence of any transition, while
appendix C provides analytical expressions for the noise matrix elements in the super-Hubble
limit. Appendices D and E are dedicated to the dynamics during instantaneous transitions.

We work in natural units with ¢ = h = 1 and define the reduced Planck mass to be
mp = 1/V8rG = 2.43 x 10'8 GeV. We assume the background Universe to be described
by a spatially flat Friedmann-Lemaitre-Robertson-Walker (FLRW) metric with signature
(—,+,4+,+). An overdot () denotes derivative with respect to cosmic time ¢, while an overdash
() denotes derivative with respect to the conformal time 7.

2 Inflationary dynamics beyond slow roll

We focus on the inflationary scenario of a single canonical scalar field ¢ with a self-interaction
potential V' (¢) which is minimally coupled to gravity. The system is described by the action

2
S[g/u/y Qﬂ = / d'z \/jg [Tr;) R— %a,ugbaugbg“y - V(¢)] ) (2‘1)

where R is the Ricci scalar and g, is the metric tensor. Specializing to the spatially flat
FLRW background metric

ds? = —dt? + a®(t) {de +dy? + sz] , (2.2)
the evolution equations for the scale factor, a(t), and inflaton, ¢(t), are
1 1 (1.

H>= — py=—|=¢* ] 2.

3m2 /0 3m§[2¢ V@), (2:3)
a 1

H=--H*=——5¢° 2.4
a 2m2 o (2:4)
¢+3HG+ V() =0, (2.5)

where H = a/a and V4 = dV/d¢.



The slow-roll regime of inflation is usually characterised by the first two kinematic
Hubble slow-roll parameters e and 7y, defined by

H 1 ¢?
= ——— = — —— 2-6
HETHE T w2 B (2:6)
é 1 degy
= —— = _— 2-7
=g T T 2ey AN 27)

where N = In(a/a;) is the number of e-folds of expansion during inflation with a; the
initial scale factor at some early epoch during inflation before the Hubble-exit of CMB scale
fluctuations. The slow-roll conditions correspond to

€, nu < 1. (2.8)

It follows from the definition of the Hubble parameter, H, and ey in eq. (2.6), that the
condition for the Universe to accelerate, @ > 0, is eg < 1. Before proceeding further, we
remind the reader of the distinction between the quasi-de Sitter (qdS) and slow-roll (SR)
approximations.

e Quasi-de Sitter inflation corresponds to the condition ey < 1.
e Slow-roll inflation corresponds to both ep, ng < 1.

Hence, one can deviate from the slow-roll regime by having || > 1 while still maintaining
the qdS expansion by keeping e < 1, which is exactly what happens during ultra slow-roll
(USR) inflation. This distinction will be important for the rest of this paper. Under either of
the aforementioned assumptions, the conformal time, 7, is given by

1
—T N (2.9)

As discussed in section 1, in order to facilitate PBH formation, we need to significantly
amplify the scalar power at small-scales. This can be achieved with a feature in the inflaton
potential, such as an inflection point-like feature (as shown in figure 1) for which V4 <« 3H .
The following criteria need to be satisfied for an inflationary potential to be compatible with
observations on cosmological scales [35] while also generating perturbations on smaller scales
that are large enough to form an interesting abundance of PBHs:

« At the CMB pivot scale, k, = (aH), = 0.05 Mpc~!, the amplitude of the scalar power
spectrum is
Pe(ks) =21 x1077, (2.10)

with the scalar spectral index ng and tensor-to-scalar ratio r satisfying

ng(ky) €[0.957,0.975], r(k,) <0.036 at 95% C.L. (2.11)

o A feature in V(¢) on a smaller scale k > k. (closer to the end of inflation N. < N,) to
enhance the primordial scalar power spectrum by a factor of roughly 107 with respect
to its value at the CMB pivot scale. Here N, is the number of e-folds before the end
of inflation and N, is the value of N, when the CMB pivot scale made its Hubble-
exit. Typically N, € [50,60] depending on the reheating history of the Universe (see
e.g. ref. [82]). Throughout this work we take N, = 60.



o The potential steepens, so that inflation ends. Reheating (and the transition to the
subsequent radiation dominated epoch) then occurs as the field oscillates around a
minimum in the potential.

Given that PBH formation requires the enhancement of the inflationary power spectrum
by a factor of 107 within less than 40 e-folds of expansion (see e.g. ref. [83]), the quantity
Alnery /AN, and hence |ng|, must grow to become of order unity, thereby violating the
second slow-roll condition in eq. (2.8). In the particular case of a flat plateau region in the
potential at intermediate field values, the inflaton enters a transient period of ultra slow-roll
(USR) (see refs. [56, 63, 69, 84, 85]). Since V4 = 0, from the equation of motion eq. (2.5),
d+3Hdp=0= —¢/(H ¢) = +3, leading to

ng =+3  (during USR). (2.12)

As a consequence, the inflaton speed drops exponentially with the number of e-folds during
this USR phase: o
¢ = en e P H 7len) o 73N (2.13)

where giSen is the entry velocity to the USR phase at time tep,.

Since USR is a transient non-attractor phase, the inflaton dynamics during this phase
are sensitive to the initial conditions, in particular to the speed ¢en with which the inflaton
enters the plateau. In this context, the inflaton potential exhibits three important regimes,
namely, the slow-roll SR-I phase for ¢ > ¢o, around the CMB scale, the USR phase at some
intermediate field values gex < ¢ < @en, succeeded by the final SR-II phase for ¢ < ¢ex before
the end of inflation at ¢ = ¢enq. Figure 2 schematically illustrates the three regimes. The
flat regime (flat quantum well)* is characterised by its width Adyell = Gen — Pex, and height,
Viwell- During this regime ' _

¢ = Qen — 3H(¢ - ¢cn) . (2'14)

The total number of e-folds of expansion during the USR period up to ¢, where ¢ex <

® < Qen 1s given by

1 Ten) 1 Ten
Nusr(¢) = 310g< . > = 310g<ﬂen yyr. qzben)) : (2.15)
where )
_do _ 9
me = (2.16)

In order to amplify the perturbations sufficiently to generate an interesting abundance of
PBHs, the USR phase typically has to last for around 2-3 e-folds (see refs. [86, 87]). The above
expression for Nyggr(¢) can be used in the ‘non-linear classical SN formalism’ to determine
the PDF of primordial fluctuations [51].

From the above expressions, it is clear that the dynamics of inflation during USR is
sensitive to the initial conditions {¢en, Ten }- Let us define the critical entry velocity écr to be
the speed at which the inflaton must enter the flat quantum well in order to come to a halt at
¢ex. From egs. (2.14) and (2.16) it follows that

Qgcr = _3HA¢W6117 Ter = _3A¢Well . (217)

4Note that we refer to the flat USR regime as the ‘flat quantum well’ because the inflaton dynamics are
usually dominated by stochastic quantum diffusion, as discussed in the subsequent sections.
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Figure 2. A zoomed-in version of figure 1 in order to schematically illustrate the intermediate flat
quantum well feature (highlighted with pink shading) in the inflaton potential. The height and width
of the flat segment are denoted by Vien and A¢gyen respectively. After exiting the first slow-roll phase
(SR-I) near the CMB window, the inflaton enters the flat region at ¢ = ¢e,, at intermediate field values.
During this USR phase, the effects of quantum diffusion might become significant and hence one
should use the stochastic inflation formalism to compute the primordial PDF of {. Later, the inflaton
emerges from the USR phase to another slow-roll phase (SR-II) at ¢ = ¢y, before the end of inflation.

If $en > eor, then the classical speed of the inflaton is large enough to drive it all the way
across the quantum well, while for (Z.Sen < q'Scr, the inflaton comes to a halt at some intermediate
point ¢ € (¢ex, Pen). Another important constraint comes from requiring inflation to continue,
ey < 1, hence from eq. (2.6) we get

0 < den < V2Hm,. (2.18)

In this section, we have discussed the classical dynamics of the inflaton field beyond
slow roll, with the specific example of ultra slow-roll inflation across a flat potential well.
We now move on to describe the large-scale quantum dynamics of the inflaton field which is
coarse-grained over super-Hubble scales, using the stochastic inflation formalism. This will
enable us to study the PDF of the primordial fluctuations generated by the quantum diffusion
of the inflaton.

3 Quantum dynamics: stochastic inflation formalism

Stochastic inflation is an effective long wavelength IR treatment of inflation in which the
inflaton field is coarse-grained over super-Hubble scales k < o aH, with the constant o < 1.
On the other hand, the Hubble-exiting smaller scale UV modes are constantly converted into
IR modes due to the accelerated expansion during inflation. Hence the coarse-grained inflaton
field follows a Langevin-type stochastic differential equation featuring classical stochastic
noise terms sourced by the smaller scale UV modes, on top of the classical drift terms sourced
by the gradient of the self-interaction potential V4(¢).



We start with the Hamiltonian equations [80] of the system, eq. (2.1), for Heisenberg
operators of the inflaton ¢ and its momentum 7

d¢

L == 1
aN ~ e (3.1)
dte . Ve

i —(3—en)Ty — —5 (3.2)

where we choose the number of e-folds N as our time evolution variable for ¢(N,Z) and
(N, Z) following refs. [48, 56].

We split the inflaton g%(N , @) and its conjugate momentum 74(N, Z) into the correspond-
ing IR {®, 11} and UV {,#} parts:

A A

p=0+ ¢, fy=T0+%, (3.3)

where the UV fields are defined as

N 3k k A RE | k(N AT LiRE

*O(N’x>:/ (27r)§W(aaH> [6n(N) ag e 4 g (N) al ™ ] (3.4)
37 o o

#(N, &) = / (;TS W(UZ:H) |7k (N) g e ™7 4 mp(N) al 7). (3.5)

Here W(k/oaH) is the ‘window function’ that selects out modes with k& > caH. This
coarse-graining guarantees that the IR fields {<f>, ﬁ} are composed of modes of super-Hubble
wavelengths and hence can be treated as classical (stochastic) variables. Substituting the
expressions for the UV fields from egs. (3.4) and (3.5) into egs. (3.1) and (3.2), the equations
for the coarse-grained fields are [69]

djy:fH s(N), A (3.6)
=G - P g ), (37

where the field and momentum noise operators fd,(N ) and éW(N ) are given by

N dgl;; d k N 71‘_‘,;5’ * PN ik.Z
o(N) = —/ (%)ngW<mH> (6N age ™ 4 gp(N)ale™o] (3.8)
R 37 - L
En(N) = —/ (;I;g JVW(05H> [wk(N) age T mp(N)al ezkﬂ . (3.9)

We assume a window function which imposes a sharp cut off° between the IR and UV

momentum space modes:
k k
w =0 —1). 3.10
<0aH > (UaH ) ( )

It has the advantage of making the calculation of the noise correlation matrix elements more
tractable.

5This assumption has been questioned, especially because the sharp cut-off window function may not lead
to well-behaved coarse-grained field correlators in the physical space. See refs. [73, 88, 89] for more discussion.



Physically, the noise terms f¢ and &, in the Langevin egs. (3.6) and (3.9) are sourced
by the constant outflow of UV modes into the IR modes, i.e. as a UV mode exits the cut-off
scale k = ocaH to become part of the IR field on super-Hubble scales, the IR field receives a
‘quantum kick’ whose typical amplitude is given by ~ \/ (0[E(N)E(N")|0), where |0) is usually
taken to be the Bunch-Davies vacuum. Given that ¢ < 1, this happens on ultra super-Hubble
scales, where the UV modes must have already become classical fluctuations® due to the rapid
decline of the non-commuting parts of the fields {¢y, 7} outside the Hubble radius [90-92].
This leads to the classical stochastic description of the dynamics of the coarse-grained quantum
fields @, II as discussed in the following subsection(s).

3.1 Langevin equation

The Langevin equations corresponding to eqs. (3.6) and (3.7) take the compact form

do; o A
N =D+ &(V) (3.11)

with coarse-grained IR variables ®; = {®,II} and the drift terms

D, = {n, (3= en)TT— Vz(f’) } (3.12)

along with the noise operator terms & = {£4, &}
In this compact notation the expressions for the noise operators, egs. (3.8) and (3.9),
become

&(N) =— / (;1;’);;3 (SVW(MITH) [¢ik (N) a,;e—“z-f + ¢} (N) aTE e’fﬂ , (3.13)

with ¢;, = {¢k, 7} being the field and momentum mode functions respectively. Assuming
the sharp k-space window function, eq. (3.10), it is easy to show that the equal-space noise
correlators (auto-correlators) take the form [80]

(&G(N) &(N)) = Zy5(N) dp(N = N'), (3.14)

where the noise correlation matrix ¥;; has the form

3

S(N) = (1~ en) oy 61 (N85, (N) (315)

k=caH

The stochastic nature of the noise leads to a probabilistic description of the system
®, = {®,II}. One approach to analyse the system is by solving the Langevin equation,
eq. (3.11), numerically for many (tens of millions) stochastic realizations and then proceeding
to compute different moments of the physical (stochastic) variables. This method is direct,
however cumbersome, non-analytical and requires significant computational power. See
refs. [46, 47] for some of the earlier attempts in this direction, while for a more concrete
analysis beyond slow-roll, see ref. [65], and for state-of-the-art numerical simulations, relevant
for determining the PDF of primordial fluctuations, see refs. [66, 70, 71, 74].

5While the quantum-to-classical transition is still an open problem, the treatment of UV noise operators as
stochastic noise terms is ensured to be valid as long as the decaying mode of ¢, is negligible compared to the
non-decaying mode on super-Hubble scales [61].



There is also an analytically concrete way to study this system, using the first-passage
time analysis which involves making a transition from the Langevin equations to an equivalent
second order partial differential Fokker-Planck equation (FPE) [42, 45, 93, 94], that describes
the time evolution of the PDF of the stochastic variables {®, 11}, subject to appropriate
boundary conditions. Given our primary goal of computing the full PDF PI[(], we take this
route following refs. [56, 59, 69].

The FPE corresponding to the Langevin equation, eq. (3.11), takes the form

0

GWP(@i;N) = Lyp(P;) . P(®i; N), (3.16)
where Lyp(®;) is the second-order Fokker-Planck differential operator and P(®;; N) is the
probability density function of the stochastic process that is related to the probability of
finding the phase-space variables at a given value ®; = {®,II} at some time N. However
such a quantity is not of primary concern to us since we are not interested in studying the
phase-space dynamics of the inflaton.” Rather, we are interested in finding the probability
distribution Pg,(N) of the number of e-folds N. Note the important difference between our
time variable N and the stochastic variable N. N denotes the background expansion of
the Universe, while N is the number of e-folds of expansion obtained from the Langevin
equations with fixed boundary conditions in the IR field space, ¢en and ¢ex. The coarse-
grained curvature perturbation (. is related to the stochastic number of e-folds N via the
stochastic N formalism [42, 48, 56, 59, 69]

Ceg = ((Pi) = N — (N (@) , (3.17)

with
W(@) = [N Po V)N, (3.18)

where the PDF Pg, (N) of the number of e-folds satisfies the adjoint FPE which we discuss
below in section 3.2. Note that N (®;) and Py, (N) correspond to N(®,II) and P m(N)
respectively.

3.2 Adjoint Fokker-Planck equation and first-passage time analysis

The adjoint FPE for the PDF Py, (N) corresponding to the general Langevin equation,
eq. (3.11), is given by

O pe M) = Db T py (3.19)
N " T 90, T 2 7Y 99,00, | '

Our primary goal is to solve eq. (3.19), with appropriate boundary conditions for
®; = {®,1II} in order to compute the PDF Py, (N) = Py 11(N). A physically well-motivated
set of boundary conditions includes an absorbing boundary at smaller field values ¢*) closer
to the end of inflation and a reflecting boundary at a larger field value ¢®) closer to the CMB
scale. The PDF at the boundaries satisfies

1. Absorbing boundary at ¢(*)

Pyp_sn nN) = pN), (3.20)

"This would have been our primary goal if we were studying the initial conditions for inflation, or exit from
eternal inflation to a SR classical regime [95, 96].
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2. Reflecting boundary at ng(R)

0

The absorbing boundary condition ensures that for ® < ¢(*), the dynamics is heavily
drift dominated and quantum diffusion effects are negligible. Similarly, the reflecting boundary
condition arises from assuming that the potential is steep enough in the region ® > ¢®) so
that a freely diffusing inflaton can not climb back to a region of the potential beyond ¢®).
Both the boundary conditions play a crucial role in determining the functional form of the
PDF, thus affecting the PBH mass fraction.

A convenient method for determining the PDF, as discussed in ref. [56], involves consid-
ering the ‘characteristic function’ (CF) yar(q; ®;), given by®

e @) = () = [T Ny () A (322)

which is the Fourier transform of the PDF Py (N) w.r.t. the dummy variable ¢ (which is a
complex number in general). Hence the PDF is the inverse Fourier transform of the CF:

1

T or

Py, (N) /OO e "N xn(q; i) dg . (3.23)

—00
Since the PDF satisfies the adjoint FPE, eq. (3.19), the CF satisfies

1 2
lDa S -0 g

AT I - P) =0 3.24
la(I)Z—i_z ) a(pzaq)j XN(% z) ) ( )

which is a partial differential equation with one less dynamical variable than the adjoint FPE.
The corresponding boundary conditions, egs. (3.20) and (3.21), for the characteristic function
are given by

0
(g o™, ) =1, 55 W@ o™ 1) = 0. (3.25)

The characteristic equation, eq. (3.24), corresponding to a potential V(¢) in a general
situation is quite difficult to solve. In practice, one has to make crucial approximations
regarding the classical drift D; and the quantum noise &. The most common approximation
used in the literature assumes that the noise matrix elements ¥;; in eq. (3.15) are of the de
Sitter-type, i.e. (see section 4)

H 2
Z¢¢ = (27r> s Eqﬁﬂ'; Eﬂ—ﬂ— ~0. (326)

We now specialise to the case of quantum diffusion across a flat segment of the inflaton
potential, as discussed in section 2 and shown in figure 2. It is helpful to make a change of
variables
_ o — ¢ex IT

_ =T 3.27
f A(bvvell Y Ter ( )

8The subscript N in X~ (g; ®;) denotes that the characteristic function is obtained by taking the Fourier
transformation of the PDF with respect to N, and hence ya(q; ®;) is in fact independent of A" and only a
function of ¢, ®.
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where f is the fraction of the flat well which remains to be traversed and y is the momentum
relative to the critical momentum defined in eq. (2.17), the initial momentum for which the
fields comes to a halt at ¢ex. The CF, eq. (3.24), then becomes (see ref. [69])

1 02 0 0
—_— — —_— 3 . pu— -2
where Ag2
1
2 o well
= m2  Uwell (3.29)

with Ve = Vigenr/ m;l), where Vien is the height of the flat quantum well. The corresponding
boundary conditions now become

0
xwv(g;0,y) =1, aF xv(g;1,y)=0. (3.30)

Such a system has been solved [69] in two distinct limits, namely

o Free stochastic diffusion for which 7o, < ey = Yen < 1, implying that the classical
drift term, eq. (3.12), can be safely ignored, in which case the PDF takes the form (see

refs. [56, 59])
> T
P =Y A4, sin|@2n+1)= f|e N 31
V) = 3w sin (204 1) G e, (331
where )
T om 1

The full PDF as a function of N is plotted in the left panel of figure 3. In the limit
N > 1, the PDF exhibits an ‘exponential tail’ of the form

Pq; (N) ~ AO e_AON .

It follows from eq. (3.32) that the amplitude, Ay and coefficient of the exponential, Ao,
are given by

(note that Ag is independent of ®), so that

T T P _1x2
Pp(N) ~ = cos | = —1)]eTw.
q)(N) :u2 o8 {2 (A¢Well ):l ¢ ’

In fact, the exponential tail was shown in ref. [59] to be a universal feature of the
PDF for quantum diffusion across a generic slow-roll potential with absorbing and
reflecting boundary conditions, egs. (3.20) and (3.21). Larger values of f correspond to
more quantum diffusion before exiting the flat quantum well and hence result in more
prominent exponential tails. Notice that the PDFs saturate towards f = 1 which is a
consequence of the reflective boundary condition given in eq. (3.21).

The full PDF as a function of initial field value ® is plotted in the right panel of figure 3
for realizations which have different values of N. It is clear that for A" — 0, starting
from f = ®/Apyen ~ 0 yields a sharply peaked distribution, in accordance with the
absorbing boundary condition given in eq. (3.20).

- 12 —



— N =0.01
— N =0.03
8 N =0.06
— N =01
— N =05
—_— N=1

PDF P3(N)
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Figure 3. Left panel: the full PDF for the flat quantum well as a function of A for different values of
the initial condition ® = ¢;, expressed in terms of f = ®/Adwen (for simplicity, we assume @ex = 0
here). Right panel: the full PDF as a function of initial field value ® for realizations which have
different values of N.

o Large classical drift where Ten >> Ty = Yen > 1. In this case the dynamics of the
inflaton is primarily governed by its classical drift and hence the PDF is approximately
Gaussian even for N’ > 1 (see ref. [69]).

However, in cases where the power spectrum is amplified sufficiently to form an interesting
abundance of PBHs, the inflaton typically enters the intermediate flat USR segment from the
CMB scale SR-I phase (see figure 2), with speed of the order mey ™~ Ter = Yen ~ 1. In this
case, both classical drift and stochastic diffusion become important (at least initially during
the entry into the USR segment) and hence the aforementioned approximations will not be
valid. Furthermore, the de Sitter approximations for the noise matrix elements, eq. (3.26),
might breakdown [97] during the transition into the USR phase. Consequently, it becomes
important to estimate the noise matrix elements more accurately.

We conclude that in order to properly use the stochastic dA formalism to estimate the
abundance of PBHs, one must correctly determine the PDF Py (N) from the adjoint FPE
eq. (3.19) with appropriate boundary conditions. As discussed above, this can be carried out
in two important steps:

1. Calculate the noise matrix elements ¥;; from eq. (3.15) accurately for the transitions
between the CMB scale slow roll and subsequent slow-roll violating phases.

2. Determine the form of the PDF Py 17(N), taking into account the initial momentum
with which the inflaton enters the USR segment.

In the rest of this paper, we carry out the first task of accurately computing the noise
matrix elements, first numerically in section 4.2.1 for a potential with a slow-roll violating
feature, and then analytically in section 4.2.2 for the case of instantaneous transitions between
different phases during inflation. We reserve the second task to an upcoming paper [81].

4 Noise matrix elements in stochastic inflation

In this section we calculate the expressions for the noise matrix elements 3;;, i.e. the correlators
of the field and momentum noise operators & = {£4,&x}. We do this initially for standard
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slow-roll inflation, and compare the estimates for >;; computed using the pure de Sitter
approximation to those obtained using the slow-roll approximations.

The key equations that we use are the following: the definition of the noise operators,
eq. (3.13), which along with a step-like k-space window function, eq. (3.10), leads to the noise
correlators of eq. (3.14), with the noise correlation matrix ¥;; being given by eq. (3.15). It is
important to note that these UV-noise mode functions are to be computed, not at Hubble
crossing, but at k = caH, where they chronologically become part of the coarse-grained IR
field and momentum, and provide quantum kicks. Hence, in order to compute the elements
of the noise matrix X;;, we need to compute the mode functions ¢;, = {¢y, 7 }. This can be
done by solving the Mukhanov-Sasaki (MS) equation in terms of conformal time 7 defined in
eq. (2.9)°

4 2 2"
v+ | K - v =10, (4.1)

where

z = amp\2ep (4.2)

1
= = (aH)? {2 + 2 — 30y + 265 +nf — 3ern — —= M| (4.3)
with appropriate initial conditions. The expressions for the mode functions ¢;, in the spatially
flat gauge!® are given by (see appendix A)

Vi d Vi

=—, mp=—-—=|—]). 4.4

Ok a’ P AN ( a ) (44)

From section 3.2, it is clear that in order to accurately compute the noise matrix elements

¥;; appearing in the adjoint FPE, eq. (3.19), we need to solve the MS equation as accurately

as possible. For slow-roll inflation, all relevant scales were sub-Hubble at early times, and
hence we impose the Bunch-Davies [98] initial conditions

1

. _ —ikT
leirfloo vp(7) = Ton e . (4.5)

We introduce a convenient new time variable, T', defined as

k
T=—kr=—. 4.6
T= (4.6)
During quasi-dS expansion, the conformal time 7 runs from —oo to 0, so 7" runs from oo to
0. Modes undergo Hubble-exit at T'= k/(aH) = 1, and the sub- and super-Hubble regimes

correspond to 7" > 1 and T < 1 respectively.

9Note that depending upon the situation, the MS equation, eq. (4.1), written in terms of the number of

e-folds N ~ In(a) as
d?vy, dwy, E\? 2"
ane +-angy+ | ()~ [m=0

might be more useful. We note that in terms of N, the MS equation features a friction term, and both the
terms inside the square bracket evolve with time. However, in terms of conformal time, 7, it is a simple
harmonic oscillator equation with time dependent mass terms (aH)™ 22" /z, while the comoving mode frequency
k is fixed, which is why we choose to work with conformal time.

1011 this work we compute the mode functions {¢r, 7k}, and hence the noise matrix elements, X;;, in the
spatially flat gauge, while the Langevin equations are written in the uniform-N gauge. This introduces small
corrections to the noise terms which we assume to be negligible [61]. We discuss this further in section 5.
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In terms of T' the MS equation, eq. (4.1), takes the form

d2v 21
dT§+<1— 7o o =0, (4.7)
where . -
2 z
_ LA 4.
V= ame 2 T (48)

For slow-roll inflation, 2 is greater than or equal to 9/4 at early times and increases

monotonically towards the end of inflation. In the limit where v is a constant, the MS eq. (4.7)
can be converted to a Bessel equation as shown in appendix B. In what follows, we start with
the computation of the noise-matrix elements for the case of featureless slow-roll potentials,
before proceeding to discuss the case of potentials possessing a slow-roll violating feature.

4.1 Featureless potentials

In the case of a featureless potential for which slow roll is a good approximation up until
the end of inflation, the effective mass term (aH)™2z"/z in the MS eq. (4.1) is almost a
constant and evolves monotonically. Hence the MS eq. (4.7) can be solved analytically by
approximating v in eq. (4.8) to be a constant.

Let us first demonstrate this calculation for the case of the pure de Sitter limit which is
usually employed in the computation of noise matrices in the stochastic formalism. In the pure
dS limit, both eg, ng = 0, leading to 2”/z = 2a?H? and v? = 9/4. Since a(7) = —1/(H7) in
the pure dS approximation,

k
T = — 4.
and hence the MS eq. (4.7) reduces to the familiar form
d2vk 2

The general solution of this equation is given by

v (T) :\/127: [ak (1+;> T+ By, <1—;) e_iT} , (4.11)

where the positive and negative frequency Bogolyubov coefficients satisfy the canonical
normalisation (Wronskian) condition

|o]* — [B|* = 1. (4.12)

Imposing the Bunch-Davies boundary conditions given in eq. (4.5)

1 .
li T) = —— €T 4.1
Jim vy (7) Vo (4.13)

selects out the positive frequency solution only, i.e ap = 1, B = 0, resulting in the final
expression for the MS mode functions

op(T) = 1% (1 + ;) et (4.14)
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from which we find the field and momentum mode functions from eq. (4.4) to be

H
2k3

_ "o ir
m(T) = \/ﬁlT e . (4.16)

or(T) = (T +1i)etT (4.15)

Using the above expressions for the mode functions, we derive exact expressions!! for
the noise matrix elements, eq. (3.15), in the form (recall they are evaluated at k = ocaH,
hence when T = o)

Sgs = (1+0) (;)2 (4.17)
Re(X4r) = —0? (;)2 (4.18)
Ypw =0 (;)2 (4.19)

In the stochastic inflation formalism the field and momentum variables are coarse-
grained on ultra-Hubble scales, where ¢ <« 1. For example, taking ¢ = 0.01, we get
Re(Zgr) = 107424, and Srr = 10783, under the pure de Sitter approximation. This
motivates the usual practice of dropping the momentum-induced noise terms g, and X,
from the adjoint FPE, eq. (3.19).

Turning now to slow-roll inflation, even though ey, ngy < 1, the slow-roll parameters
do not exactly vanish unlike in pure dS space. Nevertheless, as long as the quasi-de Sitter
expansion is valid (which is justified since e < 1), the expression for the scale factor in terms
of T is still given by eq. (4.9). Under the slow-roll approximations, the MS equation takes the
general form eq. (4.7) with v # 3/2. In fact for realistic SR potentials, v is roughly equal
to 3/2 and evolves slowly and monotonically. Assuming v to be a constant, and imposing
Bunch-Davies initial conditions, the expression for vy takes the form (see appendix B)

o(T) = i) 7 1 (1)
WD) = )T 2 57 VTHI(D), (4.20)

where H, ,Sl)(T) is the Hankel function of the first kind. For v # 3/2, using the expression for
the super-Hubble limit of the Hankel function!? given in eq. (B.8), we obtain expressions for
the field and momentum mode functions

_ i(v—3)3 gv—2 I'(v) H —v43

o(T) = ¢'(=2)% 2 T3/2) WT to, (4.21)
_ bz g-s T H 3N s

7Tk,‘(T) = ( ) 2 F(3/2) \/ﬁ < + 2) T—v+ ’ (4.22)

"'Note that we have dropped the imaginary part of the off-diagonal terms of the noise correlator matrix
since they do not correspond to classical noise sources [80].

2Expressions for ¥;; which are valid for any value of v in the super-Hubble limit are provided in appendix C
(also see ref. [80]).
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Figure 4. The numerically determined noise matrix elements for the slow-roll D-brane KKLT potential
given in eq. (4.26) for M = 0.5m,, in the absence of any features with o = 0.01, as a function of
number of e-folds from the end of inflation N.: from top to bottom [E44|, [Re(Xyr)| and |E,x|, blue,
green and purple lines respectively. We find significant differences between the numerical calculation

and the analytical estimation under the assumption of a de Sitter expansion, egs. (4.17)—(4.19), in
which case the ratio of $44 : |[Re(Spr)| : Sar is 1:107%: 1078,

which leads to the following expressions for the noise matrix elements 3J;; on super-Hubble
scales

e[S (2 )
Re(S4,) = —22(v~2) {Fi?%)r (Z)Q (—u + g) 72(-r+3) (4.24)
B[S (2 e

Recalling the definition of 7" in eq. (4.6) and the fact super-Hubble scales correspond
to k = caH, hence T = o, it follows that the above expressions demonstrate that all three
noise terms scale as Y;; o2(=v+3/2) on super-Hubble scales. This is in contrast to the
pure dS limit where the three noise terms in egs. (4.17)-(4.19) behave differently, namely,
e = const., Yy X 0?2 and ¥, « 0. Hence, during SR inflation for which v ~ 3/2, even
though the momentum-induced noise terms ¥4, and X are small compared to the field
noise Y44, they may not be negligible, depending upon the value of (v — 3/2). As mentioned
previously, for most slow-roll potentials, v evolves slowly and monotonically. The numerically
determined noise matrix elements, ¥;;, are shown in figure 4 for an example asymptotically
flat SR potential, which we choose to be the D-Brane KKLT potential [99-102] which has
the form
¢2

V) =Vo gm0 el (4.26)
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where M is the mass scale in the KKLT model which we have chosen to be M = 0.5m,,.
We have chosen o = 0.01 as is the standard practice (see ref. [80]). We notice that the
momentum induced noise terms Yy, and X, are much higher than their corresponding
values in the pure de Sitter limit. In particular, we find the ratio! of 44 : |[Re(Zgr)| : rn
tobe1:2x1072:4 x 1074 for large N, as opposed to the de Sitter analytic estimate of
1:107%: 1078 Additionally, the momentum induced noise terms scale approximately in the
same way as the field noise 34, in accordance with eqs. (4.23)-(4.25) at early times during
inflation when v ~ const.. Towards the end of inflation, since v starts to evolve faster, our
analytical results based on v ~ const. are no longer applicable.

4.2 Potentials with a slow-roll violating feature

Potentials possessing a feature that generates large, PBH-forming, perturbations, typically
exhibit slow-roll violation, during which the quasi-dS approximation is still valid (eg < 1),
while g > 1 (see ref. [83]). In particular, ng ~ 3 during an ultra slow-roll phase as discussed
in section 2. From eq. (4.3), the expression for the effective mass term 2" /z under the quasi-dS
approximation becomes

1
(aH)?

2" dng
—~2-3 2 - 4.27
p; ng+ng+ 7 % ( )

In this case, the inflationary dynamics undergoes transitions between a number of phases
driven by the behaviour of 7. In single field models in which perturbations grow sufficiently
to produce an interesting abundance of PBHs, the inflaton typically undergoes two important
transitions (see ref. [87]). The first transition T-I occurs from the CMB scale SR-I to a near-
USR phase, followed by a second transition T-II, from the near-USR phase to the subsequent
second slow-roll phase, SR-II, before the end of inflation. For some class of features (see
refs. [87, 104]), the second transition T-II also leads to an intermediate constant-roll (CR)
phase [105] during which 7y is negative, almost constant, and of order unity.

As a specific example, we consider a modified KKLT potential with an additional tiny
Gaussian bump-like feature [106]:

Vi() =

14+ A exp (—1 W)] , (4.28)

where A, 6 and ¢ represent the height, width and position of the bump respectively. The
evolution of ny and 2”/z for this potential is shown in figure 5. Following ref. [106], we fix
M = 0.5m,, and take the bump parameters to be A = 1.87 x 1073, 6 = 1.993 x 1072 m,, and
¢o = 2.005m,. These bump parameter values lead to a peak in the scalar power-spectrum of
P~ 1072 at a k value corresponding to ~ 107 g PBHs, i.e. at the lower end of the asteroid
mass window where PBHs can make up all of the dark matter (see e.g. refs. [14, 15]).

The inflationary dynamics in this case display the aforementioned three key phases,
namely SR-I, USR and CR with 7y making sharp (yet smooth) transitions between them,

13The ratio of the noise terms is not strongly dependent on the value of the KKLT mass scale, M. Smaller
values of M result in smaller values of ez, without changing the value of ng significantly. Therefore, in the
quasi-dS limit e < 1, the value of v? from eq. (4.8) and hence the noise matrix elements, eqs. (4.23)—(4.25), do
not change significantly. Such weak dependence of the ratio of noise terms on the parameters of the potential is
also the case for a-attractors as well as for a number of other asymptotically flat potentials (see refs. [101, 103]).
However, in general, if a change in the parameters of the potential changes the value of v, it will change the
ratio of the noise terms.
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Figure 5. Evolution of the effective mass term (1/aH)?z"”/z in the Mukhanov-Sasaki equation
eq. (4.1) (solid green curve) and ngy (dashed blue curve) for the modified KKLT potential featuring
a tiny Gaussian bump as given in eq. (4.28). The black-dashed line is (1/aH)?z"” /2 for a de Sitter
expansion (eq. (4.8)), namely v = 3/2. In the modified KKLT case, (1/aH)?z"”/z makes a sharp
yet smooth dip around the transition from the CMB scale SR-I to the subsequent near-USR phase,
after which it remains almost constant throughout the USR and constant-roll (CR) phases (but with
v > 3/2), until the inflaton enters into another slow-roll phase, SR-II, before the end of inflation. The
corresponding noise matrix elements associated with this potential are shown in figure 6.

as shown by the dashed blue curve in figure 5. However, during the second transition from
USR to the CR phase (15 < N, < 30), the effective mass term (aH) 22" /z remains nearly
constant,'* as emphasized in ref. [87]. The evolution of the mode functions (and hence the
noise matrix elements) is determined by (aH) 22" /z through the MS eq. (4.1). The expression
for the mode functions therefore remains the same in the subsequent CR phase through the
second transition because of the duality first noticed by Wands (see ref. [107]). Hence it
is only necessary to follow the evolution through the first transition, T-I, from SR-I to the
near-USR phase.

In what follows, we will first describe how to compute the noise matrix elements 3;;
numerically for the potential eq. (4.28), before finding accurate analytic solutions for them.
Note that we use this particular model to demonstrate our numerical framework because of
its mathematical simplicity and efficiency. However, the results we present are representative
of models with a broad range of features, including inflection point-like behaviour. This is

14The effective mass term remains almost constant during the second transition because of the upward
step-like evolution of ny as a function of N.. In the quasi-dS approximation, eg < 1, the effective mass term,
eq. (4.27), becomes (aH) 22" )z ~ 2-3nu + n% + ™. If ng has the form

ng = g + C tanh [C(Ne — ]\75)]

where C' is a constant and N, is the value of N, at which nz = 3/2, i.e. an upward step, then (aH) 22" /2 =
C? — 1/4 = const.. Note that the effective mass term is only constant for an upwards step in 7, and not for
a downward step, as occurs at the first transition.
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because, as shown in ref. [87], the behaviour of the effective mass term z”/z is similar across
these large class of models, hence our primary conclusions will apply to all of them, and not
just this modified KKLT model.

4.2.1 Numerical analysis

In order to numerically compute the noise matrix elements for the potential eq. (4.28), our
strategy is to split the mode functions ¢, 7 and vy into their real and imaginary parts (see

ref. [104])
S I RN S R C T} 429)

We impose Bunch-Davies initial conditions eq. (4.5) deep in the sub-Hubble regime, k > aH,

to obtain v,gR), v,(gl). Using eq. (4.4), we then find the real and imaginary parts of ¢ and my:
. 1 .
oK = ,(CR) + Z¢;(€I) = [v,(fR) + zv,(f)} , (4.30)
w o _ L[ (" @ ul o
T =, +imy, :al<aﬂ_vk >+z(aH—vk )1 (4.31)

Substituting egs. (4.29)-(4.31) into eq. (3.15), we derive the following compact expressions
for the noise matrix elements ¥;;

o= (e [ )7 ()] 32
k=ocaH
o1 [ w(d e\, ofw” o
Re(zﬂ(b) = Re(gw) = (1 _EH)ﬁ X ? X |"Uk oH — Vg +'Uk ﬁ — Vg o
(4.33)
2 2
oo () w0
Zﬂ-ﬂ-—(l—EH)ﬁXEX [(aﬂ—vk + aiH—’Uk . (434)

As we mentioned earlier, the imaginary part of the off-diagonal term X, does not
correspond to a stochastic classical noise source [80], hence we only need consider its real part
in eq. (4.33). The evolution of the absolute values of ¥4, Re(X¢r) and Xy, for the potential
eq. (4.28) are plotted in figure 6 for o = 0.01, while figure 7 shows the ratios between the
momentum-induced noise terms and the field noise, [Re(X¢r)|/|X¢g| and [Erz]/|Ege| around
the transition epoch. The transition leads to an enhancement of the momentum induced
noise terms relative to the field noise with ¥ > |[Re(X4r)| > Xg4. This is followed by a
near-exponential fall of each ¥;; during USR, since the slope of ¥;; is almost constant during
this epoch. We see that |Ex|/|Ess] 2 3 X [Re(Xgr)|/|Xg0|- At late times the noise matrix
elements begin to rise again and asymptote to constant values, and the hierarchy between the
noise terms gets reversed back to Xrr < |[Re(X4r)| < Xpg. We also notice that the asymptotic
value of each ¥;; at late times is greater than its corresponding value in the SR-I phase.

From figures 6 and 7, we conclude that the noise matrix elements for a potential with a
PBH-forming feature evolve in a more complicated way than for pure de Sitter or pure slow-roll.
We next show that the aforementioned interesting features of the noise terms across different
epochs, such as during SR-I, immediately after the transition from SR-I to USR, as well as the
late time asymptote, can be understood by making appropriate analytical approximations. In
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Figure 6. The numerically determined noise matrix elements, ¥;;, with o = 0.01, for the modified
KKLT potential with a tiny Gaussian bump, eq. (4.28), leading to a realistic smooth transition from
SR-I to a near-USR phase. (Note that the plot shows the behaviour of ¥;; only in the vicinity of the
USR regime.) The transition leads to an enhancement of the momentum induced noise terms, Xy
and Y., relative to the field noise, ¥44, in the USR epoch.
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Figure 7. The ratios of the momentum-induced noise terms and the field noise, |Re(Xyr)|/|Zpe| in
green and | X x|/|Z¢e| in purple, with o = 0.01, for the potential eq. (4.28) with a tiny Gaussian bump
as a function of N, around the SR-I to USR transition. The transition from SR-I to USR leads to an
enhancement of the momentum induced noise terms, ¥4, and ¥, relative to the field noise, Y44, in
the USR epoch.
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the following subsection, we compute the noise matrix elements analytically by assuming the
transition T-I from SR-I to the near-USR phase to be instantaneous. We will also demonstrate
that in the quasi-dS limit, ez < 1, the noise terms are completely determined by the second
slow-roll parameter ny.

4.2.2 Analytical treatment for instantaneous transitions

In order to compute Y;; analytically, we consider an approach which captures the key
features of the full numerical evolution, namely solving the MS eq. (4.7) under the following
assumptions.

1. We assume the second slow-roll parameter 7y to be a piece-wise constant function which
makes an instantaneous (yet finite) transition, ng : 71 — 12 at time 7 = 71, given by

nu(t) =m+ (e —m)O(r —n), (4.35)

where O is the Heaviside step function:

0, 7<m,

O(r—m) = { (4.36)

1, 7>m7.

2. The corresponding expression for v given in eq. (4.8) is then determined using eq. (4.3),
which under the quasi-dS approximation, e ~ 0, becomes eq. (4.27). Using the
expression for ny from eq. (4.35) in eq. (4.27), we obtain

12 1
V2 — 1= ?7'2 = A7rép(r—7) +vi— 1 + (1/22 — V%) O(r —m1), (4.37)
where 1
A=m—m, V%,Z 1 =2-3mp+ 7]%,2 . (4.38)

Hence the piece-wise constant ny in eq. (4.35) results in a piece-wise constant v in
eq. (4.37). We notice that the effective mass term z”/z contains a Dirac delta-function
arising from the derivative of the © function in eq. (4.35). Note that for 7y > n; (which
is the case for the SR-I — USR transition in figure 5) we have A > 0 and hence the
term containing the Dirac delta-function in eq. (4.37) is negative (since 7 < 0 during
inflation). This delta-function dip for an instantaneous transition analytically represents
the observed dip of finite width and depth for potentials with a smooth feature, as seen
in (1/aH)?2"/z in figure 5 (around N, ~ 32.5).

3. We impose Bunch-Davies initial conditions, eq. (4.5), only for modes that become
super-Hubble at early times before the transition i.e. 7 < 7y.

4. General solutions to the MS equation in different piece-wise constant v regimes are
matched during the transition 7 = 7 by using the Israel Junction conditions [86, 97, 108]

vi(m) = vE (1)) (Continuity) , (4.39)
d d it 1
EU% " — EvkE - = /Tl_l dT% vk (1) (Differentiability) , (4.40)
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where v (1) and v¥(7) are the mode functions before and after the transition respectively,

represented by

(4.41)

vk(T):{vf(T), T< T,

v,%(T), T>T.

We would ultimately like to derive expressions for the noise matrix elements which can
be expressed in terms of the mode functions v in the following compact form

g = (Z)QTQ | V2k 0y (T) ‘2 s (4.42)
Re(Y,4) = _(i)QTQRe (\/ﬁUZ(T) [Td(; (\/ﬁvk(T)) + V2kvy(T) ) o (4.43)
Sr = (Z)QTQ ka d%(@vk(T)> + \/ﬁuk(T)f L (4.44)

where we take o = 0.01 as discussed earlier. We start with the computation of noise matrix
elements for an instantaneous transition in the pure dS limit where v; = v = 3/2, before
moving on to a general transition between constant values of v : 17 — vy, with vo > 1.

Case 1: instantaneous transition in the pure dS limit with v1 = vy = % In the
case of an instantaneous transition at 7 = 71 in the pure dS limit (first considered in ref. [109]),
we have 1 = 0 and 79 = 3 and the system makes a transition from a SR to an exact USR
phase. Accordingly, the effective mass term in the MS equation takes the form

Z//

—7'2:AT(5D(T—71)+2, (4.45)
z

where the transition strength is A = 3. The expressions for the mode functions, obtained by
solving eq. (4.1) are given (in terms of T'= —k7) by

B = A (14 4) €T, T>T,
wl(T) = {v,f(T) = \/\/122:: [ak (fﬂ- %) T+ B (1 - %) e_iT} , T <Ty, (4.46)

where ay and () are constants of integration (to be determined from the Israel junction
conditions given in egs. (4.39) and (4.40)), while their derivatives are given by

O .
T\ = o[ bi (- e en i), Tem,

where recall T > T} corresponds to the epoch before the transition and T° < T3 to the epoch
after the transition. Note that we have imposed Bunch-Davies initial conditions on the mode
function vE(T) before the transition T > Tj, in accordance with our third assumption as
discussed above. The corresponding Fourier modes of the field fluctuations are obtained from
eq. (4.4)

B (ZSE(T): IQ-Ikg (T+i)eiT7 T>1T,
ék(T)_{dyﬁ(T): i (T+i)eiT + 3 (T —i)eiT], T<T. (4.48)
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as are those of the field momentum fluctuations

_ WE(T):—\/%iT2eiT, T>T,
m(T) L H_ .2 iT —iT (4.49)
ﬁk(T):—sz [ake — Bre }, T<1T.

The Bogolyubov coefficients «y and S, determined by implementing the Israel junction
conditions, egs. (4.39) and (4.40), are given by

a1 o +b1 By = dy (4.50)
as oy, + by B = d, (4.51)
which yields
where
ay =T +i (4.53)
by = (Ty —i)e 2D (4.54)
ar=(1+A)Ti+i(1+A-1T}) (4.55)
by=(1+A) Ty —i(1+A-T7)e (4.56)
dy =T +i (4.57)
dy =T +i(1-T}) (4.58)

With a little bit of algebra, we obtain'®

A1 1
Al i \2 .
Bk:i2T1<l+72“1> e?h (4.60)

From the above expressions, we can compute the noise matrix elements g4, Xgr, Xrr in
eqs. (4.42)—(4.44). The instantaneous transition leads to a mixing between the positive and
negative frequency solutions for the mode functions. Our analytical results are shown in the
left panel of figure 8 for A = +3.'6 The asymptotic behaviour of ¥;; at different epochs can
be inferred from the scale dependence of the Bogolyubov coefficients, given by egs. (4.59)
and (4.60). Note that different comoving modes contribute to the noise terms at different
times. Immediately after the transition, when 7' < T < 1, the noise matrix elements are due
to modes joining the coarse-graining scale T' = ¢ at this epoch, for which, using eqs. (4.59)
and (4.60), oy, Br ~ —3i/(2T). Consequently, the noise terms from eqs. (4.42)—(4.44) behave

5Eqs. (4.59) and (4.60) agree with the results obtained in refs. [97, 109] for an inflaton potential consisting
of two linear regimes V' (¢) x ¢ and slopes «, [ that are joined at a point ¢ = ¢1 in which case Ti is related to
#1 and A = 3(a — B)/a.

The noise matrix elements for the case of an instantaneous transition were also estimated in ref. [97]
under the pure dS approximation for the Starobinsky model [109]. Using our calculations, with a transition
strength in the range A < 3, one can obtain the noise matrix elements for the entire parameter space of the
Starobinsky model.
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as B;; oc 176, Since Ty = k/(a1Hy), Sij oc k=6 oc €Ve, and the ratio Sy : [Re(Zgr)| : T i
given by 1:3:9, to leading order in T' = ¢. Following this epoch, the noise terms begin to
rise exponentially, and the hierarchy between the field and momentum induced terms gets
reversed back to Xy > |Re(Xgr)| > Xrr. At sufficiently late times, when 7' < 1 < T1, the
noise matrix elements are due to modes for which oy, — 1, while £, ~ 3i/(21}) e??™t decays
to zero with oscillations. Hence the noise matrix elements asymptote to their corresponding
pre-transition (constant) values given by eqs. (4.17)—(4.19).

Comparing the analytical results for an instantaneous transition in the pure dS limit,
shown in the left panel of figure 8, with the numerical results for a potential with a PBH
forming feature shown in figure 6, we conclude that the former fails to capture!'” the late time
asymptotic properties of ¥;;. Therefore, in the following, we will compute X;; relaxing the
pure dS approximation.

Case 2: instantaneous transition between two constant values of v: 11 — 3. In
the case of an instantaneous transition at 7 = 7; where v makes a jump'® between the constant
values v — 1o, once again by solving eq. (4.1), the expressions for the mode functions are
given (in terms of 7' = —k7) by

71' Z(V1+) \/>H(1)( )7 T>T1,

vp(T) = i 4.61
() \F[Cl HY,)(T)+ CEHE(T) |, T<Th, (4.61)
and their derivatives are given by
7 i(n+3)Z 1 1
du_ Jomy/3¢ D8 Gy (3 ) (DA THLL (@], 7>,
dr | L[F((3=m) B (D) +THL (1)) +CE((3-w) B (D+THSE (T))], T<T)
(4.62)

By implementing the Israel junction conditions, eqs. (4.39) and (4.40), the constant
coefficients of integration C and C¥ can be shown to satisfy the algebraic equations

a CE+b, 08 =dy (4.63)
as CL 4+ by, CF = ds, (4.64)

which yields

dlbg—dgbl CL_anl—dlag

cLt = —
1 albg—agbl7 2 albg—agbl,

(4.65)

1"Note, however, that the pure dS-transition is a good approximation for potentials featuring a ‘flat’ segment
(as shown in figure 2) rather than a bump. In this case egs. (4.46)—(4.60) can be used to compute the noise
terms (see ref. [97]).

!8Farlier work on instantaneous transition during inflation beyond the pure de Sitter approximation (when
v # 3/2) can be found in refs. [110-112].
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Figure 8. The noise matrix elements ¥;; computed analytically using eqs. (4.42)-(4.44), for o = 0.01.
Left panel: an instantaneous transition from SR to USR using the pure de Sitter limit, 11 = v = 3/2.
Right panel: an instantaneous transition from a SR phase with v = 1.52 to a near-USR phase with
o = 1.8. In both cases the thin dashed lines show the analytical asymptotes immediately after the
transition, %;; ~ e2ANe,

where
ay = H(T)) (4.66)
by = H2(T1) (4.67)
1
az = (2 -y — A) HD(Ty) + Ty HY (1) (4.68)
1
b2 = (2 — Vy — .A) Hl(,z)(Tl) + Tl ng)_l(Tl) (4'69)

di = \/127{ \/Zei(”ﬁ%)’% HD(T) (4.70)
1 : x 1
b= \/j (1) [ <2 _ ul) HOM) + 1B (1) (4.71)

The resulting noise matrix elements, computed using eqs. (4.42)—(4.44), are shown in
the right panel of figure 8. In order to compare our results with the numerical calculation in
figure 6, we choose 1 = 1.52 and v» = 1.8. These values correspond to 1y = —0.02 and 75 = 3.3
respectively, to match the values of ny during the SR-I and the near-USR epochs for the
modified KKLT potential with a Gaussian bump used for the numerical calculation in figure 6.

As in the pure dS case, immediately after the transition, when T' < T} < 1, the noise
matrix elements fall nearly-exponentially with 3;; ~ e?ANe . The ratio Ygo : |Re(Zgn)| : X
is approximately 1 : A : A? (where A = 1y — n1 = 3.32 from eq. (4.38)), and nearly
constant. However, following this epoch the noise terms begin to rise and the hierarchy
between the field and momentum induced terms is reversed back to ¥4y > [Re(Xpr)| > Srr.
At sufficiently late times, T" < 1 < T1, the coefficient of the negative frequency solution
C¥ becomes negligible, and the behaviour of Yi; can be understood from the constant v
expressions for the noise terms, egs. (4.23)—(4.25). The late time ratio of noise terms is given

2
by X¢e 1 [Re(Xgpr)| : Xpr — 1 (1/2 — %) : (1/2 — %) i.e. the values of ¥;; are higher than their
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pre-transition counterparts in the SR-I phase. This matches the behaviour of the numerically
calculated noise matrix elements for the modified KKLT potential with a Gaussian bump
shown in figure 6.

The key results of our analytical calculations for an instantaneous transition are:

1. The expressions for the noise matrix elements in the pre-transition epoch are given by
eqs. (4.23)—(4.25) with v = vy, resulting in the ratios

3 3\
Yos : [Re(Bgr)| : Err — 1: <1/1 - 2> : (1/1 - 2) . (4.72)

2. Immediately after the transition, 3;; oc e2ANe and
Yoot Re(Zgr)| : o — 1: A A% (4.73)

3. At sufficiently late times, the noise terms are again given by egs. (4.23)—(4.25), but with
Vv = 1», yielding the ratios

2
Yos  |Re(Bgr)| : Brr — 1: <V2 - ;) : (VQ - ;)) . (4.74)
Comparing figure 8 with figure 6, we see that the analytical treatment assuming an
instantaneous transition between two constant values of v, vy and vy (Case 2) captures most
of the asymptotic properties of ¥;; for a potential with a PBH forming feature. This is
in contrast to the pure dS transition (Case 1) which was not able to capture the late-time
asymptote accurately, due to the assumption that v; = vy = 3/2. Furthermore, the pure dS
transition also underestimates the momentum induced noise terms g4, and Y in the SR-I
phase, as discussed in section 4.1.
We conclude this section by briefly commenting on the degree of correlation between the
field and momentum noise terms, {4 and &, which can be quantified in terms of the ratio”
[Re(Egr)|
0% Nyt (4.75)
where 7 is related to the determinant of the noise matrix by 72 = 1 — det(Zj)/(ZppSrr)-
The noise terms are maximally correlated if v = 1, while v = 0 implies that 4 and &, are
independent (see ref. [80]). For featureless potentials, we find that v ~ 1 under the pure
dS approximation, using egs. (4.17)—(4.19), as well as under the SR approximations, using
eqs. (4.23)-(4.25). For potentials with a PBH forming feature, we also find that v ~ 1
throughout the three asymptotic regimes®’ described by eqs. (4.72)—(4.74). This property of
maximal correlation between the noise terms is a direct consequence of the fact that for o < 1,
the super-Hubble UV mode functions, ¢, are frozen by the time they join the coarse-graining
scale k = oaH (see refs. [71, 113] for a detailed discussion on the freezing behaviour of the
UV modes). Consequently, we conclude that quantum diffusion can be assumed to be sourced
by a single random noise term. Hence our analysis suggests that the dynamics during the
three asymptotic regimes given in eqs. (4.17)—(4.19) can be described by a system with a
single stochastic degree of freedom as suggested in refs. [68, 97, 114]. This will be discussed
in our forthcoming paper [81].

19We thank David Wands for pointing out the relevance of calculating .
2We find v < 1 only for brief transient periods when the noise terms begin to rise after their exponential
fall post transition.
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5 Discussion

In section 4 we accurately calculated the stochastic noise matrix elements for a sharp
transition from SR to USR, using both analytical and numerical techniques. Our ultimate
aim is to determine the PDF of the number of e-folds, Pg1(N), by solving the adjoint
Fokker-Planck eq. (3.19) (using appropriate boundary conditions) and then calculate the mass
fraction of PBHs fppp. Using the Press-Schechter formalism [115], the PBH mass fraction is
usually estimated by integrating the probability distribution of the coarse grained curvature
perturbation, P((cg), above the threshold for PBH formation, (.. The PBH mass fraction in
the Stochastic formalism is given as (see refs. [56, 57])

o0

[e.e]

B(®,11) = / P(Ceg) ACeg = / Poni(N) AN, (5.1)
Ce Cet (N (2,11))

where the average number of e-folds, (N(®,1II)), can be obtained from eq. (3.18).

While this task is reserved for our upcoming paper, we expect that the sharp decline
of the noise terms after the transition will decrease the amount of quantum diffusion of
the IR fields across the PBH-forming feature. Therefore we expect the tail of the PDF to
decline more rapidly than what is usually found using the pure dS approximation without any
transitions. Indeed such behaviour of the PDF was found in ref. [97] which focused on a sharp
transition in pure dS space using the linear potential model of Starobinsky [109]. Numerical
simulations carried out in refs. [66, 70, 71] show that the canonical computation based on
the pure dS noise terms without any transition typically leads to inaccurate estimates of the
PBH abundance (over-estimates for some potentials and under-estimates for other potentials).
However, it is important to study the relative contributions of the noise terms, Y;;, the
potential, V(¢), and the boundary conditions to the PDF separately. An analytical approach
is well-suited to this, and this is one of the primary goals of our upcoming paper.

In the following, we overview the outstanding complexities in accurately calculating the
PBH mass fraction.

o Curvature perturbation vs density contrast. While the PBH mass fraction is often
calculated from the PDF of the curvature perturbation using eq. (5.1), the criterion for
PBH formation is most accurately formulated in terms of the non-linear density contrast
J, see e.g. refs. [39-41, 72, 116]. An accurate computation of the PDF of the density
contrast needs the knowledge of all the higher order (n-point) connected correlators
of the curvature perturbation, (. Therefore a high-precision calculation of the PBH
mass fraction requires the joint probabilities rather than the one-point PDF, P[] (see
refs. [40, 72] for discussion of this issue).

o Gauge corrections. In this work we compute the mode functions {¢, 7 }, and hence the
noise correlators of {f¢, éﬂ}, in the spatially flat gauge, however the Langevin equations
are written in the uniform-/N gauge. This induces corrections to the noise terms that
could be non-negligible when the slow-roll approximations are violated [61, 67, 68].
However refs. [61, 71] showed that the gauge corrections are negligible for o < 1.

o Choice of coarse-graining parameter. In section 3, we mentioned that the coarse-graining
parameter ¢ needs to be small enough, ¢ < 1, to ensure that the short-wavelength
quantum fluctuations {£4, -} act as classical noise on the dynamics of the coarse-grained
fields {®,I1}. In fact, the physical results are expected to be independent of o as long as
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o> e 1/Ben) (see refs. [45, 48]). In our analysis, we have considered o = 0.01 in order
to account for substantial non-linearity in the evolution by including as many modes
into the long-wavelength regime as possible without violating the stochastic nature of
the noise terms (see refs. [71, 113]). Nevertheless, our results given in eqs. (4.72)—(4.74)
demonstrate that the ratio of the noise terms are rather insensitive to the choice of
o. Numerical simulations of the stochastic dynamics carried out in refs. [71, 113] also
indicate that the mass fraction of PBHs do not depend upon the particular choice for
the value of o, as long as it is not arbitrarily small.

Effects of backreaction. We have calculated the noise matrix elements by treating
the mode functions {¢g, 7%} as linear perturbations in a deterministic (non-stochastic)
inflationary background, as is the usual practice in perturbation theory. In stochastic
inflation, the noise terms should in principle be evaluated in the stochastically evolving
background of the coarse-grained IR fields {®,II}. However, numerical simulations
demonstrate that such non-Markovian corrections due to the backreaction effects of the
stochastic IR background are negligible for single field inflationary potentials with a
large class of PBH forming features, such as a flat segment, an inflection point, or a
bump/dip and hence can be safely ignored (see refs. [71, 113]).

Classical SN formalism. The PDF of the comoving curvature perturbation can also be
computed using the classical (non-linear) § N formalism developed in refs. [28, 75-78].
For potentials with a broad class of features, the non-perturbative non-Gaussianity in-
duced by stochastic effects is usually expected to be dominant (see ref. [71]). The relative
significance of the stochastic effects can be inferred from a classicality criterion, expressed
in terms of the parameter jo = |V (¢)nu/ (247r2m;1) €rr)|, obtained from a saddle-point
approximation of the stochastic integrals [48]. For a potential with j. < 1, stochastic
effects can safely be ignored (except in the far tail of the PDF). Hence, it is possible to
construct potentials for which the stochastic effects are specifically negligible by design,
while the classical non-linearities can be significant (see ref. [51]). In such cases the clas-
sical 6N formalism can be successfully used to compute the PDF (see also refs. [53, 55]).

Loop corrections. As outlined in section 2, to generate a non-negligible abundance of
PBHs, the power spectrum of the primordial scalar perturbations on small scales has
to be roughly seven orders of magnitude larger than its measured value on CMB scales,
i.e Pe(k) ~ 1072, Therefore it is crucial to ask whether such a large enhancement of
power at smaller scales might induce non-negligible loop corrections to the CMB scale
power spectrum at higher orders in perturbation theory. Recently such calculations
were carried out perturbatively in refs. [117-121]. These papers find that the one-loop
corrections to the CMB scale power spectrum can become significant if P¢(k) > O(1072).
This appears to rule out the formation of an interesting abundance of PBHs in single
field inflationary models. However this conclusion is currently the subject of debate.
It has been argued in refs. [122-124] that the loop corrections are negligible if the
transition from USR to the subsequent attractor phase is smooth enough. Nevertheless
we stress that the amplitude of the small scale power spectrum required to form an
interesting abundance of PBHs depends on the PDF of the perturbations. The standard
value, P (k) ~ 1072, assumes the PDF is Gaussian. This amplitude, and therefore the
size of the one-loop corrections to the CMB scale power spectrum, will be different for
the non-Gaussian tail usually generated by stochastic effects.
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6 Conclusions

PBHs can form due to the gravitational collapse of large fluctuations, in the non-perturbative
tail of the PDF. An accurate calculation of the full PDF of the perturbations is therefore crucial
to calculate their abundance. Stochastic inflation is a powerful framework for computing the
cosmological correlators non-perturbatively. Using the stochastic SN formalism, the full PDF
can be calculated from the first-passage statistics of the number of e-folds, N, during inflation.
However to correctly account for the back-reaction effect of small scale (UV) fluctuations, ¢y,
on the long wavelength coarse-grained (IR) field, ®, it is essential to compute the noise matrix
elements accurately. Since most single field inflationary potentials with a PBH-forming feature
violate the slow-roll conditions, a precise calculation of the stochastic noise matrix elements
beyond slow roll is required. In this paper we have done this, both analytically and numerically.

After a brief overview of single-field inflationary dynamics beyond slow roll in section 2,
we set up the relevant equations underlying the stochastic inflation formalism in section 3.
There are two key steps to using the stochastic inflation formalism to calculate the full PDF
of fluctuations in slow-roll violating, PBH-producing, models:

1. compute the statistics of both field and momentum-induced noise terms {£4, &},

2. set up the Langevin equations (or, the corresponding adjoint Fokker-Planck equation)
without ignoring the inflaton IR, momentum II.

We have addressed the first issue here and will focus on the second in a forthcoming paper [81].

In section 4 we computed the matrix elements, ¥;;, defined in eq. (3.15), which char-
acterise the statistics of the field and momentum noise terms. First, in section 4.1, we
derived expressions for 3;; for featureless potentials where the slow-roll conditions ez, ng <1
remain valid until almost the end of inflation. We compared the results of our analytical
calculations, egs. (4.23)—(4.25), and numerical calculations (shown in figure 4) for the KKLT
potential, eq. (4.26), with the corresponding estimates under the pure de Sitter approximation,
egs. (4.17)—(4.19). We found that the dS approximation underestimates the momentum in-
duced noise terms, ¥4 and X, by several orders of magnitude, even for a slow-roll potential.

In section 4.2, we calculated the noise matrix elements for single field inflationary
potentials with a slow-roll violating, PBH-forming feature. For the numerical calculations we
used the modified KKLT potential featuring a tiny Gaussian bump, eq. (4.28), as a proto-
typical single-field PBH-forming potential. This potential has a sharp transition from the CMB
scale SR-I phase to the subsequent near-USR phase, as shown in figure 5. Our results, plotted
in figures 6 and 7, show that following the transition, 3J;; falls exponentially and the momentum
induced noise terms dominate the field noise with the hierarchy X > |[Re(Zgr)| > Xpp-
Subsequently, the noise terms return back to their original hierarchy, before growing and
tending to constant values.

To understand the asymptotic behaviour of the noise terms, we calculated the noise
matrix elements analytically using several approximations. Firstly we treated the sharp
transition between the SR-I phase and the subsequent near-USR phase as instantaneous,
and assumed the second slow-roll parameter ng to be piece-wise constant. By solving the
Mukhanov-Sasaki equation, eq. (4.7), analytically for a constant 7y (and hence a constant
v), and applying the Israel junction matching conditions across the transition, we computed
the noise matrix elements shown in the right panel of figure 8. We found that the behaviour
of the noise terms post transition is governed by a single parameter, namely the transition
strength, A, which is defined as the difference between the values of the second slow-roll
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parameter 1y post- and pre-transition as given in eq. (4.38). This analytical computation
based on an instantaneous transition v : v; — vy captures the key features of the noise matrix
elements for potentials with a smooth feature (see eqs. (4.72)—(4.74)).

We also compared our calculations with those for an instantaneous transition using the
pure dS approximation, i.e. v; = vo = 3/2, which was carried out in ref. [97] for the Starobinsky
model [109], see the left panel of figure 8. We found that the dS approximation underestimates
the noise terms not only in the SR-I phase (as mentioned before), but also a long time after
the transition. However, the pure dS-transition estimates are a good approximation to the
behaviour of the noise terms immediately after the transition. Furthermore, for potentials
with a pure ‘flat’ feature (as shown in figure 2) rather than a bump, the dS-transition
approximations work quite well.

In our analytical solutions of the MS equation, we focused on a single sharp transition,
T-I. In this case the effective mass term z”/z remains almost constant throughout the
USR, T-I and CR phases, as can be seen in figure 5. Therefore the expression for the mode
functions remains the same after the second transition, due to the Wands duality as discussed
in section 4.2. This is a common characteristic of a broad class of single field inflationary
models with a PBH forming feature (see ref. [87]). Our analytical scheme can be extended to
situations where the effective mass term z”/z undergoes two or more sharp transitions. We
provide the relevant analytical expressions for the mode functions in this case in appendix E.

We conclude that in order to accurately determine the PDF of the curvature perturbation,
P[], beyond slow roll, one must solve the adjoint Fokker-Planck equation (3.19) using the
correct asymptotic forms of the noise matrix elements given in eqgs. (4.72)—(4.74). Our
upcoming paper [81] will be dedicated to developing analytical and semi-analytical techniques
to solve the adjoint FPE with the knowledge of ¥;; obtained here. While numerical simulations
of the Langevin equations can be carried out in full generality, they are often quite time-
consuming, and demand large computational resources. Furthermore, the analytical approach
will allow us to calculate the asymptotic behaviour of the PDF and study the effects of the
noise terms, 3;;, the potential, V' (¢), and the boundary conditions on the PDF separately.
It is therefore complementary to the fully numerical simulations of the Langevin equations
discussed in refs. [66, 70, 71, 74].
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A Mukhanov-Sasaki equation in spatially flat gauge

In this appendix we outline the derivation of the Mukhanov-Sasaki equation in a spatially
flat gauge, which we solved for in section 4. Starting from the action of a canonical scalar
field minimally coupled to gravity

2 1
S[gll«llvgb} = / d4$\/jg<n;pR_ §aﬂ¢al/¢guy - V(¢)> )

we consider linear field fluctuations ¢(t, &) = ¢(t) + d¢(t, &) and the linearly perturbed ADM
metric in the spatially flat gauge

ds® = —a?dt® + a?(t) 6, (da?i + 4 dt) (dxj + dt) ,

where o = 1 + da and 3% are the lapse and shift functions. Imposing the GR momentum and
Hamiltonian constraints, one obtains (see ref. [125])

dov = eﬂéﬁ aﬂi__ Q 1 57¢
R V> mp’ wT T gy V2 my )

Incorporating the above expressions into the action, expanding around the background,
the quadratic action for §¢ fluctuations (in the spatially flat gauge) is [31, 125]

1 [ (@682 [d2V(e
S10] = 5 / A7 o [&f _{ a2) _ ( d¢(2 )

+2ey H* 20y — ey — 3)) 5¢21 . (A

The Euler-Lagrange equation for d¢ is given by

: LV L V() 20 dV(e) &
Hép— —= 06— a’H*(2— ey — — — — =0.
0p+3Hdp 2 0p—a < €H ~ 2 407 m2HY  dg m§H4V 0p=20
(A.2)
With the change of variables v = a d¢, the Fourier modes vy, satisfy the Mukhanov-Sasaki
equation
" Z”
vk+<k2—)vk:0,
z
with
g L dV(e) 2 dV(e) &
— =a’H*(2—€eyg — — — — A.
2 ¢ ( HTHE A m2HS dp miH) ) (4.3)
1
= (aH)? [2 + 2e5 — 30 + 2635 +nH — Seun — i n}l} . (A.4)

B Analytical solution of the Mukhanov-Sasaki equation

For the featureless slow-roll potentials that we study in section 4.1, v? is greater than or
equal to 9/4 and effectively constant. In this case the Mukhanov-Sasaki (MS) eq. (4.1)
can be written as a Bessel equation with constant v, which can be solved analytically (see
refs. [126, 127]). In this appendix we present this solution in terms of both Hankel functions
(appendix B.1) and Bessel functions (appendix B.2).
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For the analytical treatment, assuming (aH)™22"/z = v? — 1/4 to be a constant, the
Mukhanov-Sasaki (MS) eq. (4.1) can be written as

dQUk V2-— 1
2 lQ— 5 o =0, (B.1)

using the new time variable, T, defined in eq. (4.6)

k
T=—-kr=—.
4 aH
All modes undergo Hubble-exit at 7' = 1, with sub (super)-Hubble scales corresponding to
T > (<)1. In terms of this new time variable, the MS equation takes the form

2

d2’0k v

dT? 1=

_l’_

_1
T24]Uk:0.

Using the variable redefinition F' = v/ VT, this equation can be transformed into the
more familiar Bessel equation:

d?F 1 dF V2
- 1L |F=o0. B.2
dT2+TdT+l TQ] 0 (B-2)

The general solution to eq. (B.2) (when v is not an integer) can be written either as a
linear combination of Hankel functions of the first and second kind {H,El)(T ), o (T)} or as
a linear combination of positive and negative order (£v) Bessel functions of the first kind

{J_,(T), J,(T)}. The functions are related by [126]

I (T) F ™™ J,(T)
N isin (7v)

(B.3)

B.1 In terms of Hankel functions

The general solution to the Bessel eq. (B.2) in terms of the Hankel functions is given by
F(T) = Cy HY(T) + C; HP(T), (B.4)

where the coefficients C and C are fixed by initial/boundary conditions. Hence the solution
to the MS equation can be written as

op(T) = VT [CL HO(T) + G, HA(T) | (B.5)

In the sub-Hubble limit, 7" > 1, the Hankel functions take the form

2 1 - . 1\ m
HM(T ~ )2 =T e’l(”+§)§, B.6
( )T_>oo i (B.6)

2 ]. . . 1\m
Hl(,2) T ~y 2T el(”‘*‘i)i , B.7
M =i (8.7)
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while in the super-Hubble limit, T" < 1, the Hankel functions take the form

~ —\/761'3 2/~3 F(? 7. (B.9)
T—0 @ F(i)

The Bunch-Davies conditions, eq. (4.5), for the mode functions take the form

N C1HMW(T) :

vk(T) e
T—o0 2k T—o0

which yields

1 mw 1\ m
Ci = — —el(”+§)5, and Cy =0,
1 Tk:\/2 2

and hence the final expression for the mode functions becomes

. x 1
o(T) = &+3)5 |1 = /T HD(T). B.10
B.2 In terms of Bessel functions

The general solution to the Bessel equation, eq. (B.2), in terms of the Bessel functions of the
first kind of order +v is given by

T 1
F(T) = \/;sin(7ry)[c+ J_,(T)+C_J,(T)], (B.11)

where the coefficients C; and C_ are again to be fixed by initial/boundary conditions. Hence
the solution to MS eq. (4.1) can be written as

ue(T) = \/Zsm(;y)\/:?[cu J_(T) + C_ J,(T)]. (B.12)

Imposing Bunch-Davies initial conditions, eq. (4.5), we get

C’+ = —1 L ei(y+%)g and C_ =1 L @i(y+§)% e_iﬂ'l’

V2k ’ V2k ’

and hence the final expression for the mode functions becomes
i(v+3)5 1
e .
T)=—iy/- —— —VT|J_(T)—e "™ J,(T)]|. B.1
oT) = =iy[5 iy var VI LT-T) = e (1) (B.13)

With the help of eq. (B.3), we see by equating eqs. (B.5) and (B.12), that the relation between
the Hankel coefficients {C}, C2} and Bessel coefficients {Cy, C_} is given by

[m | Cp+ e 2Ol s
Ol - Z\/; 1 6_2.27”/ ) 02 =1 5
In this work, we express analytical solutions of the MS equation in terms of Hankel

functions. However, our results can alternatively be easily expressed in terms of the Bessel
functions by using egs. (B.3) and (B.14).

(B.14)

C+ + eimjc— e—i27ry
1— e—i27rl/ :
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C Super-Hubble expansion of the noise matrix elements

The full expressions for the noise matrix elements are given in eqs. (4.42)—(4.44). Since we
need to evaluate ¥;; in the super-Hubble limit with 7" = o < 1, here we provide expressions
for the noise terms, derived from the mode functions, vi(7'), in eq. (4.20), as a series expansion
in T, up to O(T*), for constant v:

et (Y
T2 :;)fﬁ el
n (2 i T%) 2_2;[FV[]_”] cos () T + (’)(T4+2”)] , (C.1)
Re(S,g) = —22(v~32) {F%Z;)]Q(Z)QT?(”%) [(g - 1/) n 4(5—1-2%:) T2
+16(—2:—7I/—)+—(iyl + )2 @ - ”) T4
— (3 +3 = 15+ V2)T2> - (ffy)ﬂy cot (mv) T? + O(TW‘”)] : (C.2)

= B ()0 s 3+ (s (2

131 — 2v(83 — 3dv + 4v%)\
64(—v + 2)(—1 + v)?

42 +9 21 +42 L\ 27

2 4(—1 4 v?) I[1+v)?

mv cot (mv) T? + O(T4+21’)] . (C3)

The above expressions for ¥;; are valid for any value of v, and accurately reproduce the
de Sitter results for v = 3/2. We have verified that there are no higher order corrections in
the dS limit.

D Functional form of 2”/z during sharp transitions

In this appendix we derive the analytic expressions for z”/z for the instantaneous transitions
that we use in section 4.2.2. Under the quasi-dS approximation, eg ~ 0, the effective mass
term in the MS eq. (4.1) becomes

"

2—7'222—377}14—17%{4—7'(177—}[, (D.1)
z dr

where this final form of 2 /z depends upon the expression for the second slow-roll parameter
N (7). In the following, we will assume that 7 is piece-wise constant and makes instantaneous,
but finite transitions. We will begin with the simplest case where ny makes only one transition
and later generalise this to the case of two or more successive transitions.
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D.1 Single instantaneous transition

Suppose that during inflation, the second SR parameter makes a sharp transition from
ng =M1 — n2 at time 7 = 71. In this case ny can be written as

na(T) =m + (2 —m)O(r — ). (D.2)
Using eq. (D.1), we obtain the following expression for 2z /z

"
1
%TQZAT5D(T—71)+V12—Z+(VQQ—V%> O(r — 1), (D-3)

with A =7y —n1 and v{5 = (9/4) =312 4717 5. For n1 = 0 and 7y = +3, the system reduces
to the case of pure de Sitter SR — USR transition, where v? = v3 = 9/4 and A = +3.

D.2 Two successive instantaneous transitions

If the second SR parameter makes another sharp transition from ng = 1y — n3 at time 7 = 7o,
then 1y can be written as

nu(t) =m + (m2 —m) O(1 — 1) + (3 — n2) O(T — 72). (D.4)

Once again using eq. (D.1), we now obtain

1
%7'2 = V%—Z-l- (V22 — 1/12) O(t—11)+ <V§ — V22) O(t—m)+ A1 7op(t—11)+ A T dp(T—T2),
(D.5)
with ./4172 =12,3 —1MN1,2 and 1/12’273 = (9/4) — 37]1,273 + 77%273.

D.3 Generalising to multiple instantaneous transitions

If the inflaton potential exhibits a number of tiny features/modulations, then the second SR
parameter 1y might undergo a number of successive transitions before the end of inflation.
Assuming each transition to be instantaneous for ease of analytical treatment, we can write
the following general expression for 7y

na(t) =m+m2—m)O(r —71) + (3 —1m2) O(T —72) + ... + (M1 — 1) O(T — 70) , (D.6)

where ‘n’ is the total number of instantaneous transitions occurring at times 71,72, ...,7,. In
this case, the expression for 2 /2 becomes

Zl/

?Tzzyf—i—i—(V%—y%)@(T—ﬁ)—l—(V%—V%)@(T—Tg)—i—...—i—(V,%H—V,%)@(T—Tn)

+Aimop(r—1)+Ae7op(t—72)+ ...+ Ay TOp(T — ), (D.7)

where A, = 011 — 1 and v2 = (9/4) — 30, +n2.

In compact notation, we can write the general expressions for ny and 2”/z for ‘n’

successive instantaneous transitions as

wr(r) = m + 3 [t = m] O — 7). 05)
i=1
ZZ/T —V1—7+Z[ Vi — } O(r—m)+Aitép(t — 1), (D.9)

where A; = ;01 — 74, 1/2-2 =(9/4) —3n; + 7]12.
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E Noise matrix elements for two successive instantaneous transitions

In this appendix, we present the full calculations for the mode functions in a closed form
for the case of two successive instantaneous transitions during inflation. This generalises
the results presented in Case 1 (Pure dS limit) and Case 2 (transition between two different
values v; — 1) of section 4.2.2.

E.1 Pure dS limit

For two successive instantaneous transitions SR — USR — SR in the pure dS limit,?' the

effective mass term in the MS equation takes the form

Zl/

;7'2ZAT[5D(T—7'1)—5D(7'_7'2)]+27 (E.1)

where 71 is the transition time from SR to USR and 7 is the transition time from USR back
to SR. A = +3 is the strength of the transition, as discussed before
The MS (complex) mode functions generalise those derived in eq. (4.46) and are given by

Uf(T)Zﬁ(l-i-%)eiT, Ty<Ti <T,
u(T) =0 = L [ (1+ 4)eT+Cf (1= 4) e 7], TB<T<Ti, (B2
vH(T) = A [CE (14 4) T+ 05 (1-4) e T|, T<B<T,

and the derivatives of the mode functions generalise those derived in eq. (4.47) and are given by

i = [ ()]
0t ={ =g el [-4+i(-)] T ech [H-i (o)) 7). meren,
= (ot (i)t [4oi(1- )] ). Temen

(E.3)

Here the superscripts ‘E’, ‘I’ and ‘L’ stand for early, intermediate and late respectively.
After implementing the Israel junction matching conditions, we obtain the final expressions
for the mode functions

where
To+1i, (E.5)
b3 (Ty — i) e 4212 (E.6)
= (A-1)Ty+i (T3 -1+ A), (E.7)
by = (A 1)TQ—Z(T2—1+A> 2T (E.8)
dy = (T +4) C + (T —i)e "2 0y, (E.9)
di= | 2—1(T2—1)}C{+[Tg+z’(T§—1)} ol (E.10)

and the intermediate transition coefficients C{ and C§ are just ay, and By, respectively, derived
previously in egs. (4.59) and (4.60).

21See ref. [12] for an extension of the Starobinsky model [109] featuring two successive transitions in the
context of PBH formation.
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E2 vy vy — g

In case of two successive instantaneous transitions from v; — vy — v3, the effective mass
term in the MS equation takes the form

"
% 2= V%—i—k (V22 — 1/12) O(t—11)+ (u§ — V22> O(tr—m)+ A1 7op(t—11)+ A T dp(T—T2),
(E.11)
where 71 is the transition time from v — 15 and 7o is the transition time from vy — 3.
Aq, Ag are the strengths of the first and second transitions respectively.

The MS (complex) mode functions and their derivatives generalise those derived in
egs. (4.61) and (4.62) to yield

E(T) = b [EVTHY () H2)E mam <,
w(T) = S ol(T) = VT [Cf H (1) + G HE(T) |, Ty < T <y, (E.12)
vH(T) = VT [CEHG (1) + CEHY(T) |, T<Th<T,

r zeilnts )%\}T[( —u) Hy (D) +TH) (1)), Ty<Ti<T,
%E e (( w) B @)+ THY (1)) + 04 ((3-m)HD () + THE (1)], To<T <,
Se[CE((5—vs) HE @)+ HEL (1)) +C5 (5 —vs) HE (D) +THL.(T))], T<T<T

(E.13)

The superscripts ‘E’, ‘I’ and ‘L’ again stand for early, intermediate and late respectively.
After implementing the Israel junction matching conditions, we find the final expressions for
the mode functions

d3by — dyb dyas —dsa
L 3 V4 4 U3 L 4 43 3 44
=== =232 <= E.14
Cl as b4 — a4 b3 ’ 02 as b4 — a4 bg ’ ( )
where
a3 =H{)(Ty), (E.15)
by = H(Th), (E.16)
1
ay = (2—u3 A2> D(To)+To HY (Ty), (E.17)
1
b= (5 v e ) HP(B) + T HE (), (£.18)
ds = H{)(Ty) C{+H2)(T3) C3 (E.19)

1 1
d4:[(2—m>ﬂ(>(T2)+Tg 15> (TQ)] C{+[(Q_VQ)HQ(TZHT?HQ1(T2) cf, (E.20)

and the intermediate transition coefficients CY and C3 are given by

diby —dyby oy _ daax —diag

cl = —
Y aiby —aghy 27 a1by —aghy

(E.21)
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where

= H)(T), (E.22)

b1 = HP(Th), (E.23)
ar= (5 —va— A ) B + T H) (1), (5.24)
by = <1 vy A1> HO(T) +T HE (1), (E.25)
0 = f =[S m), (E.26)
o= V5t DE[(5 ) B + 1L, 1) (E.27)
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