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Abstract 

These proceedings are the outcome of the 60th ESReDA seminar “Advances in Modelling to Improve Network 
Resilience” that took place at the Université Grenoble Alpes in France, on 4-5 May in 2022.  A broad spectrum 
of resilience topics were covered, with sessions addressing Resilience Evaluation, Infrastructure Resilience to 
Natural Hazards, Resilience of Infrastructure Networks, Resilience of Utility Networks and Resilience of 
Transport Networks and Smart Cities. The seminar attracted a good mix of academic and industrial 
participants from many European and overseas countries, and provided a platform for stimulating discussion 
and debate on resilience techniques and their applications in practice.  

The editorial work for this volume was supported by the Joint Research Centre of the European Commission in 
the frame of JRC support to ESReDA activities. 
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Foreword 

European Safety, Reliability & Data Association 

(ESReDA) 

European Safety, Reliability & Data Association (ESReDA) is a European Association established in 1992 to 
promote research, application and training in Reliability, Availability, Maintainability and Safety (RAMS). The 
Association provides a forum for the exchange of information, data and current research in Safety and 
Reliability.  

The contents of ESReDA seminar proceedings do not necessarily reflect the position of ESReDA. They are the 
sole responsibility of the authors concerned. ESReDA seminar’s proceedings are designed for free public 
distribution. Reproduction is authorized provided the source is acknowledged.  

ESReDA membership is open to organisations, privates or governmental institutes, industry researchers and 
consultants, who are active in the field of Safety and Reliability. Membership fees are currently 1000 EURO 
for organisations and 500 EURO for universities and individual members. Special sponsoring or associate 
membership is also available.  

For more information and available ESReDA proceedings please consult: 

http://www.esreda.org/ 
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1 Introduction  

We would like to thank everyone for attending and contributing to the 60th ESReDA seminar, “Advances in 
Modelling to Improve Network Resilience”, held at the Université Grenoble Alpes in France, on 4-5 May in 
2022. We hope that the seminar provided a platform for stimulating discussion and debate and that 
participants were able to take the opportunity to form new, collaborative links and share their knowledge of 
resilience techniques and their applications in practice, with like-minded engineers and scientists. 

We would also like to thank the local organising committee in Grenoble, chaired by Julien Baroth, Christophe 
Berenguer, Nour Chahrour, Jean-Marc Tacnet and Sylvie Perrier, for making this in-person seminar a very 
enjoyable and memorable experience in the calendar of events, supported by ESReDA. 

The seminar’s proceedings contain 20 papers (17 full papers and 3 extended abstracts), with authors spread 
across academia and industry. A broad spectrum of resilience topics is covered, with sessions addressing 
Resilience Evaluation, Infrastructure Resilience to Natural Hazards, Resilience of Infrastructure Networks, 
Resilience of Utility Networks and Resilience of Transport Networks and Smart Cities. 

The seminar has attracted a good mix of academic and industrial participants from many European and 
overseas countries. There were authors from universities in France, UK, Spain, Switzerland, Netherlands, 
Belgium, Sweden, Norway, Latvia, China, Malaysia and USA. Industrial contributors to research work for 
companies included MAD-Environnment, Consultant RiskLyse, Compagnie National du Rhône, IMdR, Resallience 
by Sixense and Orange in France; European Commission Joint Research Centre (JRC) and ISPRA (Istituto 
Superiore per la Protezione e la Ricerca Ambientale) in Italy; Ingeman in Spain, the Austrian Institute of 
Technology, and Agifer in Romania. 

We wish to thank the Technical Programme Committee for their efforts during the review process of the 
contributions, and all the authors during the presentations and the final stages of paper preparation. We look 
forward to future opportunities for collaboration and hope to see you at future events. 

The editorial work for this report was supported by the Joint Research Centre of the European Commission in 
the frame of JRC support to ESReDA activities. A special thanks is due to A. Liessens (JRC) for the editorial 
work. 

Dr Rasa Remenytė-Prescott Dr. Vytis Kopustinskas 

Kate Sanderson  Dr. Kaisa Simola 

University of Nottingham European Commission, Joint Research Centre 
(JRC) 
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2 Conference papers 

Keynote Lecture by Anne Barros:  

Modelling to Improve Resilience Networks: What about interdependent critical? 

Anne Barros, Ecole CentraleSupélec, University of Paris-Saclay, France, 

anne.barros@centralesupelec.fr  

Abstract: 

In 2020 the chair in Risk and Resilience of Complex Systems at CentraleSupélec (Paris), began a research 
project activity dedicated to the modelling and the resilience analysis of interdependent infrastructures. The 
partners involved in the project are EDF (French national power supplier), Orange (French Telecom operator), 
SNCF (French national railways operator). The objective is to define use cases encompassing at least two 
networks, one for the physical transportation system, one for its power supplier and one for the telecom 
services and to address the following research questions: which kind of decisions can be optimized in relation 
with safety and business continuity, what are the relevant performance indicators for such decisions and what 
are the suitable modelling techniques?  

First, and as an introduction to the ESReDA seminar, a taxonomy of resilience analysis will be presented. Then 
a review of recent advances in modelling for interdependent infrastructures will be presented with a special 
focus on interdependent electrical and telecom networks. Lastly, the need for developing optimization 
techniques to design the optimal coupling of interdependent infrastructures will be illustrated and discussed, 
with a special focus on interdependent electrical and railway networks.  

Biography: 

Anne Barros, PHD, is professor in reliability and maintenance 
modelling at Ecole CentraleSupélec, University of Paris-Saclay, France. 
Her research focus is on degradation modelling, prognostics, condition 
based and predictive maintenance. She got a PHD then a 
professorship position at University of Technology of Troyes, France 
(2003-2014) and spent five years as a full-time professor at NTNU, 
Norway  

(2014-2019). She is currently heading a research group and holding 
an industrial Chair at CentraleSupélec with the ambition to improve 
reliability assessment and maintenance modelling methods for 
complex systems. 
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Keynote lecture by Philippe Sohouenou: 

Resilience Performance Assessment (RPA): A framework and decision-making tool 
to evaluate and follow the resilience of infrastructures and territories 

Philippe Sohouenou, RESAILLIENCE, Philippe.sohouenou@resallience.com 

Abstract: 

With climate change, the impacts of natural hazards (such as floods, snow events and landslides) on 
infrastructures and territories could worsen. Hence, strengthening the resilience of infrastructures and 
territories to natural hazards is more critical than ever before. To reach this objective, decision-makers need 
operational tools to evaluate and follow the resilience of infrastructures and territories. The Resilience 
Performance Assessment (RPA) is an innovative solution that provides a holistic approach combining 
visualization of both current and future climate change impacts. The RPA also allows the formulation of 
detailed recommendations and a costs-benefits assessment to estimate the resilience performance of 
projects and policies aiming at improving resilience and avoiding GHG emissions. 

Biography: 

Dr Philippe SOHOUENOU is Project manager and Transport resilience lead at RESALLIENCE, an international 
consultancy dedicated to the adaptation of cities, territories and infrastructures to climate change. He has 
over five years of experience developing modelling techniques to help transport operators and public 
authorities predict and optimise the design, maintenance and operation of their infrastructures. 

Philippe graduated with a master’s degrees in Civil Engineering from 
ESTP Paris (France) and the University of Nottingham (UK) in 2016. He 
pursued his PhD at the University of Nottingham (2017-2021), where 
he focused on road network resilience modelling. His PhD was funded 
by the EU as part of a Marie Skłodowska-Curie Training Network called 
SMARTI (Sustainable Multi-functional Automated Resilient Transport 
Infrastructures). 

Philippe contributed to the Project Group on Resilience Engineering & 
Modelling of Networked Infrastructure of ESReDA (European Safety, 
Reliability & Data Association)(2018-2021). He notably interned at 
VINCI as an assistant project engineer (2015) on tram construction 
projects and worked on asset management projects for SNCF (the 
owner and manager of the rail infrastructure in France) as a civil 
engineer (2017. 
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A Simulation Approach for Evaluating Interventions to 
Improve the Resilience of Transport Networks Against 
Climate-Induced Hazards 
Hossein Nasrazadani, Bryan Adey and Saviz Moghtadernejad, ETH Zurich, 
nasrazadani@ibi.baug.ethz.ch, adey@ibi.baug.ethz.ch,  
moghtadernejad@ibi.baug.ethz.ch 

Alice Alipour, Iowa State University, alipour@iastate.edu 

Extended Abstract 

Transport networks in some areas are subject to climatic hazard events that heavily disrupt 
their functionality, which neccisitates transport infrastructure mangers to constantly make 
decision on executing interventions to improve the resilience of their network against 
disruptive events. In order to make fully risk-informed decisions on selecting the best 
candidate intervention, have a quantitative evaluation of both their direct and indirect 
benefits is crucial. In this evaluation, or in a broader sense, planning resilience enhancing 
interventions, three factors, among others, are significantly important: 1) the complex 
spatiotemporal nature of climatic hazards, 2) the complext spatiotemporal behavior of 
transport networks, and 3) the uncertainties that exist in various aspects of resilience, 
from hazards to impact and recovery. This study proposes a simulation approach to 
quantitatively assess the effect of interventions in improving the resilience of transport 
networks subject to climatic hazards, including heavy rainfall, flooding and landslides, 
taking into account these three factors. The proposed simulation approach serves as a 
decision support tool to assist transport infrastructure managers to assess the resilience of 
their network under multiple scenarios of hazard events, and investigate the effect of 
various interventions to improve the resilience. 

The proposed simulation approach is based on a unifying modeling framework that is 
composed of a set of interacting probabilistic models, each representing part(s) of the 
system, i.e., hazards, physical and functional performance of transport networks, and 
direct and indirect consequences. Additionally, the proposed approach features models that 
capture the effect of interventions on each of the models in the underlying modeling 
framework. Next, through the generation of a host of random scenarios in a Monte-Carlo 
simulation scheme, interventions are evaluated based on their contribution to reducing 
direct and indirect consequences with respect to the baseline condition, i.e., the one with 
no intervention. Each scenario represents a random realization of the spatiotemporal 
evolution of the hazards and transport networks, during the hazard period, and throughout 
the post-hazard restoration period. The advancement of the proposed simulation approach 
over previous studies in modeling and evaluating resilience enhancing interventions is 
threefold: capturing the effect of uncertainties in hazard events on the effectiveness of 
interventions with the aid of stochastic scenario development, modeling the spatiotemporal 
evolution of hazards and transport networks, and quantifying the effect of interventions on 
both direct and indirect consequences during hazard period and restoration phase.  

The proposed simulation approach is based on the risk assessment methodology developed 
by Hackl et al. (1) and Heitzler et al (2), yet improves upon that by incorporating the effect 
of interventions on enhancing resilience. Simulation has been also previously used by other 
studies to model complex infrastructure systems, which showed promising benefits (3,4). 
The proposed simulation approach in this study, including its underlying modeling 
framework, is schematically depicted in Figure 1. It is composed of five categories of 
events, including a set of communicating models represented by rectangular boxes that 
are color-coded with respect to their related events. These events are generically titled as 
source, hazard, object, network, and societal. Source events include two models: rainfall, 
which produces spatiotemporal patterns of precipitation, followed by runoff, which 
produces discharge values of water inflow to the river. Hazard events include the flood 
model, which produces time series of inundation maps, and the landslides model, which 
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produces the amount of mudflow for triggered landslides. Object events are those that 
model the impact of hazard events on the physical and functional performance of roads 
and bridges, and estimate the restoration needs to recover from those impacts. This 
includes those that model the physical damage to roads due to inundation and mudflow 
blocking, and bridges due to scouring, followed by their consequent effect on speed limit 
and capacity of individual roads and bridges. The collective performance of roads and 
bridges as the transport network is then captured through the network model. Societal 
events capture the impacts of the hazard events on the society using two models: 
restoration, which models the execution of post-hazard restoration interventions, and 
traffic, which models the spatiotemporal flow of passengers within the transport network. 
Lastly, the direct and indirect costs of societal events are compiled in their respective 
category, based on which the resilience of the network is evaluated, denoted by ℛ. For a 
more detailed overview of the introduced models, please refer to Hackl et al. (5). 

Figure 1. Schematic overview of considered events and models in the proposed simulation 
approach 

Additionally, the proposed methodology features intervention models, represented by actor 
boxes in Figure 1, which capture the effect of interventions on the considered events. 
Therefore, there are accordingly five categories of interventions: source interventions, e.g., 
changing land use to reduce surface runoff; hazard interventions, e.g., flood protection 
walls or stormwater retention basins; object interventions, e.g., stabilizing road 
pavements; network interventions, e.g., closing roads in the floodplain; and societal 
interventions, e.g., diverting traffic flow to the outside of the floodplain. Once all models 
are in place, through the generation of numerous scenarios, under baseline condition as 
well as all candidate interventions, the resilience of the network is assessed using the sum 
of direct and indirect costs. In this study, direct costs include the costs of executing post-
hazard restoration interventions, and indirect costs, include the monetized losses due to 
additional travel time and loss of connectivity.  

The proposed methodology was applied to a transport network, including roads and 
bridges, located in the region of Chur in the south-eastern part of Switzerland. The region 
has been historically suffering from flooding in the Rhine River, as well as landslides (6). 
The Rhine River flows into the region from the southwest part and exists from the 
northeast. Under scenarios of heavy rainfall, it is expected that the river discharge 
increases as it flows more toward the downstream due to excessive runoff. For a more 
detailed description of the case study, please refer to Hackl et al. (1). In this study, the 
resilience of the considered transport network is intended to be evaluated, and then 
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improved under flood scenarios with return periods of 50, 100, 250, 500, and 1000 years. 
For each flood intensity, 100 scenarios were generated, which due to the uncertainty in 
their source events, lead to a significant variability in the impact they have on the transport 
network.  

Six candidate interventions, including three flood protection walls and three stormwater 
retention basins, have been considered and their effects on reducing the direct and indirect 
costs have been evaluated. Figure 2 shows the geographic overview of the area of study, 
the investigated transport network, and the candidate interventions. Other parameters 
describing the candidate interventions, including the length and height of flood protection 
walls, and the volume and average depth of stormwater retention basins are provided in 
Table 1. For a more detailed description of the flood protection wall model and stormwater 
retention basin model, please refer to (7,8). 

Figure 2. Geographic overview of the area of study vs. candidate flood protection walls and 
stormwater retention basins 

Table 1. Overview of the parameters describing the candidate interventions 

Length (m) Height (m) Volume (103 m3) Average depth (m) 
Flood Wall 1 2007 2.0 − − 
Flood Wall 2 2062 2.0 − − 
Flood Wall 3 2014 2.0 − − 
Retention Basin 1 − − 984.4 4.15 
Retention Basin 2 − − 990.3 4.34 
Retention Basin 3 − − 977.3 4.28 

Figure 3 shows the output of the proposed simulation approach for a randomly generated 
scenario in the application of this study at two time steps, which represents how the system 
evolves over time and space. Each time step of a scenario starts with a spatially distributed 
precipitation field, producing a map of flood inundation, as well as mudflow blocking. It 
is then followed by assessing the damages to the roads and bridges, and evaluating 
their capacity to maintain traffic. Lastly, traffic is redistributed through the network based 
on its performance. Each scenario ends with an estimation of the incurred direct and 
indirect consequences. 

River
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Source: Hackl et al. (1) 

Figure 4a shows the mean total costs, i.e., the sum of direct and indirect costs, for all 
candidate interventions with respect to the baseline condition. It is noted that each point 
in this graph is the average of 100 randomly generated scenarios. This figure suggests an 
expected increasing trend in total costs, yet more interestingly, shows a gradual decline in 
the rate of increasing total costs. Figure 4b shows the mean total cost reduction under the 
implementation of each candidate intervention over different return periods. It is observed 
that Flood Wall 3 and Retention Basin 3 are the most effective interventions in improving 
the resilience of the transport network of interest. The main explanation for this 
observation is the location of these two candidate interventions, which are more towards 
the downstream, where flooding is more likely and severe, as opposed to Flood Wall 1 and 
Retention Basin 1, which were shown to be the least effective. Another reason is that Flood 
Wall 3 and Retention Basin 3 protect a highway in that area which plays a key role in 
maintaining the connectivity within the network. The results of this analysis assist 
infrastructure managers to make resilience-informed decisions to improve the 
infrastructure networks. 

Figure 4. (a) mean total costs, and (b) mean total cost reduction for each candidate intervention, 
with respect to the baseline condition 
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Figure 3. Sample output of the implemented simulation approach for the application of this study 
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Improving power system frequency response with a 
novel load shedding method 

Antans Sauhats, RTU, sauhatas@eef.rtu.lv, Andrejs Utans, RTU, utan@eef.rtu.lv, Dmitrijs 

Guzs, RTU, mailto:dgpostbox@gmail.com, Laila Zemite, RTU, Laila.Zemite@rtu.lv 

Abstract 

The life of the modern society relies completely on electricity supply and that is why 

electrical grid have always been considered a life-critical infrastructure. The likelihood of 

various extreme events, classical, weather-related and modern, man-made threats, has 

been increased dramatically in recent decades. Along with that, power systems are 

undergoing radical, renewable energy source (RES)-related transformations which affects 

both, the structure of the generation sources and the dynamical behaviour of the system 

after it was exposed by a disaster event. System dynamic behaviour during transients is 

under control of various automated systems intended to preserve/restore major system 

parameters (frequency and voltage) at acceptable level. Adequate response on a dynamical 

processes happening during system transition from a steady-state to a degraded, but 

stable one, is vitally important because it directly affect the remaining operational capacity 

of the system and its’ ability to recover faster.  

This paper addresses the problem of preventing significant decline of the system frequency 

provoked by a large imbalance of power. Novel rapid Load Shedding (LS) Method based on 

monitoring of synchronous condensers’ power injection will be presented. Unlike 

traditional, frequency-measuring-based Under Frequency LS (UFLS), new method is based 

on synchronous condensers power injection measuring immediately after contingency. The 

load will be shed without waiting for triggering of the operation of traditional UFLS. Rapid 

LS approach allows to achieve much better frequency profile for the same power 

imbalance/load shed. The method is the most efficient for networks with high penetration 

of non-inertial RES and with synchronous condensers providing significant part of the 

system inertia.  

1 Introduction 

The topic of climate change and the ongoing efforts to combat it and to reduce 

anthropogenic greenhouse gas emissions have resulted in several high-level policies aimed 

at reducing the usage of fossil fuels with a massive roll-out of renewable energy generation 

capacities. A massive replacement of traditional generation sources in favour of non-

synchronous RES is expected to bring a number of challenges which, if not taken into 

account, may adversely affect the resilience of power system. Even grids, which were 

considered reliable and resilient for many decades, may lose this property as a result of 

RES penetration-related structural changes. One of the most important problem is 

maintaining power system stability after it was exposed by an extreme event. Frequency 

stability of AC power systems is a corner-stone of secure and reliable operation of any 

modern power system. Maintaining generation/demand balance, especially when power 

system has been exposed by a major disturbance, is a prerequisite for providing system 

survivability. From the resilience view point, system ability to avoid complete collapse is 

crucial, because, to a large extent, it defines how much efforts will it take to recover and 

how quickly this could be done [1]. 

In this article we would like to draw attention to frequency stability-related issues. 

Historically, power system operation principles were based on an assumption that power 

generation facilities do not experience the shortage of the primary fuels. Electrical power 

is produced by means of rotating synchronous machines which are fully controllable. 

Traditional synchronous generators store a large amount of kinetic energy in their rotating 

masses and therefore, have significant mechanical inertia. When the power balance is 

suddenly disturbed, the synchronous machines, due to their electro-mechanical coupling 
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with a grid, provide the grid with stored kinetic energy and thus, resisting to abrupt change 

of the grid frequency. Generator’s rotational inertia slows down the frequency variations, 

decrease the rate of change of frequency (ROCOF), thus limiting the frequency drop and 

giving a time to respond for a primary frequency regulation. A comprehensive overview of 

the frequency instability phenomenon and frequency instability-related problems can be 

found in [2].  

Modern wind turbines and photovoltaic-based electricity generation systems are non-

synchronous and have no direct coupling with grid and thus, do not provide the inertial 

response similar to traditional generators. These peculiarities are expected to bring a 

number of challenges as reduction of total system inertia, increasing rate of change of 

frequency, decreasing number of generation units providing primary and secondary 

frequency regulation resulting in reduced frequency stability margin [3,4]. Therefore, we 

have to revise several, system resilience-related aspects, under the scope of existing and 

future planned transformations. 

The remaining part is organized as follow: first theory, method and the principles of the 

proposed approach are described, then the case studies are portrayed, finally the 

conclusions are made.  

2 Frequency stability 

The importance of the frequency stability cannot be overestimated due to system 

frequency being a paramount parameter for any alternating current (AC) power system. 

Frequency deviation from its nominal value directly reflects a presence of imbalance 

between generated and consumed power. The most unfavourable and even dangerous 

scenario is a sudden loss of a large power generating plant or tripping of high voltage 

interconnector importing significant amount of power. System ability to cope with 

immediate imbalance and prevent frequency decline to unacceptable level will depend upon 

two main factors, namely, available system inertia and system capability quickly regain 

the power balance. Equation (1) which is a form of swing equation [5] clearly shows that 
the change in system frequency 𝑑𝜔/𝑑𝑡 is inverse proportional to the total system inertia 

𝐻𝑡𝑜𝑡 in MWs, so that decreasing inertia level will lead to a faster fall in frequency for the 

same power imbalance ∆𝑃: 

𝑑𝜔

𝑑𝑡
= ∆P

𝜔𝑠𝑦𝑛

2𝐻𝑡𝑜𝑡
(1) 

In attempt to improve 𝑑𝜔/𝑑𝑡 one can either increase the available system inertia 𝐻𝑡𝑜𝑡— by 

adding more synchronous machines (as for example synchronous condensers), by 

imitating inertial response (synthetic inertia for inverter-based RES) or reducing the 
imbalance ∆𝑃 as quickly as possible. Power balance cannot be regained instantly due to 

generator governor response time delay (1-3 s) and therefore, immediately after event, 

frequency decline will be limited solely by inertial response of the synchronous machines. 

After all the kinetic energy stored in rotational mass have been released, frequency fall 

could be stopped only by decreasing power imbalance, progressively reducing it to zero. 

Power imbalance can be diminished either, by increasing generated power or decreasing 

load. In case the primary frequency regulation does not respond quickly enough or in the 

absence of power reserve, a certain amount of load need to be shed in attempt to avoid 

complete frequency collapse. 

3 Classic/Static UFLS and Its Challenges 

Under-frequency load shedding (UFLS) is a classic and commonly accepted measure used 

to counteract a potential frequency collapse following a serious loss-of-generation incident. 

The UFLS is typically triggered when the activation of available frequency reserves does 

not provide sufficient frequency stabilization. UFLS is usually defined by a list of loads with 

matching frequency thresholds which are disconnected from the grid by frequency relays 

when the grid frequency reaches any of the predetermined thresholds in the list. The main 
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disadvantage of such “static” UFLS schemes is their inability to adapt fixed thresholds and 

the amount of load to be shed by each step to continuously varying load/generation profiles 

and to severity of power imbalance.  

Traditional UFLS schemes can be enhanced by more sophisticated UFLS schemes and 

concepts proposed and described in the literature [6–10]. A semi-adaptive UFLS scheme 

can use a triggering method utilizing static frequency and ROCOF thresholds instead of a 

frequency-only approach. An adaptive UFLS scheme can adopt triggering methods 

employing a dynamic combination of frequency and ROCOF. Another type of dynamic UFLS 

schemes use algorithms including calculating the system inertia values or the total power 

imbalance of the system and use these for load shedding triggering together with frequency 

and ROCOF threshold values [8, 9].  

Despite the advantages of the adaptive approaches over the classic one, the disadvantages 

of the adaptive UFLS schemes are well known and described [11]. A still ongoing search 

for new methods or concepts for UFLS is explained by the complexity of using Equation (1) 

in adaptive approaches due to the complexity of a real power system with many 

generators, each with own moment of inertia. The frequency in a multi-machine power 

system becomes a local parameter during the transient power imbalance oscillations and 

the Equation (1) is then describing the behaviour of each generator separately. Generators 

might oscillate at different rates and, therefore, frequency gradient is not homogeneous at 

different nodes of the system. As a result, to estimate the disturbance ∆𝑃, knowledge of 

the frequencies and inertia of many generators in the power system is required. A 

comprehensive overview of the ROCOF-based power imbalance estimation-related 

problems and frequency gradient measurement-related issues is given in [12, 13].  

A search for improved UFLS approach for low-inertia power systems is the main motivation 

for authors of this paper and therefore a novel method, intended to improve the system 

frequency response will be presented here. This article is a continuation of the authors’ 

work that was presented in [14].  

4 Rapid LS principle 

An unexpected disconnection of a large generator in the power system causes a 

deceleration of all synchronously rotating machines, namely, synchronous generators, 

synchronous condensers and motors. In the process of decelerating of rotating masses of 

the elements of the power system, the kinetic energy accumulated in them is transformed 

into electric energy and injected into the electrical network. As result of this injection 

(inertial response) the balance of generated and consumed electrical energy is maintained 

immediately after the transient. Within a few seconds delay after disturbance, generator’s 

governors start to react on the frequency decline trying to restore the frequency rated 

value (primary frequency control). Additionally, diminishing of the frequency causes a 

decrease in the power consumption of the frequency dependent load. However, the initial 

period of the considered transient process is mainly determined by the imbalance of active 

power ∆𝑃 at the beginning of the process and the inertia of the system. Consequently, we 

can assert that the volume of the disconnected power ∆𝑃 at the very beginning of the 

process prior to primary frequency control is compensated by the injection of the active 

power by each element of the power system possessing inertia [14]: 

∆P = ∑ ∆𝑃𝑆𝐶_𝑎 +𝑆
𝑎=1 ∑ ∆𝑃𝐺_𝑏 +𝐺

𝑏=1 ∑ ∆𝑃𝐿_𝑐
𝐿
𝑐=1  (2) 

where ∆𝑃𝑆𝐶_𝑎, ∆𝑃𝐺_𝑏 and ∆𝑃𝐿_𝑐 are active power injections of every synchronous condenser 

(SC), synchronous generator and frequency dependent load (for example electric motors) 

present in the power grid; where S, G, L are the total numbers of synchronous condensers, 

synchronous generators and frequency dependent loads in the power grid. To stop the 

change in frequency, it is enough to restore the balance of generation and consumption by 
disconnecting, for example, a load equal to ∆𝑃. Estimates of the volume of this load can be 

carried out on the basis of measuring all ∆P’s included in Equation (2). However, in real 

power systems, due to the large number of elements, this path is unacceptable. Moreover, 
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in case the system has significant frequency reserve, the amount of load needed to be 

shed to stop frequency decline may be smaller than the measured ∆𝑃. 

All of the existing UFLS schemes use frequency measurements in one or another manner. 

The load shedding is activated only after frequency value reaches the first (highest) 

threshold within a list of thresholds of UFLS system. If it were known what amount of load 

could be safely shed before the first UFLS threshold is reached, then the frequency profile 

could be improved significantly, comparing with a typical, UFLS operation-based frequency 

profile. Several frequency profiles depending on time “t” when the load have been shed 

(LS) are shown in Figure 1.    

Figure 1. Frequency response: LS at 0.6 s, LS at 1.0 s, LS at 1.5 s and standard UFLS in 4 steps. 
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Frequency responses clearly shows that, for the same amount of disconnected load (720 

MW), the frequency nadir can be greatly improved if the LS action is activated earlier than 

the standard multi-step UFLS. Referring Equation (2), when any of the active power 
injections ∆𝑃𝑆𝐶_𝑎, ∆𝑃𝐺_𝑏 or ∆𝑃𝐿_𝑐  is measured immediately after imbalance event, then the 

same amount of load could be shed before the frequency reaches the first threshold of 

UFLS.  

We would like to propose a principle of much faster triggering of LS than that of the 

conventional UFLS—a principle which allows to trigger (not to be confused with activate) 

LS up to 200 ms from the moment of the contingency without usage of either frequency 

or ROCOF measurements. The principle is based on the monitoring of the active power 

injections of the SCs. Our hypothesis is following: active power injection of a SC contains 

information on the instantaneous shortfall of a major generation unit and the expected fall 

in frequency. SC active power injections can therefore be used as a set off for rapid LS 

activation. Execution of such rapid scheme of LS substantially reduces the ROCOF and the 

value of frequency nadir, thus greatly reducing the risk of frequency limit violation.  

It should be noted that the new method is not intended to replace the traditional UFLS 

system but will serves as valuable addition to already existing UFLS schemes. Furthermore, 

it is supposed that the load which will be disconnected by rapid LS method is a non-

critical load, for example, pump motors of the pumped-storage hydro plant. The 

schematic representation of the proposed LS principle is seen in Figure 2.
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Source: [14], 2021. 

5 Rapid LS evaluation methodology 

In order to assess the efficiency of the rapid LS principle, dynamic simulations are usually 

executed and the results are investigated. The authors of this paper will test the 

proposed LS approach through executing dynamic simulations on a specific model 

depicting the Baltic power system (Figure 3).  

Figure 3. Schematic of the 330 kV Latvian network in island mode of operation. 
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The Baltic region has been selected as a case study due to two major reasons. 

First being the major structural changes in the Baltic power grid upcoming in 2025 [15]. 

Nowadays, Baltic and the Unified Power System of Russia (UPS) power systems are inter-

connected with nine high capacity AC interconnectors and frequency stability is not an 

issue in today’s situation due to the size of the UPS power system providing near 

unlimited frequency reserve. The power system of Baltic States will be disconnected from 

the synchronous area of UPS and new synchronous interconnection with the European 

Network of Transmission System Operators (ENTSO-E) synchronous power system will be 

established [15]. The upcoming synchronous connection between the Baltic and the 

ENTSO-E power systems is to succeed through a single double-circuit high-capacity 

synchronous interconnector. Planned or unplanned outages of this interconnection, with 

UPS system already disconnected, will result in the operation of Baltic states’ power grid 

in an island mode. During this mode of operation, the Baltic power system is only to rely 

on its own inertia and frequency reserves which are radically lower comparing with 

today’s situation.   

The second reason is an accelerated commissioning of new offshore wind parks intended 

to compensate a gradual decommissioning of the outdated oil shale-fired energy blocks. 

Wind power generators are non-synchronous so they do not contribute to the system 

inertia. Besides that, an intent to use the wind parks at full power significantly lowers the 

frequency containment reserves.   

 Figure 2. Schematic of the proposed LS principle. 
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Due to aforementioned reasons the total system inertia and the availability of frequency 

reserves is expected to decline. This will negatively affect the frequency stability margin 

of the Baltic grid and may negatively affect the resilience of the system.  

To mitigate these developments and to safeguard frequency stability of the Baltic power 

grid Baltic TSOs have agreed to make investments in three synchronous condensers 

rated ca. 305 MVA each—totalling nine synchronous condensers planned in the Baltic 

power grid by 2025 [16]. Synchronous condenser (SC) is a synchronous generator 

without a prime mover and therefore it is not a source of active power in a classic 

manner but will provide an additional inertia for the system [17].  

Latvian grid has connections with Estonian (EE) and Lithuanian (LT) networks that have 

been modelled with aggregated loads and equivalent generators. The UPS grid, which 

nowadays provides near unlimited frequency reserves, is disconnected to simulate grid 

operation in island mode. To prove the concept, we will perform power grid dynamic 

simulation case studies presenting a range of scenarios: from today’s situation with little 

non-synchronous renewable generation of considerable size to a scenario with non-

synchronous renewable generation supplying significant part of the electricity demand. 

Synchronous condensers (SC1, SC4, SC6) have been added to the network model and 

some alternative scenarios with wind parks (WTG10, WTG12) replacing a major 

traditional power plants (CHP-2, HPP Plavinas) have been considered (Figure 3).  

Parameters of the modelled, conventional six-step UFLS are given by the Table 1. Each 

step disconnects a certain percentage of total load (Pload_UFLS_n, %, MW) with time 

delay of 0.3 s after threshold has been reached. Transient stability package ETAP 12.5 

was used to evaluate the system frequency behaviour in response to loss-of-generation 

event. 

Table 1. Conventional UFLS parameters. 

Load Shedding Step Number, n 

1 2 3 4 5 6 

Freq. threshold, Hz 49.0 48.8 48.6 48.4 48.2 48.0 

Pload_UFLS_n, 

%,(MW) 

5,(120) 5,(120) 10,(240) 10,(240) 10,(240) 10,(240) 

𝑛

The algorithm of the proposed rapid LS (RLS) method is described below and illustrated 

in Figure 4. Real power of synchronous condensers (SC1, SC4, SC6 in Figure 3) 

continuously measured and the total power of all SCs: 𝑃Σ = ∑𝑖=1 𝑃𝑆𝐶_𝑖 is calculated. Signal is 

low-pass filtered and averaged for a 50 ms window to remove transient process-induced 

spikes.  

After power change ∆𝑃Σ1 > Δ𝑃𝑚𝑖𝑛 has been detected, with a time delay 0.2 s the amount of 

load 𝐿𝑆1 ≥ ∆𝑃Σ1 is disconnected. The amount of load LS1 is chosen to be closest to a 

discrete step(s) of the conventional UFLS (Table 1). Load disconnection is initiated by 

transmitting a trip command to the frequency relays, assigned to the step(s) of the 
conventional UFLS. Referring Figure 4, for ∆𝑃Σ1 ≅ 220 𝑀𝑊 the amount of load 𝐿𝑆1 =
𝑃load_UFLS_1 + 𝑃load_UFLS_2 = 120 𝑀𝑊 + 120 𝑀𝑊 = 240 𝑀𝑊 , therefore, trip command will be send 

to the frequency relays of the 1st and 2nd step of UFLS. Load LS1 disconnection resulted in 

SCs power change ∆𝑃Σ2. Then an approximate remaining imbalance can be calculated: 

∆𝑃𝑟𝑒𝑚 ≅
𝐿𝑆1∙∆𝑃Σ1

∆𝑃Σ2
− 𝐿𝑆1 (3)
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If the remaining imbalance exceed the amount of load assigned to the next step of the 

UFLS, then, with a time delay 0.2 s, load 𝐿𝑆2 = 𝑃𝑙𝑜𝑎𝑑_𝑈𝐹𝐿𝑆_𝑛 is disconnected (𝐿𝑆2 =

𝑃𝑙𝑜𝑎𝑑_𝑈𝐹𝐿𝑆_3 = 240 𝑀𝑊 in Figure 4). 

Figure 4. Synchronous condensers response on a loss-of-generation event. 
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The value of Δ𝑃𝑚𝑖𝑛 is determined by simulating the loss-of-generation events for which 

conventional UFLS is not triggered for all feasible network regimes. For the Latvian 

network model (Figure 3), an imbalance of 300 MW will not trigger UFLS and, for this 
case, the SCs’ active power injection does not exceed Δ𝑃𝑚𝑖𝑛 ≤ 100 𝑀𝑊. 

6 Case study 

An overview of the test case set scenario parameters in the different modelled scenarios 

for the network model presented in Figure 3 is seen in Table 2. 

Table 2. Grid element parameters for different modelled scenarios, MW/MWs in italic. 

Scenario Gen. 

Loss 

event 

CHP-

2 

HPP EE LT WTG12 WTG10 WTG2 

+WTG4

+WTG6

Post-

conting. 

system 

inertia 

A CHP-2 800 800 500 350 x x 290 13080 

B HPP 800 800 500 350 x x 290 15500 

C CHP-2 800 x 650 350 x 640 290 10500 

D WTG12 x x 650 350 800 640 290 10500 

E WTG10 800 x 650 350 x 640 290 15500 

x = generation source not in operation. 

6.1 Scenario A 

An outage of CHP-2 synchronous generation of 800 MW is simulated at t = 0.5 s and the 

rapid LS is activated according to the proposed algorithm. The active power response of 
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SCs and the system frequency response resulting from both, conventional UFLS and rapid 

LS action can be seen in Figure 5.  

Figure 5. Synchronous condensers and system frequency response scenario A. 
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At time t=0.7 s the RLS algorithm triggers frequency relays of the 1st and 2nd step of the 

UFLS disconnecting 240 MW. An approximate remaining imbalance (Equation 3) is 
calculated ∆𝑃𝑟𝑒𝑚 ≅ 710 𝑀𝑊 that exceed the 3rd step of UFLS, therefore, at time t=0.9 s 

frequency relays of the 3rd step are triggered disconnecting additional 240 MW. In contrast, 

the conventional UFLS system disconnects 720 MW of load in 4 consequent steps. 

6.2 Scenario B 

An outage of HPP Plavinas synchronous generator of 800 MW is simulated at t = 0.5 s. The 

active power response of SCs and the system frequency response resulting from both, 

conventional UFLS and rapid LS action can be seen in Figure 6. 

Figure 6. Synchronous condensers and system frequency response scenario B. 
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The amount of disconnected load is the same for both cases, but the rapid LS provides 

much better frequency profile with a lower ROCOF and higher frequency nadir. 
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6.3 Scenario C 

An outage of CHP-2 synchronous generation of 800 MW is simulated at t = 0.5 s. 

Comparing with scenario A, the system inertia is reduced due to replacement of the HPP 

Plavinas with a non-inertial wind power generator WTG10. The rapid LS disconnects 480 

MW by triggering frequency relays of the 1st, 2nd (at t= 0.7 s) and 3rd (at t=0.9 s) step of 

the UFLS system. Rapid LS actions did not stop frequency decline and therefore, at t=4.2 

s, the 4th step of the conventional UFLS disconnects additional 240 MW of load (Figure 7). 

The total amount of load that has been disconnected is 720 MW. In contrast, conventional 

UFLS disconnects 960 MW of load in 5 steps. 

Figure 7. Synchronous condensers and system frequency response scenario C. 
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6.4 Scenario D 

In this scenario two inertial generation sources CHP-2 and HPP Plavinas have been replaced 

with non-inertial one WTG12 and WTG10. System inertia is reduced compared with 

scenarios A and scenario B. An outage of WTG12 is simulated resulting in instant deficit of 

800 MW. Rapid LS algorithm triggers 1st and 2nd step of the UFLS at t=0.7 s disconnecting 

240 MW of load. At t=0.7 s the 3rd step was triggered resulting in 480 MW of total 

disconnected load. In contrast, conventional UFLS disconnects 720 MW of load in 4 steps 

(Figure 8). 

Figure 8. Synchronous condensers and system frequency response scenario D. 
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6.5 Scenario E 

In this scenario HPP Plavinas has been replaced with non-inertial WTG10. An outage of 

WTG10 is simulated resulting in instant deficit of 640 MW. Rapid LS algorithm triggers 1st 

step of the UFLS at t=0.7 s disconnecting 120 MW of load and at t=0.9 s the 2nd step was 

triggered resulting in 240 MW of total disconnected load (Figure 9). Conventional UFLS 

disconnects same amount of load in 2 steps but the frequency nadir is lower and with a 

higher ROCOF. 

Figure 9. Synchronous condensers and system frequency response scenario E. 
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Numerical results for all scenarios are summarized in Table 3. 

Table 3. Disconnected load and frequency nadir for different modelled scenarios. 

Scenario Power 

deficit, MW 

Disconnected 

load, MW, 

RLS / UFLS 

Freq. nadir, 

Hz, 

RLS / UFLS 

Gen. 

loss 

event 

Total post-

contingency 

inertia, 

MWs 

A 800 480 / 720 49.0 / 48.3 CHP-2 13080 

B 800 480 / 480 49.27 / 48.5 HPP 15500 

C 800 720 / 960 48.3 / 48.07 CHP-2 10500 

D 800 480 / 720 49.3 / 48.4 WTG12 10500 

E 640 240 / 240 49.3 / 48.65 WTG10 15500 

Summarizing the results of the case studies one can conclude that an addition of the 

rapid LS principle to already existing UFLS system significantly improves the frequency 

profile resulting from a major loss-of-generation incident. For all considered cases the 

ROCOF improves (decreases) and the frequency nadir is higher for the same amount of 

disconnected load. In three cases (case A, C and D) the better frequency response was 

achieved even with smaller amount of disconnected load.  
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7 Conclusions 

The simulations showed that SCs actively counteract frequency disturbances caused by 

tripping of generation by injecting considerable amounts of active power into the grid. 

These injections are observed almost instantly, are of considerable size and are well 

measurable. The test case set simulations show that the proposed rapid LS method 

significantly improves the post-contingency frequency response and, in some cases, the 

amount of load that need to be disconnected to provide acceptable frequency response is 

smaller comparing with UFLS-only-based load shedding. The rapid LS principle 

demonstrate its efficacy for both, systems with regular inertia and systems with lowered 

inertia. Several different automation concepts can be used to implement the proposed LS 

method in practice. The SC active power injection measurements can trigger a SCADA 

based LS algorithm which will calculate the amount of load shedding needed and activate 

the load shedding relays. The function of measuring the active power can be assigned to 

the terminals of microprocessor based relay protection or phasor measurement unit-
based wide area measurement system. The value of the threshold Δ𝑃𝑚𝑖𝑛, exceeding which 

the rapid LS should be activated, is a matter of detailed simulations using practical 

topology of the grid the novel LS method is intended to be used for.   
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Abstract 
 

There are a lot of definitions of resilience for organizations, generally based on the notions 

of “absorbing” and “adapting” and sometimes “preparing” and “restoring”. But they can 

differ about the state to be achieved by the organization after the disruption. What is the 

outcome for an organization: return to the previous state (the “normal situation”) or 

transform (going to a “new normality”)? Clarify the appropriate definition of resilience for 

organizations is a key issue to understand the concept and its nature.  

Resilience is a broad concept, covering both technical and socioeconomic systems, showing 

various schemes and two faces (individual and collective), appearing as a goal for risk 

management which encompasses numerous disciplines.  

It is finally a relative notion for which methods of evaluation are a real challenge. 

 

Introduction 
 

There are a lot of definitions of resilience for organizations. They are generally based on 

the notions of “absorbing” and “adapting” and sometimes “preparing” and “restoring”. But 

they can differ about the state to be achieved by the organization after the disruption. 

Survival is not sufficient. Restoring the existing state is sometimes essential and a beautiful 

result. But in some situations, return to the previous state with no modifications can be a 

mistake. This is a key issue to well understand the concept. Clarify the appropriate 

definition of resilience for organizations is the first step of this paper.  

 

The point of the definitions leads to reveal the nature of resilience: diversity of situations; 

goal of risk control with a need to go beyond crisis management and integrate different 

disciplines often used in isolation, showing both faces – individual for its own benefit and 

collective through mutual relationships.  

 

Finally, to give confidence as an operational tool, resilience needs to be both managed and 

measured. How to do it? That is a challenge because of its relative – not absolute - nature.  

 

These issues, general for all organizations, address notably critical infrastructures and 

territories considered as relying on interdependent actors and networks..  

 

This work is based on comparison of existing definitions of resilience, analysis of 

international standards, lessons learnt from crisis management, emergency management, 

business continuity management, and post-crisis management. Diagrams are provided to 

illustrate the principles. 
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1. Definition(s) of resilience

Definitions of resilience for organizations are generally based on the common use of the 

notions of “absorbing” and “adapting” and also “preparing” and “restoring”. They can differ 

about the state to be achieved by the organization after the disruption: restoring the 

previous state (the ”normal situation”) or modify to a “new normality”. This is a key issue 

to well understand the concept of resilience and apply it in an appropriate way. 

1.1. Original definitions and extension 

1.1.1. Original definitions 

There are two main original definitions according to the entities.  

Definitions of resilience for a material (an inanimate object) (from latin resilire, bounce) 

- ability of a material to resist to pressures and recover its initial structure

- in physics, the capacity of a material receiving an impact to recover its initial state.

Definitions of resilience for a person (a living entity) 

- capacity to live, succeed, develop in spite of adversity

- capacity of a person to adapt, following a trauma

- psychological phenomenon which consists for an individual affected by a trauma to

acknowledge the traumatic event so as to not or no more live in misfortune and to rebuild

on a socially acceptable manner.

For Jean-Paul Louisot, the definition for a material – capacity to find its initial shape after 

having been compressed or having received shocks, physical or thermal – gives the notion 

to find the initial state, whereas the definition for a child – ability to continue to develop 

despite an unfavorable and traumatic social and family environment – has not the purpose 

to find the initial state, but to continue its development in an unfavorable context.  

1.1.2. extension to organizations and society 

The point is: what is the outcome for an organization: return to the previous state (the 

“normal situation”) or transform (going to a “new normality”)? Opinions differ 

spontaneously on that issue. 

André Lannoy outlines that restoring the existing state is essential and is already a beautiful 

result. The UK report notes that “resilience refers to emotional and psychological resilience 

as well as physical or material resilience. Jean Pariès proposes a kind of compromise for 

socioeconomic systems: evolution is a condition for the resilience of a living entity, but 

evolution relies partly on maintaining a certain order and partly on change and innovation. 

In fact, both ways are acceptable depending on the context. In the case of the maintenance 

of an equipment, the possibility to return to the previous state – restore a bridge as if it 

was new– would be the best solution. But, after a flood, a process of “build back better” 

(BBB) should be systematically examined and return to the previous state without 

modification could be a mistake. 
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1.2. Clarification 

1.2.1. official definitions 

The French White Paper on defense and national security (2008) defines resilience as: 

resilience 

capability of public authorities and the (national) society to respond to a major crisis and 

rapidly restore normal functioning.  

The United Nations Office for Disaster Risk Reduction (UNDRR) gives a detailed definition 

of resilience: 

resilience 

ability of a system, community or society exposed to hazards to resist, absorb, 

accommodate, adapt to, transform and recover from the effects of a hazard in a timely 

and efficient manner, including through the preservation and restoration of its essential 

basic structures and functions through risk management. 

Note that this definition uses both aspects: (a) transformation and (b) preservation of basic 

structures and functions.  

ISO gives only a short definition of resilience in its standard on vocabulary (ISO 22300):  

resilience 

ability to absorb and adapt in a changing environment 

But, it is more explicit in another article of this standard, dedicated to urban resilience: 

ability of any urban system (…) to positively adapt and transform (…) while facilitating (…) 

development. 

1.2.2. proposition 

The idea is: 

- to give a definition for both technical systems (inanimate) and socioeconomic

systems (partly living)

- to complete the ISO definition, based on “absorb and adapt”, to explicit the possible

outcomes depending on the concrete cases. It becomes:

Proposition 

Resilience  

ability to absorb and adapt in a changing environment (dealing with shocks or chronic 

stresses), with the view of  

either restoring the previous state as near as possible to continue to operate  

or restoring basic functions and transforming to continue to develop and prosper. 
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2. Nature of resilience
According to the proposed definition, resilience (a) has different aspects end (b) is not a 

discipline, but a goal for the organization. 

2.1. Diversity 
Traditionally, a lack of resilience is schematized by a diagram where an organization is 

prevented to continue to deliver its products and services at the nominal level and where 

the delivery is interrupted or drastically reduced (fig. 1 and fig. 2 case 1 - fall in activity). 

The challenge is to recover quickly, before the impacts are intolerable.  

Fig. 1 Base type of disruption 

There are other key situations of disruptions (fig. 2): in case 2, a pressure in demand can 

exceed the capacity of the organization (supposed to be engaged; e.g. the hospitals during 

the COVID crisis peaks); in case 3, the organization cannot meet a deadline (for example, 

delayed timetable of school examinations). These situations can occur simultaneously in 

one organization (activity reduced and boosted in different areas). 

Fig.2: different types of situations for resilience 

Crises are not always punctual and simple; they can have different profiles: shocks or 

chronic stresses, repetition (waves of crisis), cascading effects, long duration (fig. 3). 

Fig. 3: rhythm of crises 
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2.2. An essential goal for risk management 

2.2.1. A general goal 

Resilience can be considered as a major purpose for risk management. It focuses on 

consequences (of occurred threats or missed opportunities) and then on solutions and 

action. So, it has a positive meaning, better to mobilize actors and people, when risk is 

perceived as more negative. All risks are considered. In the diagram below (fig. 4), they 

are classified in three categories according to key factors belonging to (a) market and 

regulation, (b) disruptions and disasters (risk of natural, technological or human origin) 

and (c) policy of the organization. 

Fig. 4: Links between risk and resilience

Resilience is not the unique purpose of risk management. Performance is another one. 

Resilience and performance are sometimes in conflict, namely because of the cost of 

redundances needed, and sometimes complementary. It is important to note that resilience 

has its own limits, and that “too much resilience kills resilience”. 

Operational resilience is part of resilience which addresses the risk of disruptions. It is a 

broad approach which can be considered as an extension of business continuity and 

encompasses continuity, dependability, security, crisis management (partly), prevention 

and reconstruction. 

In case of disruptions, continuity and security are often mixed and have to be treated 

successively or simultaneously and to be balanced when there are dilemmas, as it was 

showed by the COVID crisis. In France, in case of disasters, emergency management - 

through the ORSEC mechanism - and business continuity management are few 

interconnected. Risk reduction needs to go beyond crisis management and encompass 

prevention (in precrisis period) and reconstruction (in postcrisis period). 
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2.2.2. Both individual and collective 

Resilience needs a balanced cooperation with the ecosystem. 

Resilience is often considered from the point of view of the entity alone and as an 

autonomous process; but in fact interactions with the ecosystem, between entities, are 

very important to enhance resilience, for several reasons: 

- as vaccines against covid, resilience is a protection for itself but also for other

interested parties;

- any organization has to receive information and aid from other parties in case of

disruptions,

- grouping entities in a supply chain, sector or territory can improve individual and

collective resilience through appropriate interactions.

The capacity of a person to develop after a trauma requires social interactions with an 

external supportive network (Boris Cyrulnik). The French white paper on defense and 

security states that resilience concerns not only the public authorities, but also the 

economic actors and the whole society. As crisis experience showed, cooperation is useful 

or essential between train and bus, between electricity and telecommunication, between 

hospitals (when a hospital is overloaded by covid patients).  

For the supply chain, ISO 22318 urges organizations (a) to obtain visibility on their supply 

chain and design it, and (b) to examine the capacity of their critical suppliers in case of 

disruption and, if appropriate, to agree with them a formalized commitment. This principle 

of cooperation is extended in the context of urban resilience as follows (ISO 22300 article 

3.1.284 Note 2 to entry): “Urban resilience is dependent upon the individual and collective 

resilience of the separate components of a complex urban system. Although a city, town 

or community within an urban area can individually demonstrate enhanced resilience within 

its respective boundaries, urban resilience encompasses the broader geographic scope of 

urban agglomeration.” 

The following diagram (fig. 5) gives a simplified description of the actors to be mobilized 

inside a territory for collective resilience - a central leader, the critical organizations 

operating in the area, including critical infrastructures, and people. External relationship 

with other actors, networks or territories, namely intermunicipal or in proximity, are also 

be built to both promote positive cooperation and avoid negative dependencies (fig. 6). 

Fig. 5: internal actors for the resilience inside 

a territory    

Fig. 6 interconnexions between 

interdependent infrastructures 
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3. Resilience building

According to the title of the UK report, resilience should be built. A new project of ISO 

standard seems to establish this idea. There are two issues: can resilience be managed? if 

yes, can it be evaluated? 

3.1. Resilience foundation 

A material is more or less resilient by intrinsic characteristics, which are permanent. 

An object using such material can be resilient by design and by conditions of utilization. 

Technical systems may require protection and maintenance methods, as well as 

introduction of innovation, during a life cycle.  

Socioeconomic organizations are complex and combine both aspects (inanimate and 
living). Core elements of resilience management can be aggregated as a structured and 

reflective framework.  

Table 1 aggregated elements for foundation of resilience management

Prepared Preparedness relies on ability to have tolerance to uncertainty and on 

elaboration of flexible plans, based on lessons learnt from crisis, 

emergency and business continuity management. These plans should 

cover preparation, prevention, crisis management and reconstruction, 

including BBB. 

Adaptive adaptability to change needs in peculiar redundancy, which generates 

costs; cost issue should be more understood (resilience is not an 

underperformance) and modelized in an acceptable way. 

Integrated resilience mobilizes a diversity of disciplines, skills and actors; it is a 

major challenge to obtain horizontal and vertical exchanges by 

avoiding siloes (isolations) and developing fluent communication 

between levels (namely between leadership, concerned persons and 

people). 

Durable it is necessary to take into account the cycle of life (for technical 

matters), the scarcity and saturation of physical resources, the 

duration of the adverse effects. 

Transparent Transparency and trust are necessary to some extent. 

This requires an appropriate culture of resilience. 

For the foundation of resilience management, training of the teams is essential. 

Complexity needs to simplify the approach to be practicable. The idea is to prepare generic 

approaches as a decision-making aid. This should encompass the ability to (a) assess risk 

situations, (b) elaborate plans proposing adequate solutions and (c) make appropriate 

decisions. Concerning the decisions, it is necessary to pay attention to the numerous biases 

and to possible absurd decisions (MOREL Christian). 

3.2. Resilience evaluation 

It is necessary to evaluate the level of resilience of an organization. But it can be difficult 

and uncertain. To what extent is resilience measurable? 

Resilience is a broad concept, not measurable for an organization as for a material.  

For a material, resilience can be measured precisely by tests (e.g. Charpy impact test). 
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For an organization, when based on technical aspects, resilience can be measured 

quantitively in terms of efficiency, robustness and cost, with a multi criteria approach (e.g. 

transportation by bus of passengers trapped in a stopped train; program of maintenance 

of assets).  

When human factors are more sensible, resilience measure is more qualitative and relative 

(not absolute). Thus, ISO recommends that an urban system’s capability for resilience 

should be measured and analyzed through qualitative and quantitative data (ISO 22300 

article 3.1.284). 

A lot of issues are to be examined: measure the result or the effort (the frame), choose a 

method to collect and analyze information (data, indicators); accept to add an opinion to 

the measure … 

A key point is the way to conduct the evaluation. We can distinguish three major 

categories:  

- internal assessment (“experience feedback”) through report and lessons learnt

- notation (e.g. FM Global resilience index)

- questionnaire and dialogue (cf. ISO 22318 example), with possible reference to a

collective label.

At this stage, the use of questionnaire enabling dialogue between an organization and 

some partners seems to be a interesting practice.  
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Abstract 

The paper is devoted to some preliminary results on the design and application of a 

Receding Horizon Observer (RHO) for the real-time leak detection and monitoring transient 

mass flux and pressure distributed along long gas pipelines. The RHO, already used for the 

monitoring of chemical industrial processes for example, is based on the repeated co of a 

least-square inverse problem taking advantage of new sensor measurements obtained at 

each sampling time.  It is shown that the effective detection and localization of a single 

leak and the estimation of the transient states of the gas dynamics can be performed in 

real-time using a RHO based on a reduced-order model and a limited number of mass flow 

rate sensors. The simulation results demontrate the potentiality of the proposed approach 

when applied to a 100 km-long gas pipeline. Future challenges are also considered in the 

paper regarding the optimal location of sensors and the application of the approach to gas 

pipeline networks. 

1 Introduction 

Gas transportation networks are large-scale infrastructures exposed to the risk of leaks. 

Leaks can be caused by malicious acts or by material aging and pipe corrosion. They can 

lead to catastrophic events, such as explosions and fires, resulting in direct fatalities or 

human injuries, and financial losses, but they can also significantly contribute to increased 

global warming through the release of methane gas into the atmosphere. For these 

reasons, it is essential to be able to detect and localize leaks quickly to take the necessary 

maintenance measures. 

Many research works have been devoted to the problem of leak detection in gas networks 

in the last decades, using both hardware or software-based methods [1]. Recently, various 

probabilistic or Machine Learning techniques have been developed to detect and localize 

leaks in gas networks, mainly when equilibrium state of the pipeline (no use of a dynamical 

model of the gas networks) [5,6,7,8]. 

The approach proposed in this paper is original in the sense that it allows to detect and 

localize a leak in real-time, while ensuring the permanent estimation of the pressure and 

the mass flux distributed in the pipeline at the same time, in realistic situations where the 

gas demand always varies. Indeed, many approaches rely on the assumption that the 

system is at an equilibrium. Since the occurrence of a leak drastically changes the dynamics 

of the pipeline, it is important to estimate the state of the system under the faulty situation. 

The Receding Horizon Observer (RHO) or Moving Horizon Observer (MHO) design has been 

mainly applied to industrial process monitoring and less often to large scale infrastructures 

or environmental applications (see [2]).  

It will be shown in the paper that a limited number of mass flux sensors are needed to 

ensure observability properties, i.e., effective monitoring of transient states, and 

detection/localization of a potential leak. The proposed approach relies on the appropriate 

spatial discretization of the well-known distributed dynamical model governing both 

pressure and mass flux throughout the pipeline. It is also noticeable that, to the best of 

my knowledge, this paper is the first application of a nonlinear RHO for the real-time 

monitoring of gas pipelines. 

The paper is now organized as follows: Section 2 presents the partial differential equations 

governing gas pipeline dynamics and the proposed discretized model used in the rest of 
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the paper. Section 3 is devoted to the observability analysis of the discretized model. The 

formulation of the RHO and its numerical computation are discussed in section 4. Section 

5 is devoted to computational simulations demonstrating the potential of the proposed 

approach. Section 6 considers future challenges. Finally, the last section considers some 

conclusions and perspectives for future works. 

 

2 Modeling 

2.1 Gas pipeline dynamics 

The dynamics of compressible gas within a pipeline with slow transients (without waves, 

or shocks), in the presence of a leak located at position 𝑥𝑙 and magnitude 𝐶 are given by 

the following one-dimensional Euler equations: 

𝜕𝑡𝜌(𝑥, 𝑡) + 𝜕𝑥𝜙(𝑥, 𝑡) = −Δ(𝑥 − 𝑥𝑙)𝐶√𝜌(𝑥, 𝑡),     (1a) 

∂𝑡ϕ(x, t) + ∂𝑥 (
ϕ(x,t)2

ρ(x,t)
) + 𝑎2 ∂𝑥ρ(x, t) + ρ(x, t)𝑔 sin θ = −

λ

2𝐷

ϕ(x,t)|ϕ(x,t)|

ρ(x,t)
.   

 (1b) 

The Eq. (1a) and (1b) denote the mass and momentum balance equations, respectively. 

The variables 𝜌, 𝜙 represent the gas density and mass flux, respectively. These two 

variables are defined on the domain [0, 𝐿] × [0, 𝑇], where L represents the pipeline length. 

Δ(𝑥 − 𝑥𝑙) is the characteristic function of the leak located at 𝑥𝑙. This characteristic function 

is here given by a Gaussian function of the form Δ(𝑥 − 𝑥𝑙) = 𝑒−
||𝑥−𝑥𝑙||

2

2𝜎 , where 𝜎 denotes a 

dispersion coefficient, here assumed to be fixed. 𝐶 represents the magnitude of the leak 

(depending on the width of the leak hole). 𝜃 is the pipe angle with respect to the horizontal 

position. 𝑎 is the speed of sound in the gas for a constant temperature. 𝐷 is the diameter 

of the pipe. 𝜆 is the coefficient of friction of gas on the pipe walls. 𝑔 denotes the acceleration 

of gravity. 

Boundary conditions are needed to ensure well posed-ness of the problem. Here it is 

assumed that the pressure is constant at the upstream/source end of the pipe: 𝑃(𝑥 = 0, 𝑡) =
𝑎2𝜌(𝑥 = 0, 𝑡) = 𝑃0 thanks to a compressor. At the downstream end, the mass flux is given 

by a transient withdrawal d(t): 𝜙(𝑥 = 𝐿, 𝑡) = 𝑑(𝑡)/𝑆, where S is the cross-sectional area of 

the pipe. 

 

2.2 Reduced-order discretized model 

The choice is made here to derive a reduced-order finite-dimensional model by discretizing 

the PDEs (1a) and (1b), using a first-order approximation of the spatial operator 𝜕𝑥   
(method of lines) on a spatial one-dimensional grid of N+1 nodes: 

                                          𝜌�̇� +
(𝜙𝑖−𝜙𝑖−1)

𝑑𝑥
= −Δ(𝑥𝑖 − 𝑥𝑙)𝐶√𝜌𝑖 , 𝑖 = 1, … , 𝑁, 𝜌0 = 𝑃0/𝑎2,                 (2a) 

𝜙𝑖
̇ +

1

𝑑𝑥
(

𝜙1+1
2

𝜌𝑖+1
−

𝜙1
2

𝜌𝑖
) + 𝑎2 (𝜌𝑖+1−𝜌𝑖)

𝑑𝑥
+ 𝜌𝑖𝑔 sin 𝜃 = −

𝜆

2𝐷

𝜙𝑖|𝜙𝑖|  

𝜌𝑖
, 𝑖 = 0, … , 𝑁 − 1, ϕN(𝑡) = 𝑑(𝑡)/𝑆, (2b)           

where the index 𝑖 denotes the variable evaluated at the node 𝑖 of the grid corresponding 

to the position 𝑥𝑖 in the spatial domain. 

The Eq. (2a) and (2b) define a set of 2N nonlinear ordinary differential equations with the 

inputs 𝑑(𝑡), and 𝑃0, that can be integrated by using a Runge-Kutta method for instance. 
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3 Observability analysis 

The question is here to discussed the conditions required in terms of measurements to 

ensure both observability of the leak parameters 𝐶 and 𝑥𝑙, and the states 

(densities/pressures and mass fluxes) at each node of the grid.  

The reduced-order system (2a) - (2b) is now denoted as 

�̇�(t) = 𝐹(X(t), u(t), θ),       𝑦 = 𝐻(𝑋(𝑡)),     (3) 

where X is the vector of the 2N state variables of (2a) and (2b), H is the measurement 

operator depending on the sensor’s location and nature, θ is the vector of the leak 

parameters (𝐶, 𝑋), and 𝑢 is the vector of inputs, namely the 2 boundary conditions (𝑃0, 𝑑(𝑡)). 

The observability property of nonlinear systems has been extensively studied in the last 

50 years. Observability of dynamical systems is closely related on the indistinguishability 

of initial states or parameters. Several criteria have been proposed to characterize the 

observability property of nonlinear systems. In particular the observability rank condition 

dim 𝑑𝑂(𝐻)|𝑋 = 2𝑁, where 𝑑𝑂(𝐻)|𝑋 is the set of 𝑑Ψ(𝑋) with Ψ ∈ 𝑂(𝐻), and 𝑂(𝐻) is the 

observation space of system (5) containing the components of 𝐻 and closed under Lie 

derivation defined by 𝐿𝐹𝐻 =
𝜕Ψ

𝜕𝑋 
 𝐹(see for instance [3]). This criterion is a direct extension 

of Kalman’s observability rank condition for linear systems. Using this criterion and formal 

calculus, it can be shown that the full state observability and identifiability of 𝜃 are obtained 

when the mass flux states of the reduced system (3) are all measured. It can be noticed 

that other combinations of sensors could be used, such as replacing one mass flux sensors 

by a pressure sensor placed at the downstream end of the pipeline. 

4 Receding Horizon Observer design 

4.1 RHO formulation 

A RHO consists in solving a data assimilation problem using a sliding window of 

measurements. 𝑁0 defines the size of the measurement window.  At each time 𝑘, the 

following nonlinear regression problem is solved, that provides a new update of some 

unknown parameters 𝜃 and the state estimate at time 𝑘 − 𝑁 : 

min
𝜃,𝑋(𝑘−𝑁0 )

1

2
∑ ∥

𝑘

𝑙=𝑘−𝑁0 

𝑦(𝑙) − 𝐻𝑙(𝑋(𝑙)) ∥𝑅−1
2 +

1

2
∥ 𝜃 − 𝜃𝑘−1 ∥𝐵−1

2 +
1

2
∥ 𝑋(𝑘 − 𝑁0) − 𝑋(𝑘 − 𝑁0)𝑔 ∥𝐵−1

2 ,            (4) 

subject to the dynamics of reduced-order system (3) now discretized in time, 

where 𝑋(𝑘 − 𝑁0)𝑔 denotes an initial guess that can be for instance the vector obtained at 

time 𝑘 − 1. 𝐵 is symmetric positive-definite matrix of regularization.  

The existence of a solution to the problem (4) requires that the observability is ensured 

thanks to an adequate choice of the sensors, as discussed in the previous section, and 𝑁0 

large enough. 

4.2 Numerical computation 

The solution of this nonlinear constrained optimization problem (4) requires the use of an 

iterative descent method. In this paper, the quasi-Newton method, that is very effective 

to solve medium-size nonlinear optimization problems, was successfully implemented.  The 

cost function in Eq. (4) is now denoted as 𝐽(𝑣), where 𝑣 is the vector of the decision 

variables. The well-known Newton method consists in first approximating the cost function 

using a second-order Taylor’s series expansion: 
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𝐽(𝑣𝑘 + Δ𝑣) ≈ 𝐽(𝑣𝑘) + ∇𝐽(𝑣𝑘)𝑇Δ𝑣 +
1

2
Δ𝑣𝑇𝐻(𝑣𝑘)Δ𝑣.                             (5) 

Secondly, the necessary conditions for optimality are given by  

∇𝐽(𝑣𝑘 + Δ𝑣) ≈ ∇𝐽(𝑣𝑘) + 𝐻(𝑣𝑘)Δ𝑣 = 0.                                       (6) 

Then the updated solution 𝑥𝑘+1 is computed by inversion of the Hessian matrix 𝐻(𝑥𝑘) 

𝑣k+1 − vk =  Δ𝑣 =  −𝐻(𝑣𝑘)−1∇𝐽(𝑣𝑘).                                        (7) 

The main drawback of the direct Newton method is the need for a costly inversion of the 

Hessian matrix at each iteration. Approximation of the inverse of the Hessian matrix is the 

key idea of quasi-Newton approaches. They all consist in determining a sequence of 

approximate positive-definite inverses 𝐵𝑘 of the Hessian matrix such 𝐵𝑘+1 = 𝑎𝑟𝑔𝑚𝑖𝑛 ‖𝐵 −
𝐵𝑘‖𝑉, where ‖. ‖𝑉 denotes the norm induced by a positive-definite matrix 𝑉. The update of 

𝐵_𝑘 is given by the following expression in the case of the well-known BFGS method: 

𝐵𝑘+1 = 𝐵𝑘 +
𝑦𝑘𝑦𝑘

𝑇

𝑦𝑘
𝑇Δ𝑣𝑘

−
𝐵𝑘Δ𝑣𝑘(𝐵𝑘Δ𝑣𝑘)𝑇

Δ𝑣𝑘
𝑇BkΔ𝑣𝑘

,                                       (8) 

where 𝑦𝑘 = ∇𝐽(𝑣𝑘+1) − ∇𝐽(𝑣𝑘). 

5 Application to a test case 

The test case consists in a 100 km-long horizontal pipeline of cross-sectional diameter 0.5 

m [9]. The gas is supplied at the source node at a pressure of 943 psi. The gas is withdrawn 

at the other extremity with the mass flow rate  68(1 + 0.1 sin (8
𝜋𝑡

𝑇
) kg/s, where T corresponds 

to 24 hours. The Fig. 1 shows a scenario with a leak occurring during a one-day period. 

The simulation model is based on a 51 nodes grid leading to a 100-state model (2a) – (2b). 

Figure 1. 24-hour simulation of the pipeline dynamics with a leak occurring at location 35 km, at 
time t=1 hour, and when the leak is fixed after 10 hours. 

 

 

The question is now to experimentally determine the minimum requirements in terms of 

both model size and measurements to attain the goals of leak detection and state 

monitoring. An additive Gaussian noise with variance 1 is added to all the measurements. 

All the tests are performed with a sampling period of 1 minute. The horizon 𝑁0 is chosen 

here to be equal to 𝑁 + 1, where 𝑁 is the number of grid nodes.  

Fig. 2 presents 4 results of leak detection starting with only 4 states until 20 states. It can 

be shown that a reduced model with 8 states and 4 mass flux sensors is needed to ensure 

an accurate detection and localization of a leak located at 35 km for this 100km-long 

pipeline. The RHO is also able to detect that the leak is repaired after a certain time. A 4-

state model is however not sufficient to ensure a good localization of the leak. With 𝑁0 =
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5 (with the 8-state reduced model), the leak is detected with a delay of 10 minutes only. 

More generally, the leak can be detected with a delay of (𝑁 + 1)𝑇𝑠  minutes, where 𝑇𝑠 is the 

sampling period. Fig. 3 demonstrates that the effective estimation of the transient states 

can be performed while estimating the leak at the same time, with a precision in the leak 

localization better than 1 km. 

  

Figure 2. Top left: N=2 (4-state reduced model); top right:  N=3 (6-state reduced 

model); bottom left: N=4 (8-state reduced model); bottom right: N=10 (20-state 

reduced model); 

 

 

 

 

Figure 3. Estimation of the transient state with the RHO for the 20-state reduced model 
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6 Future challenges 

 

6.1 Optimal sensor location 

In fact, the uniform distribution of sensors along a pipeline is certainly not the best 

configuration to ensure the optimal estimation in the sense of the maximization of an 

observability index. 

Observability here refers to the sensitivity of the measurement outputs to both the initial 

states and the parameters of the leak on a given time interval [0,T]. Indeed, an 

unobservable component will show a sensitivity equal to zero. In order to determine 

unobservable components, it is convenient to introduce an index based on a Fisher 

sensitivity matrix [2] defined as follows: 

𝑊 = ∫ (𝜕Φ 𝑦(𝑡))𝑇𝑅−1 𝜕Φ 𝑦(𝑡)𝑑𝑡
𝑇

0
,                                          (9) 

where  𝜕Φ 𝑦(𝑡) denotes the sensivity of the measurement output vector with respect to the 

components Φ = (X0
T, θT)T  (the initial states and leak parameters) to be estimated, that can 

be computed by integrating the additional sensitivity system: 

𝑑

𝑑𝑡
(𝜕X0 𝑋(𝑡)) =  𝜕𝑋𝐹(𝑋(𝑡), 𝑢(𝑡), 𝜃)𝜕𝑋0

𝑋, 𝜕𝑋0
𝑦(𝑡) = 𝜕𝑋𝐻(𝑋(𝑡), 𝑋𝑠)𝜕𝑋0

𝑋(t)                              (10a) 

𝑑

𝑑𝑡
(𝜕θ 𝑋(𝑡)) =  𝜕𝑋𝐹(𝑋(𝑡), 𝑢(𝑡), 𝜃)𝜕𝜃𝑋 + 𝜕𝜃𝐹(𝑋(𝑡), 𝑢(𝑡), 𝜃), 𝜕𝜃𝑦(𝑡) = 𝜕𝑋𝐻(𝑋(𝑡), 𝑋𝑠)𝜕𝜃𝑋(t) (10b) 

Matrix R is the covariance matrix of the measurement noise affecting the sensors. 𝑋𝑠 here 

denotes the vector of sensor locations to be determined. 

The number of eigenvalues of matrix W equal to zero gives the number of unobservable 

components. An observability index 𝐼𝑂 (𝑋𝑠) can then be defined by 

𝐼𝑂(𝑋𝑠) = log(det( W)).                                                                    (11) 

The optimal sensor location problem will then consist in finding a sensor configuration 𝑋𝑠 

that maximizes 𝐼𝑂(𝑋𝑠). 

 

6.2 Gas pipeline networks 

A direct but simplistic application of the here-proposed monitoring approach to a network 

of pipelines would consist in duplicating the RHO for each pipeline, that will be certainly 

not optimal in terms of sensors needed for the monitoring of the whole system and 

considering the fact that the occurrence of simultaneous leaks in all the pipelines is highly 

unlikely. Indeed, it seems preferable (this is still to be confirmed) to consider the 

monitoring of the network at a whole and to try to take advantage of the mesh structure 

of the network to reduce the number of sensors needed to ensure the monitoring of the 

transient states and the detection of a number of simultaneous leaks fixed a priori.   

A gas pipeline network can be modelled by using a connected graph 𝐺 = (𝑉, 𝐸), where V 

and E represent the set of 𝑀𝐽 junctions (vertices) and the set of 𝑀𝑝 pipelines connecting 

the junctions (edges). In addition, the network topology is defined by an incidence matrix 

A. Each junction has dynamics given by 2 PDEs of the form (1a)-(1b): 

𝜕𝑡𝜌𝑖 + 𝜕𝑥𝜙𝑖 = −Δ(𝑥 − 𝑥𝑙
𝑖)𝐶𝑖√𝜌𝑖,     (12a) 
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∂𝑡ϕi + ∂𝑥 (
ϕi

2

ρi
) + 𝑎2 ∂𝑥ρi + ρi𝑔 sin θi = −

λi

2𝐷𝑖

ϕi|ϕi|

ρi
, 𝑖 = 1, … , 𝑀𝑝.

(12b) 

For simplification purpose and without restriction, compression units are not considered. 

The vertices of the graph allow to define the boundary conditions of each set of two PDEs 

by using the first Kirchhoff law (conservation of mass at each junction). A set of 2𝑀𝑝 

boundary conditions can then be denoted as 

𝐵 (�̅�(0̅, 𝑡), �̅�(�̅�, 𝑡), 𝜌𝑠𝑛(0𝑠𝑛 , 𝑡), 𝑝0(𝑡), �̅�(𝑡)) = 0,  (13) 

where �̅�(0̅, 𝑡) denotes the vector of the upstream mass fluxes, �̅�(�̅�, 𝑡) is the vector of the 

downstream mass fluxes, 𝜌𝑠𝑛(0𝑠𝑛 , 𝑡) is the gas density at the slack node,  𝑝0(𝑡) is the 

pressure at the slack node, and �̅�(𝑡) is the vector of the gas demands.

Model (12a-12b-13) generalizes the model of a single pipeline given by (1a)-(1b). The 

optimal sensor location problem defined in the previous section is obviously more 

complicated since it requires the solution of a highly combinatorial problem. In the same 

way, the RHO application requires to solve a large-scale problem and an effective model 

reduction appears to be crucial. 

7 Conclusions 

In this paper, the application of a Receding Horizon Observer based on the repeated 

solution of an optimal inverse problem was proposed for the goal of real-time leak detection 

and localization together with the estimation of transient values of the gas density and 

mass flux distributed along a long gas pipeline. It was shown that the effective detection 

of a leak and the monitoring of the transient states of the gas dynamics can be performed 

using such a nonlinear Receding Horizon Observer based on a finite-difference reduced-

order dynamical model and a limited number of mass flow rate sensors. In particular, a 8-

state reduced model appears to be sufficient to ensure the effective detection and 

localization of a single leak. Furthermore, the approach is compatible with real-time 

requirements even under MATLAB and produces satisfactory results in terms of accuracy 

in the leak localization. The approach was successfully tested on a 100 km-long gas pipeline 

using synthetic data. Future work will consider the use of real data, the optimal 

configuration of sensors, the multi-leak detection problem, and the extension of this 

approach to pipeline networks. 
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Extended abstract 

Double-walled reactor buildings of French 1300-1450 MWe nuclear power plants constitute 

large reinforced and prestressed concrete structures, whose integrity plays a crucial role 

in their serviceability and the safety of their surrounding environment. In particular, the 

leak tightness of the inner containment wall is periodically evaluated through pressurization 

tests, and compared to a regulatory leak threshold which should not be exceeded. Leak 

tightness of nuclear containment buildings (NCB) may evolve over time under the action 

of operating loads, and complex multi-physical processes related to aging, such as drying, 

creep and shrinkage. Today, a wide range of models aiming at describing the thermo-

hydro-mechanical and leakage (THML) behaviour of concrete has been developed in the 

literature. This enabled to devise deterministic computational strategies aiming at 

accurately assessing the behaviour of NCB at structural scale. Such strategies are based 

on several parameters, describing material properties, loading and numerical parameters. 

Nevertheless, due to intrinsic variability or a lack of knowledge, such parameters may be 

sensibly uncertain. 

Besides, aging large concrete structures such as NCB are carefully monitored: observations 

of their delayed mechanical behaviour are continuously collected over time, whereas 

observations of their leakage rate are collected during pressurization tests. Then, such 

observation data may be used in order to infer input parameters, and eventually reduce 

their uncertainties. In this perspective, Bayesian inference offers a probabilistic framework 

which allows to update uncertainties of input parameters, by combining a prior state of 

knowledge to observation data of the system response. 

Then, a Bayesian updating framework suitable for aging large concrete structures is 

presented. The proposed framework is based on a complex THML modelling strategy [1] 

involving several uncertain parameters. Such a modelling strategy is based on chained 

finite element calculations aiming at assessing the thermal, hydrous, mechanical and 

leakage behaviour of concrete at structural scale. The whole THML computational chain 
may be seen as a deterministic function 𝑀 ∶ 𝐷𝑿 ⊆  ℝ𝑑  → 𝐷𝒀 ⊆ ℝ𝑛, which maps a set of input 
parameters 𝒙 ∈ 𝐷𝑿 to a response 𝒚 = 𝑀(𝒙) ∈ 𝐷𝒀. The response of the THML model includes 

several physical variables of interest such as temperature, strains or leakage rate of the 
structure. The uncertain parameters of the model 𝑀 are modelled by a random vector 𝑿 
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with density 𝜋(𝒙). The latter summarizes the degree of knowledge in the input parameters, 

and is usually known as the prior density in the framework of Bayesian inference [2].  

Then, provided that a prior density has been elicited for the uncertain inputs 𝑿, the 

uncertainties of the model response 𝑀(𝑿) induced by the uncertainties of 𝑿 can be 

quantified, through a first prior uncertainty propagation step. To that end, random 

sampling techniques (such as Monte Carlo or Quasi-Monte Carlo approaches) may be used. 

Nevertheless, such approaches are computationally intractable, since a single call to the 

THML model requires a non-negligible cost (~10 minutes per call). Then, Polynomial Chaos 

Expansions (PCE) surrogate models [5,6] are constructed, in order to provide an 

approximation �̂� ≈ 𝑀 of the model by a truncated series expansion of multivariate 

polynomials, which are orthonormal with respect to the prior density. Such an 

approximation may subsequently be used for computing low-order moments of the THML 

response (i.e. mean or variance), and more generally for estimating the distribution of the 

model outputs. In particular, one is interested in estimating the probability that the 

structural leakage rate 𝑄 = 𝑄(𝑿) of the structure exceeds a regulatory threshold value 𝑞∗, 

which writes: 

𝑃𝑓 =  ℙ(𝑄 > 𝑞∗) =  ∫ 𝟏𝐹(𝒙)𝜋(𝒙)d𝒙
𝐷𝑿

 
(1) 

where 𝐹 =  {𝒙 ∈ 𝐷𝑿 ∶ 𝑄(𝒙) > 𝑞∗} ⊂ 𝐷𝑿 is the so-called failure event, and 𝟏𝑭 denotes the 

indicator function of 𝐹. A wide class of Structural Reliability (SR) methods enable to 

estimate failure probabilities (1), including Monte Carlo simulation, Line Sampling, and 

Subset Simulation (SuS) [4]. 

Then, let 𝒚 ∈ 𝐷𝒀 be observed data related to the structure’s response (such as delayed 

strains or leakage rate), namely a realization of random observables 𝒀. Bayes’ rule enables 

to derive the expression of the posterior density of input parameters [2], namely the 

conditional density of 𝑿 knowing 𝒀 = 𝒚: 

𝜋(𝒙|𝒚) =  
𝜋(𝒙)𝐿(𝒙; 𝒚)

𝐶

(2) 

where 𝐿(𝒙; 𝒚) is the so-called likelihood function, which stems from an assumed probabilistic 

model linking observations and the model outputs, and 𝐶 is a normalization constant known 

as model evidence: 

𝐶 =  ∫ 𝐿(𝒙; 𝒚)𝜋(𝒙)d𝒙
𝐷𝑿

 
(3) 

The posterior density (2) summarizes all available information about parameters 𝑿 once 

observation data have been collected and analyzed. It represents an updated state of 

knowledge, which stems from the combination of the prior state and noisy observation 

data. 

For computational purposes, the posterior density (2) and the model evidence (3) are 

determined in the so-called BuS (Bayesian updating with Structural reliability methods) 

[2,3], which reformulates classical Bayesian inference into a SR problem. Such an 

equivalent SR problem may be solved by using a modified version of the SuS algorithm 

[3], which enables to draw samples from the posterior distribution (see Figure 1) as well 

as estimating the model evidence (3). The obtained posterior samples may subsequently 

propagated through the THML model for performing new predictions of the THML response 

of the studied structure (see Figure 2).  

Then, following [2], a posterior SR analysis may be conducted (see Figure 3), in order to 

estimate the posterior failure probability defined by: 

40



 
𝑃𝑓|𝒚 =  ℙ(𝑄 > 𝑞∗ | 𝒀 = 𝒚) =  ∫ 𝟏𝐹(𝒙)𝜋(𝒙|𝒚)d𝒙

𝐷𝑿

  
(4) 

The above probability is estimated through a two-stage SuS algorithm. This probability 

expresses an updated quantification of the risk of exceeding a regulatory leakage threshold 

valuer, after collecting information about the physical behaviour of the structure. 

Then, the proposed approach is illustrated through an application to a full-scale operating 

NCB. Results underline that the proposed approach enables to reduce uncertainties of input 

parameters throughout the structure's life, and may be used for providing decision aid in 

the framework of the maintenance of containment structures. 

Figure 1. Posterior input parameters of the THML model – Univariate and bivariate marginals. 

 

Figure 2. Prior (left) and posterior (right) predictions of the time evolution of tangential strains of 
the NCB standard zone. 
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Figure 3. Empirical CDFs of the structural leakage rate, for several coating repair works scenarii. 
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1 Introduction 

With increasing traffic demand, aging infrastructure, and higher user expectations, bridge 
network managers seek tools & approaches by which they can maintain the normal 
service performance of bridge networks.  

In order to achieve such a goal, decision makers of a bridge network can take different 
actions to improve their system performance. For instance, they can change traffic flow 
and distribution of loads on some bridges. Alternatively, they can invest on improving 
structural health monitoring of a subset of bridges. While often such tasks can improve a 
bridge network performance, with a limited budget, infrastructure system managers need 
to choose only a subset of (instead of all) of them. 

Relevantly, decision makers can largely benefit from a modelling tool that enables them 
to conduct scenario-based analyses, and assess (aggregated) system level performance 
consequences of bridge level repair & reinforcement decisions. Similarly, their decisions 
are likely to be improved if they can also evaluate system level consequences of road 
level traffic decisions (e.g., changing intensity of traffic flow on a road by opening/closing 
some lanes). In this line of thought, this paper presents a modelling tool that facilitates 
these system level assessment of bridge network performance.       

2 Contribution and novelty  

From problem definition aspect, our work considers both infrastructure owner's cost and 
user cost (i.e., travel time) within a bridge network. Therefore, our approach is likely to 
provide a more precise picture of the state of the infrastructure system (i.e., bridge 
network) than other studies which use only either of those measures, or focus only on 
connectivity aspect of an infrastructure system (Gehl et al, 2018). Moreover, in order to 
calculate travel costs, this work takes the Markov Chain Traffic Assignment (MCTA) 
approach developed in (Salman and Alaswad, 2018) to model traffic dynamics and 
calculate the expected travel time based on the availability bridges. 

With regard to modelling perspective, this paper proposes a new methodology to model a 
bridge network system. That is, we base our method on the recently introduced concept 
of a Simulation Supported Bayesian Network (SSBN)  (El-Awady and Ponnambalam, 
2021). With SSBN, simulation is used as a source information to build the desired BN 
model of a system.  

As monitoring of actual conditions of bridges can be difficult (Orcesi and Cremona, 2010), 
our method (which is based on SSBN and uses simulation to build the desired Bayesian 
Network model of a system) can be suitable for such systems. Lastly, we take the 
previously built Bayesian Network (BN) model for bridge networks by (Wang et al, 2020), 
and improve it by considering economic dependencies among bridges. 

3 Methodology  

In this paper, we define a bridge network as a transportation road network in which 
bridges (each located on a road) are the only components that deteriorate and can fail. 
In addition, we mainly discuss steps and illustrate results of applying our methodology on 
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a small scale bridge network shown in Figure 1, and we refer to it as “the focal bridge 
network” or “the system”. Two key aspects of the proposed method are system 
decomposition & integration of simulation results into a BN model. By conducting the 
decomposition process, we develop three layers of system resolution. Initially, we label 
the whole system level as layer L = 0 (see Figure 1). Next, the system as a whole is 
broken down into the road sections (which on each, one bridge is located). The road 
sections collectively form layer L = 1. Lastly, for each of those road sections, bridge 
maintenance features (e.g., maintenance advised rate according to the asset 
management strategies of the bridge network owner) are recognised, and placed at the 
last layer, layer L = 2. 

Figure 1. The focal bridge network & its corresponding three layers of system resolution. 

 
 

In addition to system decomposition, integration of simulation results into a BN model 
enables us to analyse dependence of system-level (layer L = 0) performance variables on 
feature variables at the last layer, layer L = 2. Such integration involves three processes. 
At first, we define random variables at each layer 𝐿𝐿 ∈ {0,1,2}. As shown in Figure 2, at 
layer L = 0, two performance random variables are total costs & expected travel time. In 
the next layer, layer L =1, the corresponding random variables are road costs & 
availability. On the last layer, maintenance rates are the variables of interest. 

In the second process, at each layer 𝐿𝐿 ∈ {1,2}, we add directed arcs from a random 
variable to a related random variable at layer L = 1 if the corresponding system part of 
the former is dependent on that of the latter in the system resolution. For instance, in 
Figure 1, the costs & availability of road 1-2 depend on the maintenance rate 1, and 
therefore, in Figure 2, we elaborate arcs from the defined random variable “maintenance 
rate 1” to “road 1-2 cost” & “road 1-2 availability”. 

In the third process, we use the results of the simulation experiments to materialize the 
conditional dependencies among the random variables identified in the second process. 
That is, we conduct simulations for each random variable at layers 𝐿𝐿 ∈ {0,1}, their results 
are used to elaborate conditional dependence of the corresponding random variables 
(e.g., conditional dependence of “road 1-2 availability” on “maintenance rate 1” in Figure 
2). 

Overall, the methodology consists of the following two steps: (1) Step 1- model bridge 
network and evaluate availability & maintenance costs of road section with bridges (via 
using a Markov Chain model for state evolution of bridges), (2) Step 2-analyze travel 
time and costs of the whole system by:  

• (a) Estimating system level maintenance costs and expected travel time by 
means of simulation based on input from step 1,  

• (b) Building the BN of the transportation network. The simulation results from 
steps 1 & 2-a are used to build the BN model, including its structure and the 
conditional probability tables. 
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Figure 2. The BN structure of the focal bridge network in three layers which have direct 
correspondence with system resolution layers.. 

 
 

4 Discussion 

The presented approach can be used by infrastructure managers as a scenario-analysis 
tool to support decisions related to maintenance of bridges. For its applicability to large 
scale networks, we adapt it as follows. We add an additional step to the methodology 
which uses MCTA & the recently developed KDA algorithm (Berkhout and Heidergott, 
2019) to identify subnetworks which can be considered as independent according to their 
traffic dynamics. In the BN model this change will translate into an additional layer 
between the “system” layer (whole network, currently layer L = 0) and the road sections 
layers (currently L = 1). 
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Abstract 

Maximizing connectivity is one of the most critical requirements in constructing an 

infrastructure network. In practice, the goal could only be achieved after completing a 

sequence of possible actions. This work examines an infrastructure network needing 

reliability improvement concerning all-terminal reliability. Given the initial structure, the 

objective is to maximize the network's all-terminal reliability by adding edges under several 

practical constraints, such as the total budget and available types of edges for each step. 

To solve the complex optimization problem, the potential of using Deep Reinforcement 

Learning (DRL) is investigated in this work. To allow for quick testing and prototyping of 

the DRL method, a computational environment is developed by integrating OpenAI-Gym 

and Stable Baselines. Specifically, a Proximal Policy Optimization (PPO) agent capable of 

sequentially deciding the addition of new edges in a connected network is created first, 

and the network structure evolves as appropriate edges are added subject to the total 

budget that constrains the number and types of available edges at each decision-making 

epoch. Technically, the proposed computational environment recurrently formulates and 

evaluates the network’s all-terminal reliability by computing the corresponding reliability 

polynomial. To facilitate the implementation of DRL in solving such problems, different 

methods are explored with the help of a permanent database that stores previously 

observed network states without recalculating their polynomials. Numerical examples for 

given initial structures are provided to illustrate the potential of using DRL in achieving 

reliability improvements for infrastructure networks.  

1 Introduction 

Infrastructure networks, such as highways, communication networks, power networks, and 

water networks, play an essential role in our daily activities. Unfortunately, natural 

disasters and malicious attacks pose serious threats to these infrastructure networks. 

Historically, many failures in infrastructure networks occurred which have caused issues 

for many people. One well-known example is the 2003 Northeast blackout that affected 

fifty million people in the United States and Canada [1]. Another failure in infrastructure 

networks include the levee failure in Louisiana during Hurricane Katrina [2]. The levees in 

Louisiana were not adequately prepared to handle the water from Hurricane Katrina, thus, 

they breeched due to the pressure and caused much of New Orleans to flood. Clearly, these 

examples show how essential it is to ensure infrastructure networks are reliable. 

To quantify the reliability of an infrastructure network, one essential task is to investigate 

the connectivity of components in the network. Mathematically, the problem can be 

formulated as an all-terminal network reliability problem. In practice, quite a few 

infrastructure networks can be modelled as an all-terminal network, such as highways, 

communication networks, power networks and water networks. To calculate all-terminal 

network reliability, numerous methods have been used. These methods provide either an 

exact value or an estimate of the reliability. Ball et al. [3] summarizes exact methods for 

calculating network reliability such as exponential time exact algorithms for general 

networks and polynomial time exact algorithms for restricted classes of networks, as well 

as other methods such as bounds on network reliability, and Monte Carlo simulation. Gaur 

et al. [4] also detailed many different network reliability methods including state 

enumeration, minimal cut, and neural networks, and they discussed the limitations of each 

method. Technically, cut enumeration entails enumerating the minimal subsets of links 

whose failure causes the network to fail. This method is an exact method and very useful 

for small networks, but it reaches its computational limitations very quickly. Monte Carlo 
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simulation (MCS) methods choose a random sample of states to explore and estimate the 

network reliability as the proportion of sampled states in which the network is functioning 

properly. Karger [5] found one of the flaws of the MCS approach is that it is very slow 

when the probability of failure is very low. Cardoso et al. [6] studied Monte Carlo simulation 

in conjunction with neural networks to investigate the structural reliability of different 

structures. MCS only allows one network structure to be calculated at a time, so it can be 

very time consuming to calculate the reliability. As a solution, they combined neural 

networks with MCS which allowed them to save computational time and obtain more 

precise reliability measurements.  

Srivaree-ratana et al. [7] used an Artificial Neural Network (ANN) to estimate network 

reliability. In their study, they trained the ANN using a set of network topologies and link 

reliabilities. They then used the ANN to estimate the network reliability based on the link 

reliabilities and the topology in finding the optimal network topology by simulated 

annealing. They demonstrate that their approach performs well empirically through 

comparisons to an exact approach as well as to an upper bound derived from a polynomial 

time algorithm. However, the disadvantages of their method are that the training of ANN 

needs to be performed first for a topology of a fixed number of nodes and optimal network 

design can be carried out only for this topology. It would be more useful to develop a 

method that finds the optimal network via reliability evaluation and learning without such 

limitations.      

In this paper, a new method based on Deep Reinforcement Learning (DRL) along with the 

use of a reliability polynomial is proposed for maximizing the all-terminal reliability of a 

network under the constraints on total budget and available types of edges for each step. 

To demonstrate the use of the proposed method, the initial structures of example networks 

are in the form of all nodes being connected in series. It is worth pointing out that although 

this paper focusses on maximizing the all-terminal reliability of a network by adding 

additional links, the proposed method can be extended to solve network design problems 

with the flexibility of adding additional nodes.   

The remainder of this paper is organized as follows. Section 2 describes the reliability model 

for an infrastructure network and the method of calculating all-terminal reliability using a 

reliability polynomial. Section 3 introduces the proposed DRL method for network reliability 

improvement and elaborates on several important computational issues. Section 4 

provides numerical examples to illustrate the use of the proposed method in improving 

infrastructure network reliability. Finally, we summarize our results and draw conclusions 

in Section 5.     

2 Reliability model for an infrastructure network 

An infrastructure network can be described by a network model, which in its simplest form 

is a collection of nodes connected by edges. Chartrand [8] formally defines a general 

network using the notation N = (V, E, w), where V is the set of nodes (e.g., v1, v2, …, vn) 

and E is the set of edges (e.g., e1,2, …, ei,j, …, en-1,n) with the corresponding weights given 

in w. In this paper, the weights of the edges are the corresponding reliability values. 

Moreover, networks can either be directed or undirected. In this work, an infrastructure 

network is modelled as an undirected network, and reliability improvement decisions are 

made with respect to the network’s all-terminal reliability. 

2.1 All-terminal reliability of a network 

The probability that a network is performing its intended function at a given point in time 

is known as its reliability. Specially, the two-terminal reliability of a network is the 

probability of having at least one operational path between the source and end nodes. 

Consider the simple undirected network shown in Figure 1. The network has four nodes 

and five links with corresponding reliability values. If node 1 and node 4 are the source 

and end nodes, respectively, and the nodes are perfectly reliable, the two-terminal 
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reliability of the network can be calculated by considering three possible paths: for path 1-

3-4, the reliability is 𝑅1 =  0.85(0.8)  =  0.68; for path 1-4, the reliability is 𝑅2 =  0.95; for path 

1-2-4, the reliability is 𝑅3 = 0.9(0.75) = 0.675. Since the three paths are in parallel, the two-

terminal reliability of the network is simply 𝑅 = 1 – (1 − 𝑅1)(1 − 𝑅2)(1 − 𝑅3) = 0.9948. 

Figure 1. An example of simple series-parallel network. 

 

Unlike two-terminal reliability problems, all-terminal reliability problems are interested in 

that every node in the network is connected to every other node, and the reliability is 

defined as the probability that the network is fully connected. Consider an n-node network 

(V, E, w) with edge topology 𝑋 = [𝑥1,2, … , 𝑥𝑖,𝑗 , … , 𝑥𝑛−1,𝑛] with 𝑥𝑖,𝑗 = {1, if edge ei,j is present; 0, 

otherwise}. Let 𝑝(𝑥𝑖,𝑗) be the reliability of edge ei,j. Then, the all-terminal reliability of the 

network can be expressed as [7]:  

𝑅 = ∑ [∏ 𝑝(𝑥𝑖,𝑗)(𝑖,𝑗)∈𝑋′ ]𝑋′∈ Ω [∏ (1 − 𝑝(𝑥𝑘,𝑙)) (𝑘,𝑙)∈(𝑋\𝑋′) ]    (1) 

where Ω consists of all operational states (i.e., edge subsets 𝑋′ ⊆ 𝐸 that connect all nodes 

in the network). For example, to calculate the all-terminal reliability of the network in 

Figure 1, we can simply calculate the probabilities of all network configurations where all 

nodes remain connected even if one or more edges fail. Then, after adding all the 

probabilities together, we obtain the all-terminal network reliability to be 0.9414. Clearly, 

it becomes more difficult to calculate all-terminal reliability for complex networks with more 

nodes and edges [9]. 

2.2 Reliability polynomial for all-terminal reliability evaluation  

The all-terminal reliability of a network can be expressed as a function of the edge 

reliabilities. This expression is a property arising from the network topology, and it is often 

known as the reliability polynomial of the network. For a network N, when all edges have 

identical and constant reliability of r, the all-terminal reliability is equivalent to [10]: 

𝑅𝑃(𝑟) = 𝑟𝑛−𝑐(1 − 𝑟)𝑚−𝑛+𝑐𝑇(1, (1 − 𝑟)−1)    (2) 

where n is the number of nodes, m is the number of edges, and c is the number of 

connected components. T is the Tutte Polynomial of the network, a property arising from 

the network topology, defined as [11]: 

𝑇(𝑥, 𝑦) = ∑𝑡𝑖,𝑗𝑥𝑖𝑦𝑗     (3) 

where 𝑡𝑖,𝑗 represents the number of spanning trees of the network whose internal activity 

is i and external activity is j.  The summation is over all the subgraphs in the network [11].  
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2.2.1 Basic method 

While this polynomial can be computed using Equation (2) for the identical reliability case, 

our algorithmic procedure keeps track of the individual link reliabilities. The resulting 

expression of the all-terminal reliability is an equation that takes the link reliabilities as 

arguments. 

Using an algorithmic procedure to create a symbolic representation of this polynomial, we 

can automate the algebraic expression for any arbitrary network N. This allows for 

computing the polynomial once per every network configuration. It is enough for any 

specific edge reliability values to replace the appropriate variables in the reliability 

polynomial to calculate the all-terminal reliability. As computing time grows with the 

number of edges, in our experiments, we limit our networks to at most 10 nodes and 20 

edges with no parallel edges between any two nodes. 

For the network topology presented in Figure 1, the reliability polynomial that represents 

the all-terminal reliability if all the identical links are identical is: 

𝑅𝑃(𝑟) = 4𝑟5 − 11𝑟4 + 8𝑟3    (4) 

For a more general case with nonidentical links, the reliability polynomial is:  

𝑅𝑃({𝑟12, 𝑟13, 𝑟14, 𝑟24, 𝑟34}) = 4𝑟12𝑟13𝑟14𝑟24𝑟3,4 − 2𝑟12𝑟13𝑟14𝑟24 − 2𝑟12𝑟13𝑟14𝑟34 

+𝑟12𝑟13𝑟14 − 3𝑟12𝑟13𝑟24𝑟34 + 𝑟12𝑟13𝑟24 

+𝑟12𝑟13𝑟34 − 2𝑟12𝑟14𝑟24𝑟34 + 𝑟12𝑟14𝑟34 

+𝑟12𝑟24𝑟34 − 2𝑟13𝑟14𝑟24𝑟34 + 𝑟13𝑟14𝑟24 

         +𝑟13𝑟24𝑟34 + 𝑟14𝑟24𝑟34     (5) 

By substituting the link reliability values as shown in Figure 1 into this equation, we arrive 

at the same network reliability value of 0.9414 as we obtained earlier. 

2.2.2 Computational Algorithm 

 
Algorithm 1. Recursion-based Reliability Polynomial 
RecursiveReliabilityPolynomial(𝑁) : 

1 : Input ← 𝑁 ={V = {1,2,3,…,n}, E = {𝑒𝑖𝑗},  R = {𝑟𝑖𝑗 = 𝑝(𝑥𝑖𝑗)}} 

2 : If 𝑁 is not connected: 

3 :  Set Output ← 0 

4 : Else If |V| > 0 : 
5 :  Set 𝑒𝑘𝑙 ← First element in E 

6 :  Set 𝑁𝑐𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑒𝑑 ←  𝑁 with 𝑒𝑘𝑙 contracted 

7 :  Set 𝑁𝑑𝑒𝑙𝑒𝑡𝑒𝑑 ←  𝑁 with 𝑒𝑘𝑙 removed 

8 : Set 𝑅𝑃𝑐𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑒𝑑 ←RecursiveReliabilityPolynomial(𝑁𝑐𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑒𝑑) 

9 : Set 𝑅𝑃𝑑𝑒𝑙𝑒𝑡𝑒𝑑 ←RecursiveReliabilityPolynomial(𝑁𝑐𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑒𝑑) 

10 : Set RP𝑁 ←  𝑟𝑘𝑙 ∗  𝑅𝑃𝑐𝑜𝑛𝑡𝑟𝑎𝑐𝑡𝑒𝑑 + (1 − 𝑟𝑘𝑙) ∗ 𝑅𝑃𝑑𝑒𝑙𝑒𝑡𝑒𝑑 

11 : Set Output ← 𝑅𝑃𝑁 

12 : Else : 
13 : Set Output ← 1  

14 : end 
23 : Return Output  
 

We have tested computing the polynomial using recursive and enumerative methods. The 

recursive methods rely on finding the subgraphs by contracting or removing edges in the 

network and applying the same procedure to each substructure until reaching disconnected 

or fully connected states while keeping track of the symbolic multiplications. The 
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enumerative methods list all the possible states on which the edges can be configured, 

remove the ones that result in a disconnected network, and apply the appropriate 

operations on the reliability variables to obtain the polynomial.  

 

Algorithm 2. Enumeration-based Reliability Polynomial 

1 : Input ← 𝑁 = {V={1,2,3,…,n}, E ={𝑒𝑖𝑗},  R = {𝑟𝑖𝑗 = 𝑝(𝑥𝑖𝑗)}} 

2 : Set 𝑛𝑛𝑜𝑑𝑒𝑠 ← |V| 

3 : Set 𝑛𝑒𝑑𝑔𝑒𝑠 ← |E| 

4 : Set PossibleStates ← ∏ {0,1}i = {0,1}1 × {0,1}2 × … × {0,1}nedges

𝑛𝑒𝑑𝑔𝑒𝑠

𝑖=1  

5 : Set FeasibleStates ←{Combination ∈ PossibleStates such that ∑ 𝐶𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛  ≥ (𝑛𝑛𝑜𝑑𝑒𝑠 − 1)} 

6 : Set Terms ← {Empty Set} 

7 : For each Combination in FeasibleStates : 

8 : 𝑁𝑡𝑒𝑚𝑝 ← N ={V = {1,2,3,…,n}, E={𝑒𝑖𝑗 if 𝑆𝑖𝑗 is 1}, R ={𝑟𝑖𝑗 = 𝑝(𝑥𝑖𝑗)} 

9 : If 𝑁𝑡𝑒𝑚𝑝 is connected : 

10 :  Set Result ← 1 

11 :  For each 𝑆𝑖𝑗 in Combination : 

12 :   If 𝑆𝑖𝑗 is 1 : 

13 :    Result ←  𝑟𝑖𝑗*Result 

14 :   Else If State is 0 : 
15 :    Result ← (1-𝑟𝑖𝑗)*Result 

16 :   end 
17 :  end 
18 :  Else : 
19 :   Set Result ← 0 

20 : end 
21 : Append Result to Terms 

22 : end 
23 : Set Output<-∑ 𝑇𝑒𝑟𝑚𝑠  

In Algorithm 2, the PossibleStates are composed of arrays of zeros and ones that denote 

if the corresponding edges present or not. Each of these arrays is considered a Combination 

and each combination is composed of states 𝑆𝑖𝑗 that represent if the edge is included in the 

configuration or not. As a connected network needs at least  𝑛𝑛𝑜𝑑𝑒𝑠 − 1 edges, we filter those 

combinations that are guaranteed to lead to disconnected configurations before evaluation.  

The recursive algorithm is based on a similar approach designed for the case with identical 

links [12]. We have modified this procedure to account for the individual edge reliability 

values. The final algorithm keeps track of the individual edges. We use the enumeration-

based version to validate our results. To further exploit reusing these polynomials, we use 

a NoSQL database based on MongoDB [13] to store the precomputed representations. To 

account for the potentially large equations, we also use GridFS for a distributed storage of 

files [14].  

3 Reliability improvement using deep reinforcement learning  

ANNs are based on the biological neural networks within the human body. Just like the 

brain, the components of ANNs work together in parallel and series to learn based on 

experiences. This learning occurs using a training set which is a set of inputs with known, 

target outputs. 

In sequential decision-making, ANN can be used to create functional maps from system 

states or observations to the best action among a finite set of possible actions. In general, 

when the decision system is trained in a loop that assigns rewards to any of the actions 

taken, and the system learns the mapping from actions and observations to rewards, this 

is known as Reinforcement Learning (RL). When the function mapping the relationship 

between actions, observations, and rewards is an ANN, it is known as Deep Reinforcement 

Learning (DRL) [15].  
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3.1 Problem Formulation  

For reliability improvement, this takes the form of deciding the best next edge to add to 

an infrastructure network to maximize the all-terminal reliability. When it is also possible 

to choose the quality of the new edges, the decision space grows. By considering cost 

constraints on the decision problem, the edge quality affects the reliability value and the 

added cost of the decision. Then, a finite sequence of edge decisions that will maximize 

the all-terminal reliability exists. Mathematically, the problem can formulated as follows: 

max
𝑨𝒕|𝑶𝒕

ℛ𝑡 = 𝐿𝑜𝑔(𝑅𝑛𝑒𝑡𝑤𝑜𝑟𝑘,𝑡) − 𝐿𝑜𝑔(1 − 𝑅𝑛𝑒𝑡𝑤𝑜𝑟𝑘,𝑡) + 𝜆ℛ𝑡−1    (6) 

𝑨𝒕 = [𝑥𝑖𝑗 , 𝑞𝑖𝑗]       (7) 

𝑶𝒕 = [𝑥𝒊𝒋, 𝑐𝑖𝑗 , 𝐶𝑡−1]      (8) 

𝑟𝑖𝑗 = 𝑝(𝑥𝑖𝑗 , 𝑞𝑖𝑗)       (9) 

𝒔. 𝒕. ∑ ∑ 𝑐𝑖𝑗𝑥𝑖𝑗 = 𝐶𝑡𝑗 ≤ 𝐵𝑖      (10) 

On each decision step 𝑡, the agent decides which set of actions 𝑨𝒕 will maximize the reward 

ℛ𝑡 given the observations from the environment 𝑶𝒕. The reward is  a function of the current 

all-terminal reliability and the value on the previous time step, discounted by a factor 𝜆. 

The actions include the new edge to add, 𝑥𝑖𝑗, and its quality level 𝑞𝑖𝑗. Observations include 

the edges already in the network, the cost associated with each edge in the network, 𝑐𝑖𝑗, 

and the total cost of the network at the previous time step 𝐶𝑡−1. The budget constraint 

keeps the current cost of the network  𝐶𝑡 within the the budget, 𝐵. 

The current implementation uses the log-odds of the system being connected for the 

reward function: a transformation of the all-terminal reliability. It is worth pointing out that 

our initial experiments used the all-terminal reliability. We found more consistent 

performance using the negative log of the unreliability, and after further experiments, this 

led to using the log-odds of the system being connected. For actions, the options are the 

links not yet in the network and the quality level, with discrete options defining the edge 

reliability value. For the observations, the states, we propose the network topology, the 

cost of each link in the network, and the total cost of the current configuration. A cost 

constraint defines the budget for the added links limiting the number and quality of the 

added edges. 

3.2 Implementation Framework 

For the implementation, we base our training environment on the OpenAI-Gym framework 

[16]. This provides the basic elements to train and test DRL models. As there is a common 

interface for the models to train on, this allows for quick prototyping and testing.  

Stable Baselines [17] is a set of DRL models that can be tested using the OpenAI-Gym 

interface. This grants access to a collection of algorithms that can be explored using an 

appropriate training environment. Each model is a different agent that can learn from the 

tuples of observations, actions, and rewards: striving to maximize the defined rewards 

while adjusting to the conditions posed by the environment, such as conditions for stopping 

and feasible actions. 

3.2.1 Training Environment 

An environment requires four basic elements: observations, rewards, actions, and a way 

to evolve. The current environment starts with a path network with n nodes, and the n-1 

links all have a reliability value of 𝑟0, this makes the initial all-terminal reliability 𝑟0
𝑛−1. Then, 

the possible actions are (𝑛2 − 𝑛)/2 − (𝑛 − 1)  link options to add, with 𝑞𝑖𝑗 =  1,2 …  𝑚, 𝑚 is the 

number of quality levels, with 𝑟𝑖𝑗 = 1 − (1 − 𝑟0)𝑞𝑖𝑗, which is equivalent to considering each 

51



quality level to having 𝑞𝑖𝑗 basic links in parallel. This translates into each link cost as 𝑐𝑖𝑗 =

𝑞𝑖𝑗. 

On each decision step, a DRL agent observes the state of the network, the connected links, 

the cost of each link, and the total cost. Then, it can choose one of the links to add, and 

one of the quality levels, if it is within budget. After adding the link, the reliability is 

computed from the corresponding polynomial and the different edge probabilities and the 

agent receives the associated reward. If the budget has not been exhausted, and there are 

feasible edges that can be added, the next decision step proceeds; otherwise, the episode 

stops.   

3.3 Selected model 

For our experiments, we work with a variant of Proximal Policy Optimization (PPO) [18]. 

PPO is a DRL model that explores decision policies in sets of actions that tries to balance 

the exploration of new decision policies with the optimization of a surrogate objective 

function. Specificly, it is a Policy Gradient method that limits itself to exploring points in a 

neighboring policy space by taking small incremental steps when the actions lead to an 

advantageous increase in rewards but is clipped, restricted to a neighboring range, when 

a disadvantageous direction is found [18]. This is designed to avoid stalling the decision in 

regions difficult to escape. 

The variant used is a Maskable Proximal Policy Optimization (M-PPO) [19], an algorithm 

that considers the feasibility constraints posed by the training environment. For the 

formulated problem, this is equivalent to restricting the action space only to those links 

that are not yet in the network and are within budget. The M-PPO model uses a validity 

mask, a vector that keeps track of the valid actions, and operates it with the probability of 

taking a given action before updating the weights on each training step. This is useful to 

ensure the agent only learns to take feasible action and, for our problem of interest, 

guarantees that the network reliability increases on every decision step. 

4 Numerical examples 

Experiments for different network configurations are conducted in this section. The results 

presented correspond to networks with n=7 and n=10 nodes. 𝑟0 = 0.8, and there are m=3 

levels of edge reliability: 0.8, 0.96, and 0.992. The budget is set on B=5, so at most five 

links can be added. 

Figure 2. Results for the 7-node network with B=5. 

 

                    (a)                                      (b)                                      (c) 

Figure 2 shows the results for n=7. The first network (a) is the original configuration. The 

black edges represent the original n-1 edges in the path network. The red edges represent 

those with 𝑞𝑖𝑗=1. For this case, the DRL agent only chose to add red links: it chose to 

maximize connectivity versus edge quality. The second network (b) is the configuration 

after one decision step and the third network (c) is the configuration at the final step. The 
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all-terminal reliabilities are 0.26, 0.58, and 0.88 respectively. With the current approach, 

training the DRL agents while evaluating the reliabilities with no precomputed polynomials 

takes around 1.35 hours for 6144 training episodes of this experiment. This leads to an 

average of 0.8 seconds per training episode. The number of episodes was an arbitrary 

choice and further experiments are needed to decide the appropriate number of training 

steps, as well as to quantify the learning progress on the model. Further comparisons with 

baselines, such as total enumeration, are required to identify the optimality gap of the 

current approach. 

Figure 3. Results for the 10-node network with B=5. 

 

                    (a)                                      (b)                                      (c) 

 

Figure 3 shows the results for n=10. The first network (a) is the original configuration. 

Again, for this case, the DRL agent only chose as many low-quality links as possible: 

maximizing connectivity. The second network (b) is the configuration after one decision 

step, and the third network (c) is the configuration at the final step, exhausting the budget. 

The all-terminal reliabilities are 0.1342, 0.3490, and 0.6722 respectively. With the current 

approach, training the DRL agents while evaluating the reliabilities with no precomputed 

polynomials takes around 4.36 hours for 6144 training episodes of this experiment. This 

leads to an average of 2.56 seconds per training episode. Similar to the previous 

experiment, more informed decisions about the number of episodes and procedures to 

performance are required. 

5 Conclusions 

The DRL method proposed in this paper enables reliability improvements of infrastructure 

networks. As a promising alternative to total enumeration and evolutionary optimization 

methods, the proposed method along with the use of reliability polynomial take advantage 

of machine learning capability in finding the best design of a general network with respect 

to all-terminal reliability. The polynomial computation is exact and challenging to scale, 

but as it only has to be computed once per network topology, it can be reused for different 

edge reliability values. This, combined with the permanent NoSQL database, allows for 

faster training of the DRL agents. The M-PPO model for network reliability improvement is 

a data-driven approach that learns to solve the sequential decisions for the network 

topology while considering constraints on the feasible actions. For the experiments 

considered, it learns to optimize the choice of edges, maximizing connectivity, and quickly 

improving the all-terminal reliability of the networks of interest. 

For future research directions, the computed polynomial can be used to generate datasets 

mapping network topologies and individual edge reliabilities to all-terminal network 

reliability. These datasets can then be used to train surrogate models capable of 

approximately estimating the network reliability. The DRL agents can also be used to 

sequentially improve the network reliability in scenarios where each link can degrade over 

time and eventually fail and become disconnected. The objective is now to maximize the 
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network reliability while managing the new and degrading edges. For further complexity, 

we can include inspections, maintenance, and repairs of links among the set of actions. We 

are optimistic that DRL agents can handle this type of maintenance problem and be 

competitive in comparison with traditional process control methods. 
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Abstract 

Power network operators monitor the performance of grid assets through well-

established Supervisory Control and Data Acquisition (SCADA) systems. Modeling the 

operation of these ever-sophisticated industrial control systems raises many challenges 

as involved smart grid components are from the power domain and information and 

communication technologies (ICTs) domain. The fault localization, isolation, and service 

restoration (FLISR) function reveals many of the complexities brought by cyber-physical 

interdependencies in the network. The present work proposes a detailed analysis of the 

FLISR function taking into account the availability of the telecommunication service. 

Overhead and underground lines endowed with different types of switches are considered 

in order to replicate important behaviors in real systems. The general problem is solved 

under a Mixed Integer Linear Programming (MILP) formulation that aims to enhance the 

primary response of the system to external events, participating to the system resilience 

expressed in terms of supplied load. Results stress the importance of considering the 

telecom service availability for the FLISR function, while highlighting the need for 

effective first line response to exogenous events in smart grids. 

1 Introduction 

Smart grids have a wide range of applications that use various communication 

technologies. The FLISR function in the distribution grid is chosen to investigate the 

power-telecom coupling during crisis management situations, where localizing and 

isolating faults then restoring power supply to customers is critical [1]. The FLISR 

function intervenes when damages are identified as permanent after initial reclosing 

cycles involved in protection mechanisms. Fault detectors (FDs) and remote-controlled 

switches (RCSs) are the main enablers of the remote service restoration [2], as the FDs 

transmit all suitable faults-related measurements to the control center, and the RCSs are 

used as decision levers to execute the commands issued by the control center. RCSs can 

in some cases open automatically as a response to a fault, which is typically the case at 

the upstream of feeders where RCSs are called circuit breakers (CBs) because their 

opening shuts off the whole feeder. Manual switches are nonetheless more present in 

power lines and require field intervention crews to operate them on-site [3]. 

Placement of RCSs and distribution service restoration problems are extensively studied 

in the literature [4–6]. We extend these studies here to integrate the impact of ICTs. 

Thereby, the main contributions of this work sum up to: 

- Include the automatic response in the grid service restoration model 

- Consider the ICT availability 

- Study the deployment of new RCSs based on the state of the telecom points (TPs 

and related characteristics of coverage, battery storage, and redundancy of access.  
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2 System Model 

The MV distribution level of the power grid is considered in this work. The distribution 

grid is represented as a graph, where nodes are the high-voltage to medium-voltage 

(HV/MV) substations an the MV buses, and edges are the power lines. A hierarchical 

graph captures the telecom domain of the grid, with edges representing communication 

links, while the control center is the top-level node, access points at the intermediate 

level, and connected grid assets (HV/MV substations, circuit breakers, RCSs) at the 

lowest level. FDs are considered perfect in this study as the focus is on the impact of 

ICTs and RCSs. 

Interdependencies between the two domains are captured by considering ICT points as 

loads from the perspective of the electrical system, while electrical substations and 

switches are clients from the ICT perspective. Figure 1 summarizes the interactions 

between different components of the same domain or different domains, with three main 

actions: power supply, telecom service, and repair/manual switching. 

Since RCSs can be operated both remotely and manually, they are more advantageous, 

and their proportion in the network is mostly determined by cost-benefit analyses due to 

increased expenses. The problem can be decomposed into four phases:  

• Pre-event phase (Anticipative new-RCS deployment): In this phase, a new

resilience-based deployment of RCSs is considered to determine proactively the

manual switches to upgrade with the remote connection functionality, and which

technology to use among: 1) T: utility-owned assets and 2) R: telecom operator

service.

• Automatic isolation: Scenarios of damages include in the current work faults in

power lines and TPs. The first response of the distribution grid is the automatic

opening of CBs of affected feeders to protect HV/MV substations. In underground

networks, medium voltage to low voltage (MV/LV) substations are directly placed on

the mainstream, and RCSs are commonly integrated into the substations. Overhead

networks contain more derivations, and RCSs are placed on the lines.

• Remote isolation: The initial affected zone isolated by automatic devices is wide and

can be reduced using RCSs. In this phase, RCSs are opened wherever they allow to

isolate some nodes from faulted zones.

Power Domain Telecom Domain Resilience Resources 

Figure 1. Interactions in the proposed model 
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• Fast service restoration:  At this point, some loads can be restored. An evaluation

of the power flow conditions is conducted, and decisions on the state of switches are

made. The output of this last phase of the fast reconfiguration stage will be taken by

the operator during the deployment of latent restoration resources (e.g. repair crews,

mobile distributed generators), which are not considered here.

Figure 2 outlines the quantities related to each phase that are computed through the 

formulated MILP optimization. The objective is chosen to maximize the supplied power 

through RCS operation.  

Figure 2. Flowchart of the proposed approach 
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3 Simulation and Results 

A case study of 36 power nodes is set based on the IEEE 12-node test feeder to 

demonstrate the effectiveness of the proposed approach. Capacitors, transformers, and 

regulators are simplified/ignored in compliance with the study objectives. A per-phase 

analysis is conducted in the constructed generic medium-size 20kV nominal voltage 

unbalanced distribution network of total 1305 kW demand. Figure 2 shows the buses 

served by each feeder, and the interconnections between feeders using tie-switches 

(dashed lines representing normally-open switches). 

Each time step represents one phase in Figure 2. Nodes 1, 2, and 3 represent the HV/MV 

substations, and the blue nodes are the MV buses, which not only supply power to 

electrical loads, but also energize TPs of two wireless technologies: telecom operator-

owned {T1, T2, T3, T4, and T5}, and utility-owned {R1 and R2}. Assets of technology T 

have coverage radius of 2.8 km and battery capacity of 3 hours, while for technology R 

the coverage radius is 3.5 km and battery capacity 5 hours. We can say that R has 

better coverage and battery storage, while T offers better options in terms of 

redundancy. 

Table 2 summarizes the initial type of switch in each power line. A line or a TP has a 

binary state, either damaged or safe. Then, a scenario of 7 physical damages in power 

lines is considered. All the possible 128 combinations of failures in TPs are inspected, 

constructing a scenario-based evaluation where each scenario is assigned with an equal 

probability of 1/128. This straightforward stochastic optimization attempts to cope with 

the uncertainty around damaged TPs. The propagation of damages in overhead and 

underground lines is well described in the compact MILP formulation. 

Figure 3. Test case 

Table 1. Percentage of supplied power at each phase with varying number of damages in 
telecom points; Budget B=3 

Number of telecom 

damages 

0 1 2 3 4 5 6 7 

Pre-event phase 100% 

Automatic & Remote 

Isolation phases 
29.5% 

Restoration Phase 50.96% 40.23% 33.77% 30.79% 29.91% 29.61% 29.5% 29.5% 
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Result 1. As we consider a single fault scenario in electrical lines as shown in Figure 1, 

the damage scenarios are categorized based on the number of affected TPs (Table 1). 

Damages in TPs clearly affect the ability to restore power supply to customers. Table 1 

also shows that if a given threshold of affected TPs is attained, no restoration would be 

possible even that some points are still available. In this case, the budget for new-RCS 

deployment was fixed to B=3, meaning only three manual switches could be upgraded to 

RCSs. 

Result 2. Table 2 illustrates that, when the number of damages is fixed to 3 and the 

budget (B) for new-RCS deployment is varied, the supplied power increases with 

increasing B from 0 to 5. However, when the budget is increased further, no gain is 

achieved in terms of supplied power. This suggests that beyond an optimal number of 

RCSs, restoration is no longer possible with RCSs, corroborating that most of the time 

only a limited recovery is carried out during fast reconfiguration.  

Result 3. The newly equipped lines with RCS are shown in green (Table 2) for the 

different budgets. The present approach helps to establish a priority between the lines 

which should be upgraded. The telecom technology used is also specified, inside the curly 

brackets. By closely inspecting the setup of the network, the lines which can possibly be 

served by one T point and one R point (17-18, 30-34), tend to choose the R point as it 

has more resilience in terms of battery storage. At the same time, lines which are in the 

covered vicinity of one R point and multiple T points, choose rather the T technology for 

the offered redundancy of access.  

Table 2. Supplied power considering new-RCS deployment with varying budget (B); Number 
of telecom damages = 3 

Initial setup (B=0) B=1 B=2 B=3 B=4 B=5 B=6 B=13 

Circuit 

Breakers 

1-4, 16, 1-8, 2-15, 2-17, 2-19, 3-26, 3-28, 3-30

Remote 

Controlled 

Switches 

(RCS) 

22-35, 14-33, 15-16,

31-33, 10-24, 5-18,

21-36, 11-25, 26-27,

13-32, 7-27, 16-29, 9-

11, 4-5

17-18

{R1}

8-12

{T1,T4}

19-23

{T2,T3,

T4}

30-31

{T1,T5},

30-34

{R2},

19-23

19-23

{T2,T3,

T4}

8-9

{T1,T3,

T4}

All 

lines 

are 

RCS 

Manual 

Switches 

8-9, 20-22, 12-13, 20-

21, 30-31, 6-7, 31-32,

19-23, 9-10, 30-34,

30-36, 23-24, 31-32,

17-18, 28-29, 8-12, 8-

14, 34-35, 19-25

17-18 8-12 19-23 30-31, 30-

34, 19-23 

19-23 8-9

Supplied 

Power (%) 
29.5 30.16 30.63 30.79 30.94 31.1 31.1 31.1 
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4 Conclusion 

This work provides a resilience-based optimization for fast restoration using remote 

controlled switches. The objective is to maximize the total power delivered during a 

failure event, while identifying the optimal scheme (location, technology) for new RCSs. 

The uncertainty around damages in TPs is partially accounted for through scenario-based 

optimization. Results suggest that fast restoration is stopped even when some telecom 

points are still available, and there exists a threshold beyond which increasing the RCS 

deployment budget brings no more benefit. The chosen technology for each upgrade is 

linked to battery storage and connection redundancy.  

Many extensions are under exploration for this work, such as the adjustment of 

probabilities on different scenarios of TP failures and the investigation of more than just 

one power line failure scenario. In addition, the impact of the power supply failure to 

telecom points is considered by including the capacity of batteries into the objective 

function, but other options can be tested. Finally, the improvement to the overall 

restoration brought by the enhancement of fast reconfiguration will be quantified. 
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Abstract 

A condition-based maintenance strategy is proposed for a degrading system. The system 

deterioration is reflected through multiple degradation processes that start at random 

times following a shot-noise Cox process. Their growth is modelled according to a 

homogeneous gamma process and the combined process of initiation and growth of the 

degradation processes is obtained. The system failure is defined as the time instant at 

which a degradation process exceeds a certain failure threshold fixed previously. The state 

of the system is checked at periodic times and a preventive or corrective replacement of 

the system is performed if necessary. Finally, a sequence of costs for the different 

maintenance tasks is imposed and the total expected maintenance cost is optimized by 

minimizing the time between inspections and the preventive threshold. 

 

1 Introduction 

Condition-based maintenance (CBM) has been widely used in maintenance planning and 

reliability. Since it is based on the monitorization of the operating condition of a system, 

the development of new technologies and sensors has considerably increased its utilization. 

However, early preventive replacements may result in a high cost, and in some systems is 

difficult to implement CBM.  

The non-homogeneous Poisson process (NHPP) has been widely used to model the arrival 

intensity of new degradation processes. However, since modelling the arrivals with a NHPP 

assumes that the intensity is a deterministic function, it is not very suitable in certain 

cases. For example, considering a system subject to external shocks, these shocks can 

accelerate the initiation or arrival of new degradation processes to the system. When 

shocks affect the arrival intensity, this phenomenon is better captured by a process with a 

stochastic intensity such as the Cox process. Degradation processes involving stochastic 

intensity has been employed in systems working on a dynamic environment, when the 

system suffers an abrupt increment on the failure rate or loads are induced on the system, 

causing crack problems. Cox processes also have applications in the fields of seismology, 

mathematical finances or, more recently, in epidemiology. 

The motivation of the work is to find an optimal CBM policy for a system affected by several 

deterioration processes that arrive and grow independently. Instead of continuous 

monitoring, a periodic monitoring of the system is implemented. The state of the system 

is checked at certain times, and the necessary maintenance actions are performed. 
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2 Objectives 

The main objectives of the work are: 

1. Propose a deterioration model for a system subject to multiple degradation 

processes. 

2. Describe the arrival and growth of the degradation process with a combined 

process. 

3. Describe the main characteristics of the Cox process.  

4. Obtain expressions for the expected number of arrivals and the intensity of the 

process.  

5. Develop a CBM model introducing preventive replacements and periodic 

inspections.  

6. Analyse the influence of the maintenance policy on the expected cost rate.  

7. Optimise the model parameters and the expected cost rate.  

 

3 Framework of the model 

We assume that the multiple degradation process that affect the system start at random 

times and grow independently of one another. The stochastic process chosen for the 

intensity is a Cox process, also called doubly stochastic Poisson process. It is a 

generalization of the Poisson process, in which the intensity is itself another stochastic 

process.  

The intensity of the process can be expressed as: 

            𝜆 ∗(𝑡) =  𝜆0 +  ∑ 𝑒𝑥𝑝(−𝛿(𝑡 − 𝑇𝑖))

𝑁(𝑡)

𝑖=1

                                  (1) 

where 𝑁(𝑡) is the counting process associated to the homogeneous Poisson process. Times  

𝑇𝑖 are the corresponding arrival times of the initiation process and 𝜆0, 𝛿 > 0 are constants. 

Given the intensity and conditioning on the number of arrivals, the expectation can be 

obtained as: 

                  𝐸[𝜆∗(𝑡)] =  𝜆0 +  
𝜇

𝛿
(1 − exp(−𝛿𝑡))                           (2) 

where 𝜇 is the rate parameter of the initial Poisson process 𝑇𝑖.  

The expected number of arrivals upon time t can also be calculated as: 

𝐸[𝑁∗(𝑡)] =   ∫ 𝐸[𝜆∗(𝑢)]
𝑡

0

𝑑𝑢 = 𝜆0𝑡 + 
𝜇 𝑡

𝛿
+  

𝜇

 𝛿2
(exp(−𝛿𝑡) − 1)                       (3) 

Now, the deterioration growth model assumed for these degradation processes is the 

gamma process, which is appropriate for modelling degradation that involve independent 

and non-negative increments. This continuous-time stochastic process has independent 

gamma distributed increments. The density function of a gamma distribution with shape 

parameter α > 0  and scale parameter β >  0 is given by:   

 fα, β =  
βα

Γ(α)
xα−1 exp{−βx } ,    x  >  0 ,         (4)             

with 

                 Γ(α) = ∫ 𝑡α−1
∞

0

𝑒−𝑡𝑑𝑡                     (5) 
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The system is failed when the deterioration level of one of the multiple degradation 

processes exceeds the failure threshold, previously fixed.  

4 Maintenance policy 

The system is inspected periodically each T time units to check its deterioration state. We 

set two different degradation thresholds, the preventive threshold, and the corrective 

threshold to check the system state. The following actions are performed: 

 

1) If the degradation levels of the processes do not exceed the preventive threshold, 

the system is in a good condition, and it is left as it is.  

2) If the deterioration level of one of the multiple degradation processes exceeds the 

preventive maintenance threshold but not the corrective one, a preventive 

replacement (PM) is performed, which consists of the replacement of the system by 

a completely new one. 

3) If the system is failed at an inspection time, a corrective replacement (CM) is 

performed, and the system is also replaced by a new one. 

5 Methods 

To obtain the optimal expected cost of the system maintenance process, we will minimize 

the cost by optimizing two parameters: the preventive threshold (M) and the time between 

inspections (T). The renewal-reward theorem provides the following expression of the 

asymptotic cost rate: 

 

𝐶(𝑇, 𝑀) =
𝐸[𝐶]

𝐸[𝑅]
                                        (6) 

 

where 𝐸[𝐶] is the expected cost in a replacement cycle and 𝐸[𝑅] is the expected time to a 

replacement. The expected cost rate can be developed as: 

 

𝐶(𝑇, 𝑀) = 𝐶𝑐 ∑ 𝑃𝑐(𝑘𝑇)

∞

𝑘=1

+ 𝐶𝑝 ∑ 𝑃𝑝(𝑘𝑇)

∞

𝑘=1

+ 𝐶𝐼𝐸[𝑁𝐼] + ∑ 𝐶𝑑𝐸𝑑(𝑘𝑇, (𝑘 + 1)𝑇)                (7) 

∞

𝑘=0

 

 

where 𝐸[𝑁𝐼] is the expected number of inspections, Ed(kT, (k + 1)T)  is the expected number 

of downs of the system during the interval (𝑘𝑇, (𝑘 + 1)𝑇) and 𝑃𝑐(𝑘𝑇),    𝑃𝑝(𝑘𝑇) are the 

probabilities of performing a preventive or a corrective replacement at inspection time 𝑘𝑇,  

respectively. 𝐶𝑐 is the cost due to corrective replacements, 𝐶𝑝 is the cost due to preventive 

replacements, 𝐶𝐼 is the cost per inspection and 𝐶𝑑 is the cost due to downtimes of the 

system.  
A grid with different values for the time between inspections T and the preventive threshold 

M is built to optimize the cost with Monte-Carlo method.  

 

6 Results 

A numerical example is study to implement the previous maintenance policy.  

The intensity of the corresponding Cox process modelling the arrival of new processes is 

given by the formula:  

λ(𝑡) = 1 + ∑ 𝑒−0.5(𝑡−𝑇𝑖)             

𝑁(𝑡)

𝑖=1

 

 

𝑁(𝑡) is the number of Poisson processes in the system at time t. We assume that the rate 
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parameter is μ = 2. These processes determine the arrival times 𝑇𝑖 which allow to calculate 

the intensity λ(𝑡) of the main process.  

 

The degradation processes grow according to a gamma process with parameters α = 1.1  
and β = 1.4. The corrective threshold is L=10 and the preventive one, M=7.  

The following costs due to maintenance actions are assumed in this example:  

   

𝐶𝑝 = 100,           𝐶𝑐 = 200,            𝐶𝐼 = 50,           𝐶𝑑 = 60 

 

All the costs are expressed in monetary units, except the cost due to downs of the system, 

which is expressed in monetary units per time unit.  

 

The optimal values obtained with Monte-Carlo method are 𝑇𝑜𝑝𝑡 = 6.3333 and 𝑀𝑜𝑝𝑡 = 6.1429, 

with an expected cost rate of 35.3005 monetary units per unit time.  

 

7 Conclusions and further work 

A combined model of initiating events arriving to the system following a Cox process and 

evolve following a gamma process has been studied. A PM policy has been implemented, 

as well as a CBM policy. The analysis is completed through the optimisation of two 

parameters of the model: the time between inspection T and the value of the preventive 

threshold M.  

Although we assume that the initiation times follow a Cox process, the work can be 

extended to a non-Cox process such as a Hawkes process. The main characteristic of this 

process is that it is a self-exciting process: each arrival of a degradation process increases 

the rate of future arrivals for some period. Also, different degradation patterns and 

dependencies between the processes can be considered.  
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Abstract 

Mountain territories are highly exposed to natural phenomena which threaten people, 
assets and infrastructures. Those phenomenona induce both direct consequences 
(damage) on objects but also indirect consequences due to critical infrastructures failures. 
For instance, road closures due either to rockfalls, floods, snow avalanches, landslides will 
have long-term, remote, economic, social consequences which somehow characterize the 
territory resilience.  

To reduce risk, local authorities, State, infrastructures managers combine structural and 
non-structural measures such as protection measures, land use control plans, preventive 
information. In this context, challenging decision-making issues appear to define and 
choose the best measures and strategies for a given territory.  

The French ministry for Ecological Transition (directorate for risk prevention) (MTE/DGPR), 
responsible for risk management, has designed and proposed a new innovative framework 
to help local authorities choosing and also funding their risk management strategies in 
mountain  areas (STePRiM :  Mountain Risk Management and Prevention Strategy ). It 
consists in a first step of risk diagnosis followed by a step of prioritization between possible 
options.  Due to large scale assessment, detailed and complex risk and resilience analysis 
cannot be done for all sites.  

A specific, incremental methodology is required. This paper describes a practical 
methodology and emphasizes constraints and requirements for practical resilience 
analysis. Based on the example of CCPHG, it first  recalls how risk and resilience concepts 
are communicated with technical experts and stakeholders. It then describes how direct 
and indirect risks are addressed in a consistent but pragmatic way. Results are provided in 
order to be used and connected with the decision-aiding processes involving stakeholders 
and considering their preferences and priorities. 

1 Introduction 

Mountains risks induce direct material, human and indirect consequences on exposed 
people and assets. Those risks have specific geophysical and socio-economic 
characteristics. Mountain geography, due to its slope and relief strongly influences and 
triggers intense and most often rapid phenomena such as rockfalls , landslides, torrential 
debris flows, snow avalanches, earthquakes, glacier outburst, tsunamis in lakes (1). In a 
context of climate change, specialists anticipate an increase in the number of events 
occurrence or intensity of phenomena especially in mountains (2). 
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1.1 Risk management  

In the context of natural phenomena, risk is classically defined as a combination of hazard 
and vulnerability, which is somehow equivalent to the combination of frequency and 
severity in an industrial, technological context. Hazard combines the intensity and 
frequency of phenomena. Direct vulnerability is the estimated nature of the physical 
damage and its value (for each element at risk) reulting from a combination of spatial 
exposure and potential losses. Natural risk reduction strategies are based on both non-
structural measures, e.g., risk zoning maps, preventive information and protective 
structures, aiming at reducing causes and mountain natural phenomena effects on exposed 
elements, which may be severely damaged because of, e.g., debris flow impacts, 
overflowing, scouring, deposition for torrential floods (Figure 1). 

Figure 1. Risk is reduced through non-structural and structural measures (e.g. in the context of 
torrential risks). 

 
Source: adapted from (Tacnet et al.,2014) 

Critical infrastructures (energy, water, communication and transport networks) failures (3) 
have major consequences on territories in human and economic terms: they cut off 
logistical supply circuits, the transmission of information and access to essential services 
(security, health) (Figures 2 a,b).  

Figure 2. Damage to transport infrastructures due to torrential floods. 

  
(a) Montfort, January 2022 (Dept. 38, France 

 Source: J.-M Tacnet/INRAE  
(b) Saorge, October 2020, Alex storm (Dept. 

06, France) Source : ONF/RTM 
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For roads, direct vulnerability concerns users, vehicles and infrastructures (road itself, 
bridges…) whereas indirect vulnerability analysis focuses on the remote or delayed damage 
associated with the loss of the linking function of a critical infrastructure.  

Figure 3. Indirect vulnerability analysis relates to consequences of loss of linking function of a 
critical infrastructure. 

 
Source: adapted from (4) 

Quantitative multi-risk assessment have been widely addressed with very detailed and 
advanced methods (5,6) including climate changes issues (2). Advanced methods (e.g. 
based on graph theory) do exist to analyze networks resilience (7) with specific studies for 
roads exposed to natural hazards and calculate costs due to cut-offs (8). Networks 
structural properties and indicators such as betweeness or centrality allow to identify 
accessibility of a territory and critical nodes, roads (9,10) with links to decision-aiding 
specific issues (11). However, despite of their high interest, they may remain difficult to 
implement in practice in engineering and operational context due to required skills and 
data.  

1.2 The STePRiM : a new integrated risk management framework 

Mountain risks affect spatially constrained areas in terms of availability of safe buildable 
areas. Mountains risks is also specific due to the nature of land use and agricultural,  
touristic development which lead to constraints in terms of accessibility. Promoted by the 
MTE/DGPR, the STePRiM is an emerging framework based on official specifications 
document (1). It is put in place in collaboration between French State, its technical services 
and local authorities. This new system complements the natural risk prevention plans 
(PPR)1 which remain the main tool for considering risks into land-use control and planning. 
All French mountain areas are concerned, i.e. the Alps, Pyrénées, Corsica, the Massif 
Central, the Jura, Vosges and overseas territories. 

The StePRiM aims to increase the territory's resilience through its sustainable development. 
The aim is to define a strategy, which is translated into an operational programme broken 
down in actions to achieve reasonable objectives and corresponding to  improvement of 
knowledge and awareness of risks, risk forecasting and monitoring, warning and crisis 
management, consideration of risks in urban planning, reduction of vulnerability and 
protection works. It addresses mountain (multiple) risks management in a collective 
partnership  with all stakeholders of the territory including public authority (State, local 
elected representatives) and also civil society and infrastructures managers. Its objective 
is to initiate and encourage pilot approaches for natural risks integrated management in 

1 https://www.ecologie.gouv.fr/prevention-des-risques-naturels  
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mountain areas 2. The objective of this paper is to present a part of the implementation 
process of the STePRiM methodology focusing on the assessment of indirect vulnerability 
and risks linked to the failure of critical road networks exposed to natural phenomena. It 
first describes the STePRiM framewok and then proposes an application to a test-case 
recently implemented in Pyrénées mountains. 

2 Methodology and results 

2.1 Building the methodology for StePRiM implementation 

The STePRiM aims to increase the territory's resilience through its sustainable 
development. The aim is to define a strategy, which is translated into an operational 
programme broken down in actions to achieve reasonable objectives and corresponding 
to:  improvement of knowledge and awareness of risks, risk forecasting and monitoring, 
warning and crisis management, consideration of risks in urban planning, reduction of 
vulnerability and finally protection works. Figure 4 shows the overall proposed 
methodology. 

Figure 4. Overall methodology for the definition of the STePRiM including the progressive passage 
from risk analysis (diagnosis) to risk management (establishment of the strategy, prioritisation of 

actions, decision-making process). 

whereas  
Source: Methodological STePRiM framework (12) 

It addresses mountain (multiple) risks management in a collective partnership  with all 
stakeholders of the territory including public authority (State, local elected representatives) 
and also civil society and infrastructures managers. Its objective is to initiate and 
encourage pilot approaches for the integrated management of natural risks in mountain 
areas3. The STePRiM methodology  is based on three essential steps corresponding to 1) 
risk diagnosis, 2) protection and mitigation devices analysis and finally 3) the proposal and 
selection, proritization of actions, solutions over the territory. The STePRiM process is 
somehow original in that it combines technical analysis and decision support phases with 
local stakeholders over a wide territory to build a risk management strategy (Figure 5). It 
also extends the more common, traditional only analysis of local, direct effects of 
phenomena on directly impacted objects and activities. The STePRiM starts with the 
assessment of  classical risk components (hazard, vulnerability and exposure). While risk 

2 (e.g.) http://risknat.org/girn-alpes/index.html , https://www.bafu.admin.ch/bafu/fr/home/themes/dangers-
naturels/info-specialistes/gestion-integree-des-risques.html  

3 (e.g.) http://risknat.org/girn-alpes/index.html , https://www.bafu.admin.ch/bafu/fr/home/themes/dangers-
naturels/info-specialistes/gestion-integree-des-risques.html  
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assessment is done statically at a given time, the STePRiM approach also considers the 
resilience by taking into account the temporal aspect related (e.g.) to indirect damage due 
networks cut-offs or through the assessment of efficacy, reliability and maintanibility of 
protection works (Figure 6).  

Figure 5. The StePRiM approach embeds risk analysis and evaluation at a wide territorial scale. 

 
Source: Methodological STePRiM framework (12) 

Figure 6. Core concepts of risk and resilience.  

 
Source: STePRiM framework (12) adapted from Tacnet et al., in  (13)  

Three types of damage (direct material, direct human and indirect) are therefore 
considered in the approach for each type of stakes (dwelling, persons),  phenomenon 
(landslide, rockfalls, floods etc.) and scenario. Both of them can be assessed either 
quantitatively (monetary in euros) or qualitatively using scores, notes (0 to 1, 1 to 10) or, 
finally, using verbal forms (low, medium, high damage) (Figure 7).  

Figure 7. Principles of the simplified methodology for analysing direct multiple risk  

 
Source: StePRiM framework (12,14) 
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Direct damage may either be tangible, material (destruction of buildings, infrastructure, 
vehicles) or intangible, immaterial (death, injured people, environmental damage). 
Tangible indirect damage corresponds, for example, to loss of operations or accessibility. 
Intangible indirect damage (not addressed in StePRiM framework) may correspond to 
psychological disorders, effects on socio-cultural heritage and environmental damage. 

When dealing with a territorial approach, the problematic concerns also the determination 
of vulnerability and indirect risks linked to critical infrastructures failures. This vision is not 
classically embedded in risk management plans and therefore extends the more traditional 
analysis of local, direct effects of phenomena on directly impacted issues. The application 
below describes its principles but also emphasizes new needs and challenges. 

2.2 Application area and practical issues 

The Community of municipalities Pyrénées Haut-Garonnaises (CCPHG)4 is located in South-
West of France. Its area is 631 km2 located in the Pyrenees mountain range with a 
population of 15,545 (25 hab./km2). It gathers 76 municipalities with two thirds of them 
being in mountainous areas exposed to landslides, rockfalls, plain and torrential floods, 
snow avalanches, wildfires. To build a strategy for risk reduction, understanding territorial 
and socio-economic features, in relation with the transport network structure, is essential. 
The Montréjeau area is dependent on the Saint-Gaudens area, which generates a lot of 
commuting. On the other hand, the  area of Bagnères-de-Luchon is relatively autonomous 
(80% of the people living in this area work there) (Figure 8-b). 81% of jobs are located in 
the tertiary economy making this area the first one in terms of development of tertiary 
activities are most developed). This illustrates the importance of the tourism economy 
based on mountain activities (ski resorts, hiking…) and also thermal baths (Figure 8-b). 
The north piedmont area is very well served with the motorway nearby. The train lines also 
allow to reach main cities of Toulouse, Tarbes, Pau... However, mountainous geography of 
this territory makes travel, mainly by private cars, difficult. The railway line has been closed 
since 2014, and its reopening is planned in the coming years after a major overhaul. The 
Pique and Garonne valleys are well served  with a national road accessing to Spain. As 
soon as one leaves the main roads, access is more complicated (15).  

On this basis, the goal is to estimate the  indirect damage caused by the cutting of roads 
by natural phenomena: it requires to know cut-off zones and the value of lost time and the 
remote impacts on economic activities (tertiary, industrial activities…). Several advanced, 
detailed analysis exist to assess networks disruption and resilience (7) but in practice, 
when working on a wide territory, the analyst may face some difficulties. Several data, to 
be broken down by type of phenomenon, are indeed necessary to make this analysis : 
- Normal and increased travel times (resp. Tnominal and Tdeviation) are needed. They may be 
difficult to calculate, hence the idea of using real traffic data. Getting traffic on the different 
routes (comparing sources based on vehicle counts and data from GPS providers databases 
is an option, which appears possibly costly) ;   
- Cut-off times (real or estimated) according to the nature of the phenomena and their 
magnitude are also important. Analysing real events constitutes a reference (to avoid the 
risk of misinterpreting data corresponding to an accident, for example).  In  our context, 
the approach has consisted in designing standard tables to determine the duration of cut-
off considering to several criteria;  
- Identification of possible diversion routes may not be obviouss (this can be obtained 
either by using "shortest path" type algorithms  or from data) (9–11).  
 
The section below shows hows direct and indirect consequences have been addressed 
based on available information and implementation constraints. Direct material exposure 
and human damage are first adressed (section 2.3.1). Indirect damage is calculated in 
section 2.3.2. Expert assessments are formalized in simplifed tables to support this 
process. 

4 https://cc-pyreneeshautgaronnaises.fr/  
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2.3 A simplified methodology to calculate direct and indirect 
damage 

2.3.1 Direct material exposure and human damage on roads 
Direct material exposure associated with road traffic as showed in tables is calculated 
as follows (numerical values are given as examples) : 
- Average daily traffic (AvT) in vehicles/day: 200  
- Average speed (AvS) in km/h: 50  
- Time between 2 vehicles (TimeV) in s: (24h/day.3600s/h)/AvT = (24.3600)/200= 432  
- Spacing between 2 vehicles (SpaceV) in m: (TimeV.AvS.1000 m/km) / 3600 s/h = (432. 
50. 1000) / 3600 = 6000 
- Length of exposed road section (ExpoL) in m: 300 
- Direct material exposure rate (number of vehicles on exposed road section) (DMER): 
ExpoL/SpaceV=300 /6000= 0.05 

Figure 8. Global territorial socio-economic analysis. 

  
(a) Socio-economic basins linked to CCPHG (b) Touristic activity on CCPHG territory 

 
Direct human damage as showed in table 4 is calculated as follows (numerical values 
considering a high intensity avalanche event is given as an  example) : 
- Average human exposure rate (AvHER) in persons/vehicle: 1.8  
- Letality rate (LetalR): 0.1 or 10% (considering vehicle protecting effect, possible rescue)  
- Direct material exposure (DMER): 0.05 (5%) 
- Reach probability (ratio between phenomenon range and length of exposed road 
section)(ReachProba) : 0.6 (60%) 
- Direct Human Damage (on road) (DHD) in persons = AvHER . LetalR .DMER . 
ReachProba= 1.8 . 0.1 . 0.05 . 0.6 = 0.0054 
 

2.3.2 Indirect damage on roads 
Several levels of analysis of road networks exist depending on whether the problem 
corresponds to a planning phase (construction of a new road, a new equipement in relation 
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with existing networks capacities) or the dynamic operation phase (traffic monitoring and 
management, analysis of travel times with or without interruptions, management of 
diversions). Here,  we only consider a simplified process to contribute to assessment of the 
indirect vulnerability associated with the loss of the linking function of a critical road 
infrastructure. The goal is to first assess where are the cut-off zones and then, secondly, 
the level of consequences and the cost to economic activities associated with a traffic 
interruption. The overall approach follows the same logical path as that classically 
implemented for the analysis of direct damage : identification of hazards (phenomena 
cutting roads), exposure (traffic), damage (duration, costs). The steps are implemented in 
the context of road networks for each phenomenon, each scenario associated with a given 
frequency and intensity: 

• Identification of the threat: Where are the roads that can be cut? By what? How 
often? With what intensity? For how long? With what consequences? 

• Identification of the damage: what is the origin, the cause of the cut? What will be 
the duration of the cut?   

• Analysis of exposure: what is the nature of the roads that may be closed 
(international, national, regional, departmental, municipal)? What is the nature and 
volume of traffic (people, freight, volume, number) (Figure 9–a)? 

• What are the possible diversions if a section is cut (Figure 9-b)?   
• Analysis of the consequences: What will be the lost access, how much will road cut-

off increase access time (services, sectors of activity)?   

Figure 9. Global territorial network analysis: traffic and possible diversion paths. 

  
 (a) Road network traffic on CCPHG territory (b) Expert analysis of possible road diversion  

 

In practice, this translates into the following implementation phases:  

- Identification and location of the phenomena and their effects (e.g. flooding, scouring, 
etc.) likely to cut the road. For each phenomenon, effect, for a given frequency level, 
determination of the intensity of the phenomenon (or of one of its effects);  
- For a given phenomenon (effect) and intensity level, estimate the duration of the cut-off 
Dc .It depends on the type of road, the nature of the phenomenon and its intensity 
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(magnitude). A table based on expert assessment is proposed (Table 1). It defines the 
selected duration ratios according to the nature of the phenomenon and its magnitude;  
- The equivalent indicator for damage is the lost time resulting from increase in travel time. 
For a road cut-off section removing access to an exposed area, determination of the lost 
time (tlost) compared to the normal situation. Tnormal represents the travel time without 
any traffic disruption, Tdiversion represents the travel time when using the diversion An 
expert analysis is done on each main road to identify the diversion road, its features 
(length, main speed) and then calculate the duration of travel with diversion Tdiversion ; 
- Estimated value of damage to exposed covered  areas issues determined through lost 
time (Ctlost) following cost-benefit analysis economic approach. Cost in € for each hour of 
lost travel time is estimated according to the principles of CBA/Multicriteria analysis method 
(16); 
- Assessment of the exposure through the volume and nature of disrupted traffic (traf). 
In practice, traffic information can be obtained on main roads from infrastructure managers 
(Figure 8-a) ; 

Table 1. Evaluation of the road cut-off time based on expert assessments. 

 
Source:  adapted from ONF/RTM, 2022, STePRiM, CCPHG Risk diagnosis report . 

Finally, for each frequency, the indirect damage (loss due to traffic disruption, access cut-
off) is equal to   Dc (hours) x tlost (hours) x traf (vehicles/hour). On this basis, the cost of 
loss in € due to traffic disruption could be calculated by  Dc (hours) x tlost (hours) x traf 
(vehicles/hour) x CtLost (€/hours.vehicle). 
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There are indeed two possible cases, depending on whether a diversion is possible or not: 
1) without diversion, the time lost is the traffic outage duration (including event triggering,
detection and repair time: tlost = Dc ; 2) with diversion, the lost time is the minimum
between the additional time related to the deviation and the outage time: tlost = Min [ Dc ;
Tdiversion - Tnormal ]. This calculation is, of course, a simplified vision of reality since a natural
phenomenon affecting a road network can lead to a total cut-off or a reduction in traffic
(reduction in speed, number of vehicles). The total lost time is indeed for each part of
traffic using them, the sum of the time lost due to traffic reduction on the  disrupted road
and the time lost due to the use of the diversion.

2.3.3 Main results 
Table 3 shows the results of direct material and human damage for exposed people on 
roads for each category of phenomenon. Table 4 represents a synthesis of the direct 
damage over the whole territory given the asumptions and simplifications described above. 
Figure 10 shows the lost time in vehicle.days on each section. Those results do not replace 
precise, local risk analysis but allow to have a quick overview on main threats on a large 
area and therefore to imagine and choose risk reduction strategies. Cut-off zones and 
duration have been identified for all phenomena on specific sections (Figure 10) using 
asumptions of Table 1) and show that tourist accesses at the bottom of the valley are 
highly exposed. It may provide useful information for infrastructures managers. A first 
estimation of the effect (lost of activity time) on remote activities is estimated on the basis 
of an arbitrary expert based cut-off duration as shown on table 2.  However the whole 
operational, simple assessment of indirect damage due to activity losses, somehow useful 
in a wide land-use planning vision extendinf results of Table 4, is still challenging.  

Table 2. Proposed expert assessment of the economic activity disruption (to be used for indirect 
damage assessment). 

Source:  adapted from ONF/RTM, 2022, CCPHG STePRiM, Diagnosis report 
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Table 3. Assessment results of human exposure and damage (letality) on the roads. 

 
Source:  adapted from ONF/RTM, 2022, CCPHG STePRiM, Diagnosis report 

Table 4. Assessment results of direct damage (material and human letality )  

 
Source:  adapted from ONF/RTM, 2022, CCPHG STePRiM, Diagnosis report 

3 Conclusions 

The STePRiM framework is a new and original tool for mountain risk integrated 
management and resilience for two reasons. First, the objective of the  STePRiM framework  
is dedicated to promote an integrated vision of risk management (from risk awareness to 
protection works) which somehow allows to be better prepared at a territorial scale to 
event management.  Secondly, The analysis introduces a temporal aspect by looking at 
the delayed consequences of network outages. While risk assessment is done statically at 
a given time, indirect damage due to road networks disruption is characterized using 
practical expert assessment of effects and time to recover and repair.  
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Figure 10. Global territorial network analysis: indirect damage (lost time in vehicles.days). 

 
Source:  ONF/RTM, 2022, CCPHG StePRiM, Diagnosis report 

The STePRiM also innovates in mixing both risk analysis and decision-making steps. Its 
territorial features emphasizes needs to combine assessment methods with specific 
decision support frameworks designed and adapted to various contexts in terms of actors, 
solutions, spatial and temporal scales. This constitutes a promising challenge for 
development of new progressive, integrated resilience assessment frameworks for critical 
infrastructures exposed to natural (or technological) threats mixing quantitative, 
qualitative assessment and decision-aiding methods. From a more general point of view, 
this kind of approach demonstrates gaps between theory and practice. The challenge will 
always consist in finding the best compromise between performance, precision, complexity 
and simplification, speed, imprecision (Figure 11) when choosing and applying assessment 
methods.  
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Figure 11. Coping with complexity, accuracy and usabilty, the challenge of transfer from science to 
real decision-making contexts. 
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Abstract 

Protection systems against natural phenomena in mountains are critical infrastructures 

that deteriorate over time and necessitate regular maintenance. Debris retention systems, 

for example, are one type of protection systems that aim to mitigate natural phenomena 

such as torrential floods and debris flows by storing a specific volume of solid materials 

and by regulating the passage of the flows. They thus reduce negative consequences and 

provide protection to downstream exposed assets. The deterioration of a retention system 

overtime, including its filling by debris, reduces its efficacy in achieving the desired 

objectives. One key issue in natural risk context is that budgets provided by State or local 

authorities for the management of protection structures will always be somewhere limited. 

Consequently, it is essential and expected to develop models that facilitate ensuring the 

resilience of such critical structures while respecting available human, material and 

financial resources. This paper proposes a maintenance decision-aiding model that makes 

it possible to assess and prioritize different maintenance strategies applied to a retention 

system over its lifetime. The overall framework involves a (1) physical deterioration model, 

which contributes in building degradation trajectories of the system; (2) a stochastic 

deterioration surrogate model learnt from the degradation trajectories, developed using 

stochastic Petri nets and (3) a maintenance model, which is constructed as an additional 

layer in the stochastic Petri nets degradation model and which contributes in figuring out 

the most cost-effective maintenance strategy. A numerical analysis is performed using the 

data from a real retention system located in the Claret torrent in France and subjected to 

debris flows over a period of 50 years.  

1 Introduction 

Modern societies highly rely on infrastructure systems that provide the economy and well-

being with essential utilities and services. The consequences of infrastructure malfunction 

or failure can be significant (e.g., evacuations, economic loss, environmental impacts). 

However, the complexities involved in the design of these critical systems make it difficult 

for the managers to predict when the system could fail. On the other hand, the 

rehabilitation of such complex systems requires high monetary budgets, which could not 

be always affordable by the State or by local authorities.  
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Infrastructure systems resilience is among the main concerns of those managing complex 

systems. In the context of critical infrastructures, resilience is defined according to four 

different principles: anticipation, absorption, adaptation and recovery [1]. These principles 

refer respectively to the ability of the system to resist and manage a crisis, to maintain its 

functioning during its lifetime, to cope with changing conditions and to return rapidly back 

to normal conditions after disruption [2]. It is therefore, essential to have a comprehensive 

knowledge concerning the mechanisms of the system (efficacy, deterioration, 

maintenance) associated with each principle, seeking for a high resilient system. Indeed, 

understanding when and how the system could fail make it possible to know when to apply 

preventive maintenance operations instead of carrying out corrective maintenance 

operations, which are much more expensive than preventive ones.  

Protection systems in mountains can be considered as one type of critical infrastructures. 

They aim in reducing the causes or the consequences of natural phenomena (e.g. torrential 

floods, debris flows, etc.) thus protecting people, assets and properties that are exposed 

to these events [3]. These systems (e.g. check dams series, debris retention system) are 

supposed to attain high efficacy levels that permit them to fulfil their assigned functions 

over time. However, over their lifetime, their efficacy is reduced because of aging or 

because of structural and/or functional failures that occur due to the impacts and 

consequences of natural phenomena on the system itself. This could in turn prevents them 

from providing the desired protection level to elements at risk. 

Debris Retention systems, are usually implemented in downstream areas of torrential 

watersheds. They aim in storing specific volume of solid materials transported by debris 

flows. Therefore, their main objective is to prevent huge volumes of sediments and big 

boulders to be transferred to areas where vulnerable elements are located. The system is 

composed of several components that functions collaboratively in order to provide high 

level of protection [4]. These components could differ from one system to another 

depending on the desired functions. However, a debris basin, retention dam and a 

maintenance access track should at least be present in every debris retention system 

regardless their type, shape and sizes (fig. 1). The debris basin is a deposition area where 

solid materials are stored (boulders, woody debris, gravel and mud). It has a specific 

storage capacity. The retention dam is the outlet of the debris basin. It has openings (top 

weir and eventual orifices) that allow it to moderate the flow by reducing its intensity and 

to trap large debris materials. The maintenance access track permits technicians, trucks 

and engines to reach the system in order to carry out maintenance operations (e.g. 

cleaning the basin). A recent study provides a thorough review concerning the design 

(structural, hydraulic), functions (e.g., flow moderation, debris storage), malfunctions 

(e.g., excess trapping, flow lateral bypass) and maintenance (e.g. cleaning) of retention 

systems constructed in French torrents of the Alpes and Pyrénées [5].  

In France, the level of degradation of retention systems is estimated either by field 

inspection or on expert predictions. Maintenance operations are then made on these bases. 

Figure 1. Claret retention system: (1) retention basin, (2) retention dam, (3) lateral dykes, (4) 
access track and (5) downstream counter dam. Upstream view (left panel) and downstream view 

(right panel) © ONF-RTM/S. Carladous May, 23rd 2018. 
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According to historical experience, the managers of these systems adopt a specific 

maintenance policy for each system depending on its components and on the features of 

the torrent at which it is located.  For example, for the retention system located in the 

Claret torrent in France, cleaning operations are carried out after each debris flow event 

whatever is the debris volume stored in the basin. The problem is that in the Claret torrent, 

debris flows are frequent (one event every two years on average). This requires frequent 

maintenance operations, which in turn necessitates high budgets. However, limited 

monetary budgets are provided by the French State for the management of protection 

systems. This sheds the light on the importance of developing decision-aiding models that 

use and analyse available information in order to choose the most cost-effective 

maintenance strategy to be applied on deteriorating protection systems.  

A very recent decision-aiding model was developed in order to support maintenance-

decision-making of check dams subjected to clear water floods [6]. In this paper, the 

objective is to develop further the model by considering the case of retention systems 

because these structures increase in number and managers should take informed decision 

before to select and design such systems [5]. For this purpose, a holistic approach 

integrating several stages is developed. The approach starts by physically modelling the 

filling of the debris basin when subjected to a series of debris flows over its lifetime. The 

obtained deterioration trajectories are then used in order to estimate the probability laws 

corresponding to the transition times between the states of the basin. These laws are then 

used in a stochastic Petri net model (SPN) in order to model the stochastic behaviour of 

the system when subjected to different maintenance strategies implemented based on a 

condition-based maintenance (CBM) policy. Finally, the outputs of the SPN model are used 

to compare the modelled maintenance strategies in terms of the total cost of each strategy. 

The main contributions behind this approach is to (1) define and implement a maintenance 

policy that can efficiently improve the resilience of retention systems and (2) support risk 

managers to make optimal decisions thus contributing to a safer and better world.   

Section 2 thoroughly describes the global developed modelling approach that can be used 

for analysing the behaviour of any retention system. In section 3, the approach is adopted 

in order to analyse the behaviour of a real case retention system located in the Claret 

torrent in France. Conclusions and perspectives are provided in Section 4. 

2 Methodology 

Improving the resilience of retention systems necessitates understanding first their 

deterioration mechanisms when subjected to debris flows over time. However, knowledge 

concerning the deterioration trajectories of these systems is often partially or totally 

missing. This section proposes an integrated approach that combines several sources of 

information (expert assessments, historical data and numerical simulations) in order to 

estimate these trajectories over the lifetime of the system and then to implement a CBM 

policy that makes it possible to optimize maintenance strategies. The approach considers 

only the functional failure of retention systems and does not consider the failure of the 

system from a structural point of view.  It models the filling of the debris basin over time, 

which could lead to insufficient storage capacity. The different modelling stages of the 

overall approach are detailed in the following subsections.  

2.1 Building Deterioration Trajectories of a Debris Basin 

Retention systems are implemented in mountains aiming to reduce the risk level induced 

due to debris flows by trapping a specific volume of the flow. However, the trapping of low 

magnitude events that do not pose harm to vulnerable issues increases the stored volume 

and thus reduces the capacity of the debris basin. Indeed, the jamming of the retention 

dam’s openings by big boulders transported by the flow will prevent small events to pass 

through the dam. In this section, a physical model routing debris flows through a retention 

system is proposed. The model results in the final volume stored in the basin after each 

debris flow event. The steps involved in the physical model are explained below. 
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2.1.1 Random Generation of Debris Flow Events 

The first step of the physical model is to generate series of debris flow events occurring 

over a period of 50 years. This requires data concerning the frequency and the magnitude 

of the events that really occurred in the studied torrent. Indeed the frequency-magnitude 

curve of a given torrent makes it possible to generate random debris flow events with 
random volumes Vevent and random dates of occurrence Devent. 

The routing of a generated debris flow series through the retention system will result in 

one deterioration trajectory corresponding to the filling of the debris basin over 50 years. 

However, the end purpose of the physical model is to have a set of these trajectories in 

order to attain a stochastic vision of the system’s dynamic behaviour. Therefore, a 

satisfactory number n of debris flow series that allow having a good vision of the resulted 

trajectories should be generated. Each generated debris flow series will be referred to as 

“a scenario”.  

Each debris flow event in a scenario is represented by a hydrograph, which provides the 

inlet discharge as a function of time over the whole duration of the event. In this study, 

triangular hydrographs are assumed. Therefore, the hydrograph is characterized by three 

parameters: peak discharge, time to peak and duration of the event. The peak discharge 

Qpeak is estimated as follows [7]: 

𝑄𝑝𝑒𝑎𝑘 =  0.0188 ⋅  𝑉𝑒𝑣𝑒𝑛𝑡
0.79      (1) 

The time to peak tpeak is assumed to 5 seconds based on monitoring data. It corresponds 

to the time at which the flow reaches its peak discharge. The duration of the event tend is 

estimated using the following equation: 

𝑡𝑒𝑛𝑑 =  2 ⋅  
𝑉𝑒𝑣𝑒𝑛𝑡

𝑄𝑝𝑒𝑎𝑘
     (2) 

2.1.2 Stochastic Arrival of Boulders to the Retention Dam’s Openings 

The second step of the physical model is to randomly sample the number of boulders in a 

given debris flow volume that approaches towards the dam’s openings. The jamming of 

the retention dam’s openings by boulders during a debris flow is a very recent field of 

study. Indeed, a recent model that studies the stochastic arrival of boulders to the dam 

and whether each arriving boulder is blocked in the dam’s opening has been proposed by 

[8]. The developed model assumes that the stochastic arrival of boulders to the dam 

follows a binomial distribution. The model starts by classifying the boulders transported by 

the flow into classes of different diameters. Each class j corresponds to a range of 

diameters [Dj,min; Dj,max]. For each class j, the average diameter Dj and the volume Vj of 

the boulders is computed assuming that boulders are spherical on average.  

In a given event of reference whose whole volume of the debris flow is Vevent, one can count 

the number nj of boulders of each classes. For each class j, the same volume can be split 

in Nj elementary volumes Vj:  

𝑁𝑗 =  
𝑉𝑒𝑣𝑒𝑛𝑡

𝑉𝑗
=  

𝑉𝑒𝑣𝑒𝑛𝑡

π⋅𝐷𝑗
3/6

     (3) 

These “packets” of debris might be boulders of class j or something else (boulders of 

another class or mud). The binomial law telling us how many packets in a given volume of 

debris are true boulders of class j can be calibrated by its probability pj: 

𝑝𝑗 =  𝑛𝑗 𝑁𝑗 ⁄      (4) 
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If replacing Vevent in Eq. (3) by a volume V(t) reaching the retention dam at a given time 

step, Nj corresponds to the number of “packets” of debris that could be a boulder of class 

j at this time step. The number of successes on the aforesaid binomial law gives the number 

of boulders nj of class j involved in V(t). However, when randomly sampling nj of all the 

boulder classes, V(t) should be progressively reduced by the volume of boulders of larger 
classes that have already been identified at a given time step (k = 1, 2, …, ∑ 𝑛𝑗−1). 

Consequently, Eq. (3) becomes: 

𝑁𝑗 =  
𝑉(𝑡)− ∑ 𝑉𝑘

𝑛𝑗−1
𝑘=1

𝑉𝑗
=  

 
𝑉(𝑡) −  ∑ π⋅𝐷𝑘

3/6
𝑛𝑗−1
𝑘=1

 

π⋅𝐷𝑗
3/6

   (5) 

Finally, the dimensions of the jamming of the retention dam’s openings by boulders arriving 

to the dam are estimated based on classical jamming conditions that depend on the 

configuration of jamming (horizontal, vertical or both) and on the size of boulders relative 

to the size of the openings [8]. The width and base level of the opening, noted respectively 

wi and yi are thus updated over time depending of the obstruction related to the boulders. 

2.1.3 Discharge Capacity of the Retention dam’s Openings 

The third step of the physical model is to calculate the total discharge that is released 

through the retention dam at each time step. The openings of the dam are the elements 

responsible for releasing a specific volume of the flow to the downstream. The discharge 

capacities through the dam’s openings (spillway, orifices) are estimated based on the 

following stage-discharge equations provided in literature [9]:  

𝑄𝑖
𝑠𝑝𝑖𝑙𝑙𝑤𝑎𝑦

(𝑡) =  0.385 𝑤𝑖 (𝑡)√2𝑔(ℎ(𝑡) −  𝑦𝑖(𝑡))
3

+ 0.308
1

tan (𝜑)
√2𝑔(ℎ(𝑡) −  𝑦𝑖(𝑡))

5
       (6) 

         𝑄𝑖
𝑜𝑟𝑖𝑓𝑖𝑐𝑒

=  0.65 ∗ 𝑤𝑖 (𝑡) ∗  
2

3
∗ √2 ∗ 𝑔 ∗ ((ℎ(𝑡) −  𝑦𝑖(𝑡))3/2 − (ℎ(𝑡) −  𝑦𝑖(𝑡) − 𝑎𝑖)3/2 )

 
      (7) 

 

where Q (m3/s) is the discharge through opening i, t (s) is the time, 𝑤𝑖 (𝑡) (m) is the width 

of the opening including the obstruction by boulders (free width), g (~ 9.81 m/s2) is the 

gravitational acceleration, h(t) (m) is the depth of the flow over the dam’s base level, 𝑦𝑖(𝑡) 
(m) is the base level of orifice i including the obstruction by the boulders, φ (°) is the angle 

between the spillway’s wing and the horizontal and 𝑎𝑖(m) is the orifice’s height. The total 

discharge capacity Qout of a retention dam is equal to the sum of the discharge capacities 

of all its openings. 

2.1.4 Buffering Capacity of the Debris Basin 

Retention systems aim to regulate debris flows by reducing their peak discharges. This 

means that the volume stored in the debris basin during a debris flow event is expected to 

be released gradually through the openings of the retention dam. This phenomenon is 

referred to as “buffering”. However, the jamming of the dam’s openings by boulders 

reduces the total discharge capacity of the dam. Therefore, the stored volume in the basin 

will progressively increase not being able to escape through the jammed dam. In other 

words, the buffering capacity of the debris basin will be reduced. The retention dam will 

thus no more be able to self-clean a filled basin. In this case, the debris basin has to be 

cleaned by performing maintenance operations.  

 

The fourth step of the physical model is to estimate the buffering capacity of a debris basin 

using the following mass conservation equation: 

( 𝑄𝑖𝑛(t) −  𝑄𝑜𝑢𝑡(h(t)) ) ⋅  𝛥𝑡 =  𝛥𝑉𝑏(ℎ(𝑡))                                   (8) 
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Where 𝑄𝑖𝑛 (m3/s) is the inlet discharge provided by the hydrograph of the event, 𝑄𝑜𝑢𝑡 

(m3/s) is the discharge capacity of the retention dam estimated according to section 2.1.3, 
𝛥𝑡 (s) is the time step, h (m) is the flow level and 𝛥𝑉𝑏 (m3) is the variation of the volume 

stored in the basin. In order to use Eq. (8), data concerning the input hydrograph of the 

event, retention dam’s outlet discharge capacity, storage capacity of the debris basin, 

deposition slope and the stage - volume capacity curve (h versus Vb) should be acquired. 
  

2.1.5 Computational Analysis and Expected Outputs 

The physical model is implemented in an R code that makes it possible to solve all the 

previously mentioned steps. The developed model is general and can be used to analyse 

any retention system just by changing input data concerning the features and 

characteristics of the system (basin storage capacity, deposition slope, and dimensions of 

the dam’s openings, number of boulders of all classes for a given volume of event). 

Concerning the first step, presented in section 2.1.1, each scenario will be simulated 

separately. The steps represented in sections 2.1.2, 2.1.3 and 2.1.4 should be performed 

at each time step, covering the whole duration of each debris flow event involved in a 

scenario. The jamming of the openings and the simultaneous filling of the basin is thus 

explicitly modelled during the event and therefore the outlet discharge of the dam will also 

vary in time. This in turn provides time-evolving indicators that makes it possible to plot 

their time-series. 

 

The model results in several outputs such as the times series of the inlet discharge 𝑄𝑖𝑛 (𝑡) 
(m3/s) outlet discharge 𝑄𝑜𝑢𝑡  (𝑡) (m3/s) vertical and horizontal jamming rate (%) of the 

dam’s openings by boulders, flow level Z(t) (m) at the dam and the cumulative volume 

stored in the basin Vb (t) (m3). In this study, the focus will be on the change of Vb, which 

is already dependent on the other indicators. Therefore, the main interest will be to extract, 

from the R code results, the final stored volume in the basin attained at the end of each 

event. This will help to build the deterioration trajectories of the stored volume in the debris 

basin over the studied period (50 years). 

2.2 Surrogate Deterioration Model using SPNs  

A stochastic Petri net (SPN) degradation model is composed of four different elements: 

places, tokens, transitions and arcs [10]. A place represents the state (level of 

deterioration) of the deteriorating system. The presence of a token in a place means that 

the system is residing in the state corresponding to this place. Transitions permit the token 

to move from one place to another according to the stochastic firing time assigned to each 

transition. Arcs link between places and transitions thus showing the possible paths 

between the states of the system. Consequently, in order to build a deterioration model 

using SPNs, two main steps described below should be achieved. 

2.2.1 States Definition of a Deteriorating Retention Basin 

The first step required for building a SPN deterioration model is to define different states 

of the studied system reflecting different levels of deteriorations. In this study, four 

different states at which the debris basin can reside are considered. It is assumed that the 

stored volume in the basin Vb evolves progressively from an initial state (empty basin) to 

a completely failed state, reaching the maximum storage capacity of the basin Cb. 

Therefore, each of the defined states corresponds to a range of stored volume in the basin 

as follows: 

— State 1:   0 ≤ Vb ≤ Vb1 (good condition) 

— State 2:   Vb1 < Vb ≤ Vb2 (poor condition) 

— State 3:   Vb2 < Vb ≤ Vb3 (very poor condition) 

— State 4:   Vb3 < Vb ≤ Cb (almost totally failed condition) 
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The choice of thresholds Vb2, Vb2 and Vb2 can be based on expert assessments. Moreover, 

the deterioration process is not necessarily gradual. In other words, the state of the debris 

basin could either evolve gradually between the states (e.g. evolution from state 1 to state 

2 to state 3 to state 4) or could be rapid (e.g. direct evolution from state 1 to state 3, from 

state 2 to state 4, etc.). Fig. 2, (a) represents the SPN deterioration model, which better 

illustrates all the possible transitions between the states of the basin. 

2.2.2 Estimation of Transition Probability Laws 

The stochastic transitions that link between the states of a system are the main elements 

responsible for the functioning of a deterioration SPN model. In literature, the probability 

laws of these transitions are either assumed by experts to follow a specific distribution 

(e.g. Exponential, Gamma, Weibull) or estimated using available real data about time to 

failure. In the case of torrent protection structures, such data are either totally missing or 

are imperfect [11]. Moreover, this imperfection makes conflicts between experts’ 

judgments. Consequently, Chahrour et al. recently proposes a surrogate deterioration SPN 

model that uses the physical modelling of the system in order to estimate empirical non-

parametric transition probability laws [6].  

 

In this study, the physical modelling concerning the filling of the debris basin as presented 

above is used in order to estimate non-parametric probability laws of the stochastic 

transitions involved in the SPN model of fig. 2a. Indeed, after defining four states of the 

debris basin, the simulation of the n generated scenarios makes it possible to have several 

estimates of the transition times between the states. The transition probability laws are 

therefore built based on the deterioration trajectories obtained from the physical model 

using non-parametric estimations. 

2.3  Maintenance SPN Model Implementing a CBM Policy 

The developed surrogate deterioration SPN model makes it possible to extend the model 

so that it integrates a maintenance model by easily implementing a CBM policy. Different 

CMB maintenance policies can be used. However, in the present study, the following policy 

is adopted: 

— If the debris basin is in state 1, no maintenance operation is carried out. 

— If the debris basin is in state 2, minor maintenance operations are carried out. 

— If the debris basin is in state 3, major maintenance operations are carried out. 

— If the debris basin is in state 4, corrective maintenance operations are carried out. 

The maintenance operations in all cases are cleaning operations. The only difference 

between minor, major and corrective operations is in the volume of debris to be cleaned. 

Moreover, when a maintenance operation is carried out, all the stored debris volume in the 

basin should be cleaned. In other words, upon maintenance, the debris basin returns back 

to its initial state (empty basin). Fig. 2b represents the CBM policy implemented in the SPN 

model. Each maintenance operation is linked to a deterministic transition of a constant 

firing time reflecting the time required for the operation to be performed. The figure also 

shows an inspection process that is necessary for detecting the state of the system over 

time. Inspection is assumed to take periodically every one year.  

When Monte-Carlo simulation starts, the token present initially in place P1 (state 1) starts 

to move between the states based on the assigned probability laws to the stochastic 

transitions thus revealing the evolution of the volume present in the debris basin over time. 

Every year, an inspection is performed in order to detect the state of the basin. According 

to the detected state, the assigned maintenance operation is carried out. After the time 

needed for the operation to be accomplished, the token returns back to place P1 revealing 

that the basin is restored back to a good state and the evolution starts again. When the 
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simulation duration (50 years) is attained, the SPN model results in the number of 

maintenance operations carried out over a period of 50 years.  

In order to compare the results provided by the SPN model for different maintenance 

strategies, four strategies are proposed: 

— Strategy 1:  all maintenance operations are allowed. 

— Strategy 2:  minor operations are inhibited. 

— Strategy 3:  major operations are inhibited. 

— Strategy 4:  minor and major operations are inhibited. 

 

Knowing the cost of each maintenance operation, the results of the SPN model permits 

computing the total cost of each proposed maintenance strategy. This in turn support risk 

managers and decision-makers to be aware of the most cost-effective strategy. 

 

Figure 2.  SPN model showing the stochastic deterioration model and the implemented CBM 
policy: (a) deterioration process, (b) inspection and maintenance processes (Adapted from [6]). 
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3 Case Study: Modelling of the Claret Retention System 

The Claret torrent in France is very active in producing destructive debris flow events. Fig. 

3 provides the Claret’s Frequency - Magnitude curve resulted after the adjustment of real 

observations of debris flow events using Generalized Pareto distribution (GPD) [12]. In 

1991, a retention system was built in the torrent in order to protect vulnerable exposed 

issues. The capacity of the debris basin is 22,000 m³. The retention dam is made of 

reinforced concrete and has three openings: a spillway and two orifices as shown in fig. 4. 

Since the construction of the system, it was noticed that the dam is trapping large volumes 

of debris materials even those corresponding to small debris flow events. Therefore, 

excessive volumes rapidly fill the debris basin. The managers of the Claret adopt an event-

based maintenance policy, in which after each debris flow event, they carry out cleaning 

operations whatever is the stored volume in the basin. However, this policy requires very 

high monetary budgets. The aim of this section is to use the developed approach presented 

in section 2 in order to (1) model the progressive filling of the Claret debris basin when 

subjected to debris flow scenarios over a period of 50 years, (2) compare the costs of 

different maintenance strategies by adopting a CBM policy and (3) support the managers 

of the Claret to make cost-effective maintenance decisions.  

 

3.1 Physical Modelling Results and Discussions 

In order to reach the desired objectives, 100 scenarios of debris flow series are generated. 

The number of boulders of each class were defined by expert knowledge based on pictures 

of the last cleaning operation. Data concerning the monthly distribution of the recorded 

torrential flood events in the Claret are given by [13]. On average, three storms per year 

hit the Claret catchment, but not all trigger debris flows [12]. Therefore, the dates of three 

torrential events are extracted, every year, from the provided monthly distribution of 

events. This means that for each scenario, the dates of 150 storms are obtained over a 

period of 50 years. A binomial distribution is then used in order to specify which event 

indeed triggered a debris flow events. Knowing that a debris flow occurs once every two 

years, the success probability in the binomial distribution is considered as p = 1/6 (one 

debris flow event every six storms on average). Random volumes of the revealed debris 

flow events are finally generated from the Frequency-Magnitude curve of fig. 3.  

 

In order to start simulations, an initial configuration of the retention system should be set 

up. Therefore, before the simulation of the first event of each scenario, the openings of the 

retention dams are assumed to be initially empty from boulders and the debris basin is 

assumed to be initially empty (Vb = 0 m3). Fig. 5 shows the results obtained for the first 

two debris flow events involved in scenario 1. The first event has a volume Vevent = 

19,422 m3 and the second event has a volume Vevent = 24,873 m3. The difference in the 

Figure 3.  Frequency – Magnitude curve of 
debris flow events in the Claret torrent [12]. 

Figure 4. Dimensions of the Claret retention 
dam (m). 
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dates of occurrence of both events is approximately 1 year. The final stored volume in the 

basin attained after the second event is Vb = 21,900 m3, which is approximately equals to 

the maximum storage capacity of the basin Cb = 22,000 m3. It is also clear from the figure 

that the final stored volume in the basin is not the maximum attained stored volume during 

the event. Indeed, the maximum stored volume is usually greater than the final stored 

volume due to self-cleaning. In other words, within a short duration (< 12 min), the basin 

stores a maximum volume and then starts to release some materials through the dam’s 

openings. This example also shows the rapid deterioration (in 1 year), in which the basin 

is almost completely filled after the second debris flow event in a scenario, which consists 

of 29 debris flow events occurring over a period of 50 years. Similar results are obtained 

for the rest of events involved in the scenario and for the others generated scenarios. 

 

Figure 4. Results showing the volume stored in the debris basin at the end of the first and the 
second debris flow events involved in the first generated scenario. 

 

 

The obtained final stored volume after each debris flow event involved in a scenario permits 

building deterioration trajectories of the debris basin. Fig. 5 shows the evolution of the 

volume stored in the debris basin over time for the 100 generated scenarios. It is revealed 

that in most scenarios, the debris basin is completely filled within 5 years (after two or 

three debris flow events). Moreover, in all scenarios, the basin reaches its maximum 

storage capacity before 20 years. Consequently, cleaning maintenance operations are 

required at very early stages. The simulations are coherent with the field observation 

available so far [8]. 

 

Figure 5. Deterioration trajectories showing the evolution of the stored volume in the basin over 
time. Dashed lines: chosen thresholds defining the states of the basin. 

 

3.2 SPN Model Results and Discussions 

As mentioned in section 2.2.1, four states of the debris basin should be defined. The 

thresholds representing these states are chosen, based on expert assessment as follows: 
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— State 1: 0 ≤ Vb ≤ 2,200 m3 (until 10% of the basin’s capacity) 

— State 2: 2,200 m3 < Vb ≤ 10,000 m3 (before reaching 50% of the basin’s capacity) 

— State 3: 10,000 m3 < Vb ≤ 20,000 m3 (before reaching 90% of the basin’s capacity) 

— State 4: 20,000 m3 < Vb ≤ 22,000 m3 (until the basin is completely filled) 

 

Based on the deterioration trajectories provided in fig. 5, the time spent in each of the 

defined states can be computed for all the scenarios. The achieved results allow estimating 

a probability law for each transition. Indeed, an empirical cumulative distribution function 

(CDF) is obtained for each transition using Kaplan-Meier estimator. These distributions are 

used then as an input to the SPN deterioration model. After inserting all the necessary 

inputs to the SPN model (e.g. time to inspection, maintenance duration), Monte-Carlo 

simulations are executed. In the studied case, 200 simulations were enough to reach 

convergence in results. Table 1 provides the results of the SPN model obtained after 

simulating each of the proposed maintenance strategies. Results reveal that almost in all 

the strategies, corrective cleaning operations are the most performed. This reassures the 

issue revealed by the physical model that the basin reaches almost its storage capacity 

within a short duration.  

 

In order to estimate the total cost of each maintenance strategy, the cost of each 

maintenance operation should be specified. Real data dedicated to Claret retention system 

shows that the cost of cleaning operations is 2.83 €/m3 [13]. Assuming mean cleaning 

operations, the costs of minor, major and corrective operations are respectively 17,000 €, 

42,000 € and 59,000 €.  Table 2 reveals that all le proposed maintenance strategies have 

more or less the same average total cost. However, strategy 4 seems slightly more cost 

effective and strategy 2 more expensive. Consequently, from the strict point of view of 

maintenance costs, for the Claret retention system, it is better to wait until the debris basin 

is almost completely filled and then to carry out corrective cleaning operations. 

 

Strategy  Minor Major Corrective 

1 4.84 3.66 4.14 

2 0 4.09  5.29 

3 4.09 0 6.44 

4 0 0 7.48 

 

4 Concluding remarks 

In this paper, a surrogate deterioration model that benefits from the physical modelling of 

a retention system is developed using SPNs. The model makes it possible to implement 

easily a CBM policy concerning cleaning operations of the system. Indeed, the physical 

modelling results in deterioration trajectories that show the evolution of the volume stored 

in the debris basin. These trajectories are then used in order to estimate the transition 

probability laws to be used in the SPN model. The overall developed approach provides a 

better understanding of the trapping process governed by the retention dam and the 

debris. It also supports the managers of retention systems in making cost-effective 

maintenance decisions by avoiding unnecessary cleaning costs. The model can be 

developed further by considering not only the cost of the proposed maintenance strategies, 

but also their efficiency in increasing the protection level provided by the system.  

Strategy  Total cost (K€) 

1 480 

2 484 

3 449 

4 441 

Table 1. Average number of maintenance 

operations performed over a period of 50 years. 

Table 2. Average total cost of each 

maintenance strategy.  
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Abstract 

We present a tool-based method, i.e., the ODYSSEUS approach, to support cities’ risk and 
crisis managers on evaluating the cascading effects of an incident occurring in their 
metropolitan areas. The presented tool is set up with structural and operative information 
of CIs from various sectors within a metropolitan area, focusing in particular on different 
concepts for dealing with diverse quality and sources of the available information such as 
integrating expert opinions or neural networks. Further, ODYSSEUS utilizes an abstract 
model to represent the CIs’ assets and their interrelations; the simulation capabilities are 
based on that model and provide a detailed overview on the propagation of cascading 
effects in the CI network. To showcase the functionality of the ODYSSEUS approach, we 
will present the evaluation of a use case scenario, describe the instantiation process of the 
abstract CI model, demonstrate how resulting cascading effects are simulated and how the 
results can be used to support crisis managers to assess counter measures.   

1 Introduction 

In large cities and metropolitan areas, Critical Infrastructures (CIs) from different sectors 
are located in a geographically narrow space. They are required to maintain essential 
services like supply with power, water, food or communication and thus represent the 
backbone of social life in that area. Due to the high interdependencies among each other, 
a single incident within one CI can have wide-ranging cascading effects among the entire 
CI network and thus affect society in that area to a large degree. Cyber-attacks from the 
past years such as the hacking of the Colonial pipeline in 2021 [1], the ransomware attack 
on the Irish national health system (NHS) in 2021 [2] or the shutdown of Moeller-Maersk 
container terminal operating systems by the (Not)Petya malware in 2017 [3] have 
underlined that. However, also technical failures or natural hazards lead to, e.g., major 
blackouts as in Venezuela [4] and Argentina [5] in 2019, indicating that the cascading 
effects affect multiple CI domains on a metropolitan and national level. Therefore, crisis 
managers in cities need a consistent overview on these potential consequences a serious 
incident might have to estimate the city’s resilience and coordinate necessary risk 
measures appropriately. 

In the literature, many approaches to identify and structurally analyse these cascading 
effects have been proposed for decades, such as the Cross Impact Analysis (CIA) [6], the 
Hierarchical Holographic Model (HHM) [7] or the Input-output Interoperability Model (IIM) 
[8] just to name a few. More recent approaches focus on stochastic processes such as 
Interdependent Markov Chains (IDMCs) [9]–[11], Bayesian networks [12], [13] or Mealy 
automata [14], [15] to model the uncertainty of these cascading effects and integrate it 
into a risk assessment. Co-simulations [16], [17] and cross-domain simulations [18] bring 
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two or more CI sectors together into one comprehensive analysis. However, only a few of 
those methods have been integrated into tools that can be used by city administration or 
crisis mangers to improve their analysis of cascading effects of such complex scenarios. 
For example, Schaberreiter et al. have described a tool [19] that implements the Bayesian 
network approach for simulating cascading effects from [12], but this tool focuses mainly 
on critical information infrastructures and the services they provide; the physical aspects 
or other CI networks are not covered by this tool. Similarly, the 3Di simulation tool [20] 
provides a detailed view on a city’s water management system together with ground water 
and overland flows to model the cascading effects of flooding events; nevertheless, the 
focus of the 3Di tool lies only on this network and does not consider cascading effects on 
other CI networks or domains. Another approach is the coupled grid simulation tool 
CAESAR [21] developed by Fraunhofer EMI, which follows a flow-based method and is also 
able to integrate existing simulation tools for the individual networks. However, CAESAR 
integrates only three network types, namely the power, water and mobile phone network, 
and thus cannot indicate effects on any other network or the society itself, i.e., the people 
living in the city.   

In this paper, we introduce the ODYSSEUS Cascading Effects Simulator, a novel tool that 
simulates the effects an incident can have across different CI sectors located within a 
metropolitan area. The simulation software supports the ODYSSEUS Risk Management 
Framework [22] to structurally describe and analyse the cascading effects among the CIs. 
Therefore, it implements a risk model for interdependent CIs [23] together with a cross-
domain simulation approach [18]. Further, the simulator contains a dedicated Model 
Generator Component to set up and instantiate the CIs in the metropolitan area. Based on 
a simplified showcase scenario, we demonstrate how the simulation tool can describe the 
effects of a terrorist attack in the city centre and how other infrastructures and the city 
population is affected. 

The remainder of the paper is structured as follows: Section 2 provides a brief overview 
on the individual steps of the ODYSSEUS Risk Management Process and Section 3 
characterises the general structure of the simulation tool, including the cross-domain 
simulation and the Model Generator. Section 4 describes a terrorist attack scenario, how it 
can be modelled and analysed using the simulation tool and discusses the main results 
from the analysis. Section 5 concludes the paper and provides an outlook on the further 
improvement of the tool.  

2 ODYSSEUS Risk Management Framework 

The ODYSSEUS Risk Management Framework integrates several solutions developed in the 
ODYSSEUS project and provides a step-by-step approach to model a metropolitan area 
with different CI domains, analyse various threat scenarios in this metropolitan area and 
their respective effects on the CIs from different domains (cf. Figure 1).  

As a first step in the framework, a cross-domain geographic information system (GIS) 
model is set up. Therefore, infrastructure data from multiple CI sectors and domains, either 
coming from publicly available sources, e.g., OpenStreetMap or OpenInfrastructureMap, or 
from within the CI operators, is integrated into a single GIS model. This GIS model serves 
as a basis for all subsequent analysis processes directly provides geo-referenced 
information on CIs and their subsystems for the analysis results. 

Subsequently, the information from the GIS model is translated into a directed graph 
representation, where the individual critical entities and infrastructures correspond to the 
nodes and their interdependencies correspond to the edges the graph, with edge directions 
encoding the direction of dependency between CIs. This representation shall further 
differentiate the critical entities and CIs according to their domains, resulting in a multi-
layered representation that visually separates domains (e.g., electrical grid vs. water pipe 
network vs. communication networks, etc.; cf. Figure 1), and manifests in the graph model 
as attributes attached to the graph’s nodes. Each node has several operational states 
characterising the functionality of the respective critical entities (cf. Section 3.1 for detailed 
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information on the cross-domain simulation). The edges are created based on the 
exchange of resources, data or information among the critical entities and can be created 
manually or following a set of predefined rules (cf. Section 3.3 for more details). The 
resulting graph is the basis for the cross-domain simulation, which represents the core 
feature of the ODYSSEUS Risk Management Framework.   

Figure 1. General overview of the ODYSSEUS approach 

Based on the GIS data and the graph representation, the relevant threats are analysed 
and collected. These threats can originate from public threat databases and threat 
catalogues or from CI internal data based on historic data and expert knowledge. The most 
relevant threats are further translated into threat scenarios in which specific critical entities 
(i.e., nodes in the graph) across all domains can be affected; those scenarios are then 
analysed by the cross-domain simulation.  

The simulation results are then visualised on the one hand using the GIS data and map 
view, highlighting which critical entities and infrastructures are affected to which degree, 
and on the other hand using charts and numerical results, describing the resulting state 
and thus the impact of the simulated scenario. Additionally, the results also support risk 
minimisation activities as the entities and CIs with the highest damage are displayed but 
also the most crucial entities, i.e., the ones creating the largest cascading effects, can be 
identified from the simulation steps. Usually, those are the entities that require the most 
protection to minimise the overall damage to the entire metropolitan area.  

3 ODYSSEUS Cascading Effects Simulator 

3.1 Cross-Domain Simulation Model 

The ODYSSEUS Cascading Effects Simulator implements large parts of the risk 
management framework described in Section 2 with an important part being the 
visualisation of the GIS model and the implementation of the cross-domain simulation 
approach. As already mentioned above, the simulation builds upon an abstract graph model 
[18] in which the CIs from different domains or the critical entities therein, e.g., individual
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components, their control systems or classic IT systems and relevant actors in the 
domains, are represented as nodes (cf. Figure 2). The dependencies between the individual 
entities are represented as edges in the graph and are based on the exchange of resources, 
data, or information between the critical entities of the infrastructure networks that can 
also range across the individual domains (cf. Figure 2).  

Figure 2. Illustration of the Cross-Domain Simulation Model 

 
 

A core focus of the model is the description of the response behaviour of a CI upon an 
incident occurring in a supplier CI. For example, a power grid outage may not instantly 
affect a connected hospital, but may do so with a certain temporal delay, once the 
emergency power supply runs out of fuel. The mathematical models for the general 
stochastic processes to describe such time-dependent dynamics are based on deep neural 
networks. We train them to be simplified digital twins of individual domains, which learn 
the behaviour of the underlying CIs or critical entities, provided that the required data are 
made available by the operators of the respective infrastructures. These neural networks 
thus form a realistic representation of the individual entities to facilitate the analysis of the 
effects and resulting impacts of incidents on them. Having all CIs under such a common 
representation significantly simplifies their assembly into a joint co-simulation framework, 
in which potential cascading effects can become visible for decision makers and a strategic 
defence planning. 

For the description of the dynamics across the individual domains, an approach is applied 
in which the behaviour and functionality of the respective systems is represented by a 
probabilistic Mealy automaton with multiple states [14]. Each state of an automaton 
represents its degree of functionality. The ODYSSEUS Simulator uses five such degrees, 
ranging from “normal operation” (State 1) to “complete breakdown” (State 5). The central 
aspect to describe the dynamics are the transitions between the different states. They 
characterise how a system reacts due to an incident taking place in another system or 
domain. A change of working state can then either occur (i) internally as dictated by the 
specific neural network describing the CI’s behaviour over time (intra-domain model in 
Figure 2), or (ii) externally, if a supplier node changes its state, and communicates this 
information as a signal through the Mealy automaton (inter-domain model in Figure 2). 
The external influences of the incident together with the current state (the current 
functionality) of the critical entity determine the new state of the entity. In contexts where 
the temporal response behaviour of a CI does not lend itself to a training of its dynamics, 
for example, if the data is too scarce to allow machine learning, or if the dynamics is highly 
uncertain, the Mealy automaton can also do state changes based on randomness, with 
specified probabilities to change its state from one to the other, and does not need to use 
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a neural network. This adds flexibility to include a large variety of domains, combining 
areas where the physical dynamics are well known (such as water, energy, etc.), with 
others, where the dynamics does not admit an accurate mathematical description (such as 
people’s risk response, social media/press reception, and others).  

3.2 Simulator Architecture 

The ODYSSEUS Cascading Effects Simulator implements the cross-domain simulation 
approach for different CI networks within a city. It is a web application and is based on the 
web technologies JavaScript, HTML and CSS. It is supported by the framework Angular 12, 
which is one of the standard tools for the development of modern single-page applications. 
In addition, a Model Generator was created as a .NET console application, which processes 
the GIS data of the nodes and accesses a Microsoft SQL server database for this purpose. 

Figure 3. Data-flow diagram of the ODYSSEUS Cascading Effects Simulator  

 
 

Although it can be shown that data trained into a machine learning model will, in an 
information-theoretic sense, not leak out from the model [24], we refrained from using 
any real-life data of any city or CIs, to avoid data protection issues. Instead, a fictional city 
was created in the project based on the publicly available GIS-Data of the German city of 
Hamburg. Therein, several artificial CI networks have been created, representing classical 
CI network structures like the power, telecom or water network but also more abstract 
infrastructures like the city administration, crisis management or the population itself.    

To model the CI networks properly, their behaviour was discussed with experts from the 
field throughout several workshops in the project involving domain experts from real-life 
infrastructure provider companies (water supply, electric power grid, and others). Based 
on the information gathered therein, infrastructure templates were generated, which 
described the infrastructures’ reaction in the case of an incident. This was realised using 
five different states, labelled as 1…5 and represented in the demonstrator with the colours 
green, light green, yellow, orange, and red to indicate increasing severity. The templates 
include the decrease (failure process) as well as the increase (repair functions) of the 
operational states together with the probabilistic transitions in both directions.  

The Demonstrator uses these templates to instantiate the individual nodes in the overall 
CI network (cf. Figure 1). This is achieved using the Model Generator Component, which 
initially reads the templates and describes in a configuration file how the nodes and edges 
are to be generated. In this step, GIS data that is required for specific layers is loaded 
from a GeoNode server. The Model Generator then creates the CI interdependency graph 
and saves it as a JSON file. A second file contains additional meta information such as the 
geolocation, layer, events, and layer membership. 
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The ODYSSEUS Demonstrator now reads the JSON files and displays the corresponding 
data in a georeferenced form (based on OpenStreetMap). Since an ODYSSEUS Simulation 
is scenario based, the next step is the definition of the particular incident to let occur in 
the model. This incident is specified as a sudden transition on one or more nodes from 
their working states 1 into a worse state 2, 3, 4 or 5. The simulation then starts by initially 
letting all nodes be in their normal conditions (state 1), and, according to the specified 
incident scenario, puts some CIs into bad conditions, to let the cascading effects run when 
the user starts a simulation. This triggers the Threat Propagation API is accessed, the 
requested scenario is simulated, and the results are recorded as time-lines showing the 
state of each CI, as long as the incident(s) percolate or the simulation terminates after a 
fixed time horizon. Finally, these simulation results are displayed in the demonstrator. 

3.3 Model Generator 

As a core part of the ODYSSEUS Demonstrator, the Model Generator was designed to 
prepare the data (nodes and edges) that will eventually be displayed in the demonstrator. 
The Model Generator supports the representation of all layers as geo-located nodes, 
creates the connections between the interdependent nodes and stores all this information 
in an easily processable format. Figure 4 shows a schematic representation of the layers 
and their connections. For example, it shows that power nodes are related to power nodes 
in adjacent sectors, as well as to mobile, population, and heating nodes. The demonstrator 
currently offers 14 different layers that can be roughly divided into four groups:  

● Global Nodes: they exist only once in the model, have no geo-location and 
represent a citywide status of their subject area. Nevertheless, in order to be 
able to select the nodes on the demonstrator’s map and intuitively display their 
connections, they are arranged outside of the city, comparable to a heading. An 
example would be the media, the traffic network or public transport.  

● Sector Nodes: they represent critical infrastructure that is widespread within 
a city but is not modelled in further detail (e.g., due to lack of data) and thus is 
represented in each one of the predefined sectors. Usually, a Sector Node 
depends on other nodes of the same type but in different sectors. An example 
would be the power grid nodes that influence each other in case of a problem. 
To simulate these nodes, the virtual city was divided into n rectangular sectors 
(with n=4 in our example case) and one central node is generated per sector. 
Depending on the type, a central node connected to all sector nodes can also 
be generated. 

● Building Nodes: they are a group of nodes representing an inhabited building, 
i.e., they are related to housing units and population. A Building Node contains 
one node for population, one for heating, and one for water supply. The GIS 
data also provides information on the height of the houses; thus, the water 
supply high (> 4 stories) or low (<= 4 stories) can be placed accordingly. This 
division is important in cases where the water supply makes use of the city’s 
surrounding geography, for example, if the water comes from higher regions 
and therefore has enough pressure to get up to a certain level of buildings 
without extra pumping. 

● Geo-located Nodes: they are obtained directly from GIS data, i.e., they are 
based on real geo-information. In principle, all of the above nodes could be geo-
located as well but, due to the large amount of data and the sensitivity of the 
information, it is often not feasible to do that. 

The initial setup of the fictional city is predefined and based on the results coming from 
the Model Generator (cf. Section 3.3). Due to reasons of simplicity, the fictional city is 
divided in four main sectors, with each one having a power network node, a Telecom 
Network node as well as a City Administration and a Crisis Management node. Furthermore, 
the mobile network towers are geo-reference with data coming from OpenStreetMap, the 
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Traffic is geo-referenced with the political districts and the Population is inserted according 
to the population density in the respective regions. Public Transport, Press and Media are 
global nodes set on the upper left corner. 

Figure 4. Schematic Illustration of the Model Generator concept 

 

4 Showcase Scenario: Terrorist Shooting  

4.1 Scenario Description 

One use case scenario in the ODYSSEUS project deals with a terrorist shooting at a market 
in the centre of the fictional city. In detail, several rifle shot can be heard at the Christmas 
market in the late afternoon, resulting in a general panic escape movement away from the 
scene. People flee into the surrounding streets and alleys or seek shelter in the nearby 
stores and subway station. Immediately after the shots were fired, the police’s and 
ambulance’s emergency phones receive numerous calls reporting the incident and that an 
unknown number of visitors has been severely injured. 

When police officers arrive at the scene, they are informed about several armed persons 
fleeing from the scene. Some of them have run down to the subway station, others 
allegedly dived into the crowd of people fleeing from the scene. While police and ambulance 
are still on the scene taking care of the injured for the time being, first postings about the 
incident as well as videos of the crime scene are already appearing on social media 
platforms. First speculations that it was a terrorist attack hit the web and are spread on 
countless channels within a few minutes. 

As reports on the incident are also covered by TV channels, uncertainty is spread among 
the population in the vicinity of the centre and a high number of calls leads to an overload 
of the mobile phone network; this results in telephone calls being temporarily disconnected 
and mobile use of the Internet failing. Since the population's need for information can no 
longer be satisfied for some time, an increased number of direct inquiries to police stations, 
hospitals and the public transport operators in the city.  
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To delay the further movements of the attackers, the public transport lines are suspended 
in the entire centre. Subway trains, streetcars and buses traveling in the centre at that 
time only go to the next station, let passengers get off there and stop operating. As a 
result, thousands of passengers crowd the streets which directly causes obstructions of the 
road traffic and within a few minutes to traffic jams in the centre’s main streets. This 
sectoral shutdown of public transport leads to massive impediments, traffic jams and 
cancellations within a very short period of time, even in the connecting areas to the 
outskirts of the city.  

Duplicated videos posted online from the crime scene and the panic scenes on social media 
creates a false timeline, and people who are in the centre find it difficult to distinguish 
whether something has just recently happened or happened some time ago. This leads to 
the continuation in different locations and to continuous resurgence of the panic, escape 
scenes and violent confrontations. 

After about two hours, the police can arrest the attacker and this fact is communicated via 
television. However, emergency call centres are still busy until the early morning of the 
next day with processing alleged further crime scenes. 

Figure 5. Initial setup of the scenario. 

 

4.2 Scenario Simulation 

The above-described scenario can be modelled in the ODYSSEUS demonstrator [25] by 
generating the initial event (“Shooting at the Market”) together with the subsequent events 
regarding the Media such as the TV reports and the false timeline communicated in social 
media together with disinformation about other crime scenes.  

The initial event is targeted to three “Population” nodes in the city centre where the 
shooting takes place (see Figure 6), putting them from normal state 1 into panic state 5 
when the scenario begins. Starting from that, the Cross-Domain Simulation engine in the 
demonstrator calculates the cascading effects on the Traffic (as people are flooding the 
streets), the Public Transport (as subways and streetcars are halted), the Mobile Network 
(as the number of calls is increasing) and so on. The additional events regarding the media 
are targeted at the Media node to indicate the announcements therein. These events cause 
additional cascading effects, influencing the Population even more.  

Already after a few steps into the simulation, the Population nodes around the area where 
the shooting has occurred are heavily affected by the event, indicated by the orange colour 
(see Figure 7); the Mobile Network node closest to the event is already failing, indicated 
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by the red colour. More distant Population nodes also get more and more affected 
(indicated by the light green, yellow and orange colours) due to the news in the Media and 
social media posts. At this point, the global Public Transport node in the upper left corner 
also reflect the severe interruptions by the orange colour. The number of affected 
Population nodes grows over after 12 steps (see Figure 8) and reaches its maximum after 
18 steps (see Figure 9). However, after the 14th step, the propagation has almost reached 
its maximum and the situation does not get worse that much. 

Figure 6. Start of the shooting scenario 

 

Figure 7. Cascading effects after 7 steps 

 
Figure 8. Cascading effects after 14 steps 

 

Figure 9. Cascading effects after 21 steps 

 

4.3 Results Discussion 

Overall, the model of the fictional city consists of 396 nodes and 1883 edges. Looking at 
the worst-case simulation, about 74% stay unaffected by the scenario, i.e., remain in green 
colour. About 22% change into a severe state, i.e., orange colour, and only about 4% 
change into an intermediate state, i.e., yellow colour, due to the events happening. Looking 
at the best-case simulation, only 5% of the nodes end up in a severe state and about 88% 
remain in their initial state. This might indicate that the fictional city is not that much 
affected by the consequences of the scenario.  

Figure 10. Worst-case simulation results in relative (Left) and absolute (right) numbers 

 
 

However, if we look at the details of the simulations we see, that a large number of nodes 
is part of the Heating and Water networks, which are per definition not affected at all by 
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this kind of scenario. Additionally, there are lot of Mobile Network nodes located in the city 
but only a few are located in the vicinity of the initial incident and are affected by it. If we 
reduce the number of nodes from these unaffected networks and evaluate the overall 
results for the worst-case simulation again, then only about half of the nodes (51%) remain 
in their initial state and 41% go into a severe state, i.e., are heavily affected by the 
incident. For the best-case simulation, about three quarters (76%) remain in their initial 
state and only roughly 10% end up in a severe state, with 6% of the nodes ending up in a 
light green and 6% in a yellow state.  

Figure 11. Best-case simulation results in relative (Left) and absolute (right) numbers 

A large part of the nodes in a severe state are coming from the Population, which indicates 
that this is the part of the city that is most affected in this scenario. This is not surprising 
since the attack is targeted towards the people in the city centre and not specifically to any 
infrastructure. Accordingly, if the city administration wants to prepare for such a scenario, 
on the one hand, the communication with the public will be an important factor to avoid a 
lot of uncertainties and a large panic. In that context, it will be necessary to follow social 
media and be aware of the information spread therein. On the other hand, the city 
administration will need to prepare for the breakdown of the public transport (which was a 
deliberate act in the simulated scenario) and the traffic (which was a direct consequence) 
and prepare their measure accordingly. 

5 Conclusion and Outlook 

ODYSSEUS leverages machine learning for a double advantage of (i) converting domain-
specific simulator and therefore incompatible simulators into domain-agnostic and hence 
compatible emulations, and (ii) proposing an interaction layer using automata theory that 
allows a flexible inclusion of different domain-specific emulations into an overall co-
simulation environment for the analysis of cascading effects in critical infrastructures. This 
generality comes at the price of being model-based (only), and hence is as accurate as the 
underlying data and simulation models are that provide the data. The combination as 
proposed by ODYSSEUS is herein advantageous over self-implemented simulations in 
designated frameworks like the high level architecture standards for distributed simulation 
(federations) [26]. The benefits of the ODYSSEUS method are threefold: First, it can run 
as a distributed simulation, since each node can run independently of the others, and 
thereby implement any complex or sensitive dynamics, ranging from pure probabilistic 
state transitions in absence of dynamical models, to emulations based on pre-recorded 
empirical data, up to full-featured domain simulators that interface with the ODYSSEUS 
nodes (an aspect that we did not touch in the project, but which is conceptually not difficult 
to implement). This also facilitates security precautions, since sensitive information to base 
a simulation on do not need to leave the security domain, except for signalling other nodes 
numbers in the range 1…5 (but nothing beyond this information). Second, the inter-domain 
model is designed to work with only few parameters to be specified, and directly relates to 
different kinds of dependency, such as geographic proximity, community adoption of 
different services (for example, not all social media are equally well used by all groups in 
the population), and others. Finally, ODYSSEUS admits template-based models that can 
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be re-used in several application scenarios and simulations. For example, a water provider 
that has been modelled already is easy to duplicate and adapt to scale up the basic building 
blocks into large and complex simulation environments, without substantially slowing down 
the simulation itself. 
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Abstract 

Risk assessment and risk management often has to deal with uncertainty, especially in 

the context of critical infrastructure networks with manifold interdependencies and 

cascading effects. This uncertainty is not only due to the unpredictability of incidents, 

e.g., due to zero-day exploits or stealthy attacks such as Advanced Persistent Threats, 

but also consequences of an incident are challenging to predict. The traditional one-

dimensional risk assessment is therefore not always sufficient and should be extended, 

e.g., to multiple impact categories (such as effects on humans, economic impact, etc.) 

Uncertainty should be explicitly considered during the entire risk management process. 

This paper illustrates how to adapt the classical risk management process to such 

generalized risk assessments, i.e., how to deal with risks that are assessed in multiple 

categories, within the context of a Serious Game approach to critical infrastructure 

protection. 

1 Introduction 

Risk management often needs to deal with complex risks that can hardly be measured 

with a single number. The classical approach of understanding risk as the product of 

likelihood and (one-dimensional) impact seems to be insufficient in situations where risks 

have indirect consequences. This is particularly the case in the context of critical 

infrastructures (CIs) which are highly interconnected and influence one another. Here, 

one of the main challenges lies in understanding the risk, including identification of 

potential cascading effects. Another core issue is understanding the manifold impacts an 

incident has. Due to the vital role CIs play in society, the consequences of an incident 

cannot be measured in financial loss only but may also affect people’s health (mental or 

and/or physical) or even influence the environment, for example in terms of resilience.  

In the context of an Austrian project focusing on critical infrastructure protection 

(Odysseus), we proposed to use multiple risk categories to increase the quality of risk 

assessment and subsequently the risk management. In many discussions, experts 

confirmed the need of such an extension showed interest in the proposed approach. 

However, they also asked how this generalization should actually be put in practice, i.e., 

how to integrate it in a classical risk management process. This paper answers this 

question by describing the generalized framework step by step and illustrating it with an 

example from the H2020 funded PRECINCT project (www.precinct.info).   

This paper is organized as follows. Section 2 describes a risk assessment that considers 

multiple categories. Section 3 shows how to incorporate this generalized assessment in 

the classical risk management process and how serious games may support the 

assessment. Section 4 illustrates the idea with an approach from the PRECINCT project 

and Section 5 provides concluding remarks. 
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2 Multi-categorical risk assessment 

Incidents that affect one or more CIs have far-reaching consequences and impact society 

in many ways. It is therefore hardly adequate to measure the impact in a single (one-

dimensional) quantity. Rather, we recommend considering multiple impact categories 

and measure the impact in each of these to get a richer picture of the consequences of 

an incident. 

2.1 Multi-categorical impact 

Existing guidelines in the context of critical infrastructure protection [BMI] and discussion 

with experts showed that 5 categories capture the most relevant effects [1]: 

(A) Humans affected

(B) Property damage

(C) Economic damage

(D) Environmental damage

(E) Political-social effects

A multi-dimensional impact assessment now estimates the impact of the considered 

incident in each category. This estimate should use the same scale to assure 

comparability. Qualitative estimates are recommended [2] e.g., ranging from 1 (minimal 

impact) to 5 (massive impact). The interpretation of these categories is CI-specific, see 

Table 1. 

Table 1. Qualitative impact scale with different interpretations (cf. [1]). 

Score Interpretation General 

description 

City traffic Hospital 

1 Minimal Insignificant 

impact 

Normal operation Normal operation 

2 Minor Reversible 

impact 

Minor congestion Special treatment may 

not be possible 

3 Moderate Slight effects Delays possible in 

some areas 

Treatment assured, 

but maybe delayed 

4 Major Irreversible 

effects 

Some roads 

blocked, 

significant delays 

Reduced resources, 

less urgent treatment 

postponed 

5 Massive Extensive 

irreversible 

effects 

Impossible to 

transfer inner city 

Intensive care limited 

or unavailable 

This multi-categorical impact assessment is then a vector of assessments, denoted by 𝐼 =
(𝐼𝐴, 𝐼𝐵 , 𝐼𝐶 , 𝐼𝐷 , 𝐼𝐸), where 𝐼𝐾 is the impact in category 𝐾. It is best illustrated through a 

histogram. 
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2.2 Multi-categorical risk  

As often in risk management, a risk level is determined based on likelihood and impact. 

Even though it is possible to also have multi-dimensional likelihood assessments [1], we 

recommend to use a one-dimensional qualitative measure. For example, the likelihood of 

occurrence can be measured on a 5-tier scale ranging from 1 (very unlikely) to 5 (very 

likely) with intermediate values representing unlikely, possible, and likely events.   

An established way to do this is to work with a risk matrix that assigns to each 

combination of likelihood (column) and impact (row) category a risk value, usually 

represented through colours ranging from green (lowest risk) to red (highest risk). An 

example of a risk matrix is shown below in Figure 1 (taken form [1]). 

 

Figure 1. Risk matrix 

Experts should here choose their own risk matrix corresponding to their understanding of 

their specific risks. The colour of the cell is mapped to a risk score, e.g., ranging from 1 

(green cell) to 4 (red cell). Applying this to all impact categories yields a vector of risks 

scores that can again be illustrated through a histogram. 

 

3 Risk management under uncertainty 

Risk management has to deal with uncertainty in many regards. Consequences of a 

threat are uncertain due to cascading effects, but also due to external influencing factors 

(e.g., extreme weather, changes in legal restrictions, etc.). Further, new threats may 

occur (e.g., zero-day attacks) or multiple incidents may happen at the same time and 

influence one another (either by chance or intentionally as in the case of an APT). This 

intrinsic uncertainty should be explicitly considered during risk management. 

3.1 Adapted risk Management process 

An adapted risk management process that can capture uncertainty to some degree has 

been developed in course of the HyRiM project (‘Hybrid Risk Management for Utility 

Networks’) [3] and is therefore called HyRiM-RM process [4]. It is based on the ISO 

31000 risk management process [5] and consists of the following steps: 

1. Establishing the context: collection of information on internal and external 

relevant factors, understand relevant components and dependencies 

2. Risk Identification: relevant threats and vulnerabilities are identified 

3. Risk Analysis: the identified risks are analysed to better understand the 

consequences (and ideally also likelihood of occurrence) 

4. Risk Evaluation: based on the analysis, risks are compared, and priority is 

assigned according to criteria defined in the first step 

5. Risk Treatment: identification of an optimal set of controls such that the chance 

for the worst-case damage is minimized, based on a game-theoretic model 

 

A case study following these steps has been conducted in course of the HyRiM project to 

investigate advanced persistent threats on a water utility network [6]. 

 

 

107



Uncertainty is captured through: 

a probabilistic or multidimensional risk analysis, i.e., the consequences are 

described either through a (discrete) probability distribution over all possible 

consequences or through multiple consequences (as in the case of multiple impact 

categories, see Section 2.1) 

a generalized risk evaluation: two risks are compared based on the probability of 

the worst-case damage (the one with lower probability for maximal damage is 

preferred) or with a lexicographic ordering where the most important category has 

most influence 

a game-theoretic risk treatment: different strategies to reduce the risk are 

compared and a recommendation of which to choose is returned 

The game-theoretic model used in the risk treatment considers an attacker who tries to 

cause as much harm as possible, i.e., the operator of the CI and this (abstract) attacker 

play a zero-sum game. The identified optimal choice of controls is such that the players 

have no incentives to deviate. If the considered risk is not due to an intentional attacker 

but rather due to natural disaster, the chosen framework provides an upper bound to the 

expected damage because the attacker deviates from his optimal strategy (that causes 

most harm due to the zero-sum assumption). The approach can therefore be considered 

as conservative but can also be used in situations where we do not have any knowledge 

about the attacker.  

A crucial difference to traditional game-theoretic models is that the games considered 

here, sometimes called security games, are able to handle vector-valued payoffs, e.g., 

payoffs that represent discrete probability distributions [7]. 

3.2 Insights from serious games 

Infrastructure systems are known as the foundation of cities nowadays. They are 

considered as complex socio-technical systems that assist in transporting, supplying and 

distributing people, services and materials to individuals, businesses, and organizations. 

If infrastructure failure has the potential to cause dramatic consequences in terms of a 

disruption of vital services, the term Critical Infrastructure (CI) is often used [8]. CIs 

symbolize system-of-systems, which are large-scale concurrent and distributed systems 

whose components are complex systems themselves [9]. In other words, the 

components of CIs are networked, where the connectivity as well as the topology of 

these networks have enormous impact on their functionalities [10]. Therefore, the 

protection of CIs is considered as the main concern for decision makers and urban 

planners around the world. In order to resolve this challenging issue, Serious Games are 

a promising approach that have been receiving much attention in recent decades [11]. 

Serious Games are a simplified version of reality that enable players to experience 

decision-making and evaluate the results. Serious Games are primarily used for training 

purposes as a form of experiential learning that employ simulation techniques as a cost-

effective alternative to often high risk and costly real-life activities. In Serious Games, 

players interact to gain understanding of how complex social–technological systems are 

and learn from their decision-making experience [12]. Moreover, the interaction of 

players who play certain stakeholder roles may lead to a better understanding of the 

system, including the real-world consequences of the players' decisions [13]. Serious 

Games are capable of combining game technology with science in real-world applications, 

with the explicit aim of a serious game being, for instance, the analysis of human 

behaviour/decisions, a training effect in the players' skills, or the development of a better 

understanding and increased awareness of challenging problems and interdependencies 

in complex systems such as CIs [14]. Game theory provides a framework to model the 

confrontations in CIs between the strategic attackers and defenders [15]. Ultimately, 

Serious Games create targeted learning objectives and encourage the player to make 

strategic decisions, define priorities and solve a given problem interactively. 
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Within this paper, a multiplayer turn-based attacker-defender game dynamic is 

presented. The Serious Game concept is presented in Figure 2. This game dynamic will 

achieve the goal of the Serious Game to provide an environment whereby CI operators 

and cybersecurity specialists can engage their area-specific skills and knowledge to 

ultimately discover the unknown threats that exist in cyber-physical infrastructure, to aid 

vulnerability assessments. Examples of the summary statistics collected from attacking 

gamers’ actions include; percentages of budget spent on bribery, explosives, gun/knife 

attacks, hacking, etc., and percentages of budget spent by the emergency response 

sector. In the scenario of a cyber-attack (e.g., distributed denial-of-service (DDoS)), a 

Game Director will be assigned a role to specify the attackers’ budgets and other attack 

and controlling parameters – the scenarios that will emerge will come from the attackers 

and the defenders’ responses to them. Whereas, for natural disaster scenarios (which 

could be caused by an attack), the Game Director will define the natural event 

parameters and monitor the interaction with the attackers and defenders. 

 

Figure 2. Serious Game design concept 

 

While the game-theoretic framework assures optimal selection of countermeasures to 

protect a system against a threat, assumptions about players preferences and behaviours 

may be incorrect. A good way to validate or improve the chosen model is to collect data 

on how people react in the considered scenario by evaluating their decision-making. A 

data mining algorithm will be deployed on the server of the Serious Game, tracking 

defined interactions of the user and the system (see Figure 3). These trends will 

highlight potentially unidentified interdependencies, vulnerabilities and cascading effects 

as well as measures taken by the players to mitigate them and facilitate the updating of 

conditional probabilities.  

Vulnerabilities to previously unanticipated combinations of threats or cascading effects 

will be identified through the novel Serious Games approach. The ingenuity of the game 

players (CI operators, emergency responders, etc) will be exploited by data mining 

(involving machine learning techniques) the Serious Games’ gameplay records to pre-

empt the potential for successful attacks and inform defence strategies. The Serious 

Game environment will provide a powerful experiential learning and training tool for staff 

involved in the defence of CIs. The game simulation will set out desired learning 

objectives via prompting the player to make various decisions to cyber-physical treat 

scenarios. The backend simulation of the game will then model the consequential effects 

of the cyber and physical attacks on the performance of transport/ energy/ 

communications networks. Records from playing the Serious Game will contain valuable 

data on how people behave and which actions they take. Comparing this with the 
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hypothetical behaviour of players will allow the refinement of the game theoretic model 

and therefore adjust the optimal choices, where necessary. 

 

4 Illustrative example 

One of the threats considered in the ongoing PRECICNT project [16] is a flash flood due 

to heavy rainfall affecting a city of approx. 500,000 inhabitants. Historical data and 

discussions with experts showed that such an event first and foremost affects city traffic. 

Strong limitations of city traffic affect other CIs, in particular it is difficult for emergency 

services to reach the city centre to help people or to take people to the hospital. In case 

of strong and long-lasting disruptions, electricity and gas supply may be affected, which 

in turn affects other CIs, e.g., the sewer system or a hospital. The consequences depend 

on many external factors that are unknown or can’t be controlled, e.g., the traffic 

situation in the city or availability of emergency stuff and equipment. The adapted risk 

management process from Section 3.1 is applied step by step. 

1. Establishing the context 

Relevant components and dependencies are identified in discussion with experts. This 

can be represented in a diagram as shown in Figure 3  

 

Figure 3. Dependency graph for flooding scenario 

 

2. Risk Identification 

Information on the relevant threats is collected (e.g., from historical data) and 

vulnerabilities are identified. Vulnerabilities can be technical (e.g., supported by 

tools such as OpenVAS or Nessus), organisational (e.g., lack of awareness of 

social engineering attacks that may be reduced through trainings). In the 

considered example the focus is on the flooding threat as such events have been 

observed with increased frequency in recent years. 

 

3. Risk Analysis 

The identified risks are analysed to get a better understanding. For the considered 

flooding scenario, the likelihood of occurrence may be estimated from recent data 

(due to ongoing climate changes it is recommended to refrain from old data as it 

may be biased). We assume that a flooding is possible, i.e., the level is 3.  
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The impact is estimated based on experience where the assessments in different 

categories can come from different experts. For the flooding example we expect 

minimal damage for humans, environment, and minimal political-social effects, 

minor damage for the environment and moderate economic damage, so the 

impact assessment is 𝐼 = (1,2,3,1,1) as shown in Figure 4. 

 

 

Figure 4. Illustrative multi-categorical impact assessment for CI transportation in case of 

a flooding 

Assuming a likelihood of occurrence of 3 (i.e., assumed that a flood is possible) and a 

risk matrix as shown in Section 2.2 yields risk levels as shown in Figure 5. 

 

 

Figure 5. Multi-categorical risk assessment for CI transportation in case of a flooding 

 

4. Risk Evaluation 

In this general framework, risks are compared through lexicographic ordering. For 

that sake, the different categories may be rearranged such that the assessments 

of the most important category are compared first. For example, if A (humans) is 

the most important category, then a risk with assessment 𝑅1 = (1,2,3,1,1) is ‘better’ 

than 𝑅2 = (2,1,3,1,1) since the level in category A (first entry) is smaller. 

 

5. Risk Treatment 

Finally, the question is how to deal with the analysed risks. The answer can be 

found in two steps. First, a set of possible counteractions is identified. Such a set 

contains options to protect critical points or reduce the impact. For the flooding 

example, this could include improved protection of strongly affected points (e.g., 
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narrow roads or tunnels) or building of an additional protection wall. Second, the 

question is which of these should be chosen to provide maximal protection with 

limited resources. Even for a small set of counteractions it is recommended to 

approach this problem systematically, e.g., by applying game theory. To do so, 

the payoffs for each combination of threat and counteraction need to be estimated 

– in our setting, this results in a histogram of expected damage for each scenario. 

The best combination of counteractions can then be identified through an 

optimization algorithm [17]. The implemented algorithm prefers situations where 

the worst-case damage (i.e., the risk level of the most relevant category) is lower. 

Optimization of multiple quantities is possible (e.g., minimize damage and 

maximize availability), but in this case it is necessary to measure all quantities on 

the same scale.  

 

5 Conclusions 

In situations where risk assessment and risk management face uncertainty, as in the 

case of networks of CIs, it is recommended to use multi-dimensional risk assessments. 

This general form can be incorporated in a classical risk management process and can be 

supported from both game theory and serious games. However, there are also several 

challenges, including the individual risk assessments and the identification of 

countermeasures. These issues will be discussed in more detail in the course of the 

PRECINCT project. 
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Abstract

Landslide is one of the major geohazards threatening human life and economy. Landslides
have claimed tens of thousands of lives in the new millennium worldwide and an estimated
economic loss of $20 billion annually. Information on causes and impacts of landslide
hazards can be found abundantly, however, studies on impacts of landslide on transport
networks, particularly on the quantification methods of the landslide impact are still
relatively scarce. This paper aims to review the distribution of contributing and triggering
factors of landslides around the world and their physical and economic impact on transport
networks, including the methods of assessing the impact. A slope can undergo a failure
due to numerous contributing factors, i.e. geological, morphological, ground and
hydrological conditions, human causes, etc., but there is often only one factor that triggers
the landslide at the moment of its failure. Statistics showed that precipitation followed by
water level change are the leading triggering factors (58%) of landslides worldwide. In
particular, rainfall-induced landslides have resulted in nearly 90% of deaths worldwide.
Ground conditions and human causes are the main contributing factors of landslides. 40%
of the landslides resulting from human factors come from construction activities in the
developing world. Various methods have been deployed to assess the impacts of landslide
on transport networks, such as GIS approach, transport network modelling, impact
modelling and questionnaires surveys. The impacts of landslides on transport networks
include delays in travel time, damage to vehicles and transport infrastructure, serious
injuries and fatalities, and increased cost of maintenance. Scarcity of data and the
difficulties in obtaining robust database, as well as their associated costs proved to be a
hindrance to effective landslide impact assessments on road networks.

Keywords: Landslide, resilience, triggering factors, contributing factors, impact
assessment, transport network.

1 Introduction

Landslides are one of the major devastating geohazards that claimed tens of thousands of
lives in the new millennium worldwide and an estimated economic loss of $20 billion
annually [1]–[3]. Centuries prior, many countries worldwide have suffered deaths and
economic losses due to landslides and the impact is still on the rise. It was reported in [4]
that the greatest economic impact of landslides is on transportation infrastructures. This is
especially true in rural regions where the transportation network is sparse, and the
availability of alternate routes is minimal. As a result, a minor landslide will bring a great
impact on the economic sector over an extensive region [5]. Studies of landslides relating
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to deaths of the population can be found abundantly [3], [6], [7], but studies on the
impacts of landslide on transport networks are still relatively scarce.

This paper aims to review the factors causing landslides and their impacts on transportation
networks. These include triggering factors, as well as contributing factors. This review is
useful to help in understanding the reasons of high landslide susceptibility in certain parts
of the world. In addition, case studies methods and impacts on transportation networks
will also be discussed.

2 Factors Affecting Landslides

According to [8], a slope can undergo failure due to many contributing factors, i.e.
geological, morphological, human and physical, but there is only one factor that triggers
the landslide at the moment of failure. By definition, a trigger is an external stimulus, i.e.
extreme precipitation, storm waves, earthquake shaking, volcanic eruption, or rapid
stream erosion that result in a near-immediate reaction in the form of a landslide through
the rapid rise in the stresses or through the reduction of the strength of slope properties.
In certain scenarios, landslides could transpire without any evident attributable trigger due
to assortment or combination of causes, such as chemical or physical weathering of
materials, that progressively take the slope to failure [9]. By definitions, triggering factors
are those extrinsic factors that cause a sudden failure to the slope, while contributing
factors are defined as the intrinsic factors that gradually reduce the safety margin of slope
over a long period. However, this differentiation is arguable as both contributing and
triggering factors are inter-related. For instance, rainfall infiltration is a triggering factor
for slope failure. As rainwater infiltrates into the soil, it will weaken the soil strength, while
the weakened soil itself is regarded as a contributing factor. Therefore, it is obvious that
slope failure involves a very complicated mechanism that sometimes it is not caused by
one factor, but a combination of multiple factors. The triggering and contributing factors
that cause landslides will be discussed in this section.

2.1 Triggering factors

According to [10], the most common landslides triggering factors include extreme
rainfall, rapid snowmelt, volcanic eruption, earthquake shaking, change in water level,

i.e. rapid drawdown. Other common triggering factors are the change in slope geometry
and erosion [11], [12]. The distribution of triggering factors worldwide is plotted in

Figure 1. Statistics showed that precipitation followed by water level change are the
leading triggering factors (58%) of landslides worldwide [11]. A comprehensive review by
[13] found that the majority (54.2%) of landslide studies that can be found on current
available literature dealt with rainfall-induced landslide. A documented study by [6] stated
that rainfall has always been the main trigger of landslides all around the world, amounting
to approximately 3841 landslide disasters worldwide between 2004 to 2016. Globally,
rainfall induced landslides have resulted in nearly 90% of deaths [14], [15]. 41% of the
rainfall-induced landslides worldwide were contributed by the Asian continent, notably
China, Nepal and India.

Extreme precipitation contributed to 73% of all fatal landslides in Latin America and
Caribbean [16]. Brazil and Colombia together contribute to 67% of all rainfall triggered
landslides in Latin America amounting to 37% and 32%, respectively, with most of the
disasters concentrated around south-east Brazil and central region of Colombia. A
distribution of triggering factors of landslides in Colombia are as follows: rainfall 87%,
human activity 10%, seismic excitation 0.6% and 0.1% for volcano eruption [17].

From the statistics in Figure 2, it is clear that China alone has contributed to 81% of all
rainfall triggered landslides of the whole East Asia due to the summer Monsoon season.
This amounted to about 15% of all the total rainfall induced landslides worldwide [1].
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In South Asia, the summer Monsoon has also resulted in a rise in landslide disasters in
India, Nepal, Pakistan and Bangladesh. Nepal and India contributed to 26% of the world
rainfall-induced landslides at 10% and 16%, respectively. It was stated by [18] that 83%
of landslide occurrence in Bangladesh were caused by extreme precipitation.

Most of the rainfall triggered landslide disasters in South East Asia are from Indonesia and
Philippines at 46% (42% caused by typhoons) and 32%, respectively. It was further stated
by [6] that 22% of the rainfall triggered landslides in the south-east Asian region which is
equivalent to 5% worldwide were brought about by typhoons.

Rainfall-induced landslides occur due to the rise in pore water pressure or loss of matric
suction in soil [19]. Rainwater that seeps into the soil may cause an increase in soil
overburden pressure and a reduction in shear strength, and hence increases the probability
of landslides. The rainfall threshold required to initiate a landslide event varies depending
on the contributing factors. For example, a rainfall event of 48 hours with a cumulative
rainfall amounting to 36.7 mm only was found to have triggered landslides in the
Kalimpong Region of the Darjeeling Himalayas [20]. A few conditions that contributed to
this low threshold value for that region included improper drainage, toe cutting as well as
the rise in construction activities which blocked the water flow. In addition, the geological
settings of the region that consisted of moderately to highly weathered chlorite schist,
phyllite, phyllitic quartzite had further contributed to its landslide susceptibility [19]. The
distribution of contributing factors of landslides worldwide will be discussed in section 2.2.

Figure 1 Distribution of landslide triggering factors around the world.

Source: [11]

Slope
geometry
change

3%

Rainfall
58%Loading change

5%

Water level
change
35%

Slope geometry change Rainfall Loading change Water level change

116



Figure 2 Distribution of rainfall induced landslides across different regions.

Source: [6]

2.2 Contributing factors

Geological conditions, geo-morphological conditions, physical, and manmade factors are
the main contributing factors to landslides [8]. According to [11], numerous studies have
been conducted to determine the distribution of landslide contributing factors taking into
account countries, such as China, Italy, Thailand, Russia, Taiwan, Germany, Korea, Japan,
and Australia. Figure 3 shows the distribution of the contributing factors of landslides
worldwide. A similar distribution was found in [12]. It is clearly shown in the chart that
ground conditions and human causes are the main contributing factors of landslide failures
on a global scale. Furthermore, the landslides disaster also occurs from the
mismanagement of land use due to the rise in population and the demand for agricultural
activities that consequently force the population to stay in regions susceptible to landslides
[21]. A documented study by [1] states that human activities, such as construction and
mining, have contributed to approximately 770 landslide disasters with 3725 deaths
between 2004 and 2016. Figure 4 shows the distribution of landslides resulting from
human activities worldwide. It is clear that human activities that cause the most landslides
come from construction activities followed by illegal mining and illegal hill cutting. Volume
of material is not taken as cause of landslides. Globally, majority of the landslides disasters
occurring from construction activities in India (28 %), followed by China (9 %), then
Pakistan (6 %), the Philippines (5 %), Nepal (5%) and Malaysia (5 %) [1]. On average,
construction-induced landslides claimed 3 lives per each landslide. In China, 52% of
disasters occurred in urban construction sites, while landslides along roads were scarce (7
%). On the contrary, India and Nepal comprised 30% and 43% of landslide disasters,
respectively contributed by road construction. [22], [23] stated that the rise in landslides
disasters in the Himalayan region has always been associated with road construction due
to the poor engineering design, route choice and poor management [24]. From the chart
in Figure 4 it is seen that landslide disasters due to mining are driven by the rise in illegal
or unregulated extraction. Globally, the nations that give rise to landslides from mining
activities are India (12 %), followed by Indonesia (11.7 %), China (10 %), Pakistan (7%)
and Philippines (7%) [1].
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Figure 3 Distribution of landslide contributing factors around the world.

Sources: [11], [12], [25]
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Figure 4 distribution of landslides resulting from human factors worldwide.

Source: [1]
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3 Landslide impacts on transport networks

It was stated by [26] that landslides disrupt access to remote rural regions where the
economic activities are typically transport-dependent. Extensive areal vulnerability can be
attributed to the transport network, instead of the event itself. One can utilize GIS for
landslide mapping purposes to determine the area of impact. Slope stability evaluation
tools such as Limit Equilibrium Method (LEM) and Finite Element Method (FEM) can be used
to predict the landslide susceptibility of a specific study area. The runout distance of a
landslide can be evaluated by performing Discrete Element Method (DEM). To perform
these assessments, geotechnical field survey such as soil investigations must be carried
out in the first place, followed by the modelling of the slope and then accessing its stability
and impact.

In real life scenario, a landslide event that occurred at an access road in the Blue Mountains
of Jamaica completely cut off the nearest route linking local coffee manufacturers with the
international market [5], [26]. A long-term impact following that event would be on the
tourism industry, as well as other economic activities. Landslide impacts on transport
networks are both qualitative and quantitative and they are generally the largest impact
stems from the closure of road networks. Qualitative economic impacts of landslides on
transportation networks are such as:

 Loss of utility of parts of the road network
 Road users are forced to make detours to reach their destination
 Cutting off the access to and from rather rural regions to other services i.e.

employment, health and educational prospects

Quantitative economic impacts of landslide events that result in road closure are
categorized by [27] into three categories:

 Direct economic impacts - The direct expenditures involved in cleaning up and
repair/replacement of lost / damaged infrastructures, search and rescue operation
costs

 Direct consequential economic impacts – Typically related to infrastructure
disruption and utility losses, i.e. costs for road closures (or implementation of
single-lane with traffic lights) for a specific period with a given diversion, costs
involving injuries and deaths may also be taken into account

 Indirect consequential economic impacts – Generally, access to secluded
regions is affected by landslides causing a disruption in economic activities. Hence
the vulnerability is widespread and is governed by the transport network rather
than the landslide incident itself. If an impacted route is forced to close for an
indefinite or a very long period of time, confidence and viability of local economic
activities, i.e. business, agriculture and manufacturing on a long term basis will
certainly be greatly affected, such as the coffee production of Jamaica example
above. Furthermore, tourism industry will be affected as the confidence of visitors
/ tourists to travel within the landslide prone regions will be lower. This is the
hardest cost to compute as they are typically widespread both socially and
geographically. A few approaches to compute these costs will be through cost-
benefit analysis, cost-effectiveness analysis, willingness to pay, multi-criteria
analysis and approaches based on transport assessment.

However, the terms and definition used by [27] may appear to be ambiguous and overlap
each other such as the Direct consequential economic impacts and indirect
consequential economic impacts. In light of this uncertainty, another similar set of
terms and definitions by [28] will be used in this present study:

 Direct losses: Deals with human life and injury as well as physical damage to
productive and social assets.
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 Indirect losses: Related to disruptions to the flow of goods and services stemming
from the direct losses. i.e. costs of road closures for a specific period of time.

 Secondary losses: Deals with the impacts on socio-economic imbalances and
performance of the economy of the affected region. For example, profitability losses
in a certain manufacturing or agricultural industry.

3.1 Direct losses

In a documented study by [4], data collection was made and the direct economic losses
due to landslides affecting the federal road network in the Lower Saxon Uplands of North-
West Germany were modelled. The method utilizes the locally obtained data for the
purpose of extrapolating direct costs for the study area. A susceptibility assessment and
infrastructure exposure model was also used. The study estimated that the average cost
per kilometre of highway at risk of landslides in the study area to be US$52,000 per km.
It was also mentioned that obtaining landslide restoration costs proved very challenging
and, where available, their accuracy and reliability was to be questioned.

Another similar study by [29] dealt with the direct economic impacts of rainfall induced
landslides on the road network of two regions of Italy, i.e. Marche and Sicily. Road maps
and landslide data were exploited using the GIS method to determine the different metrics
which quantify the impact of the landslide events on the natural landscape and on the road
networks, by road type. The maps were utilized with cost data obtained from various
sources, i.e. local authorities, as well as special legislature, so as to assess the unit cost
per metre of damaged road and unit costs per square metre. The result varied in the two
study areas. The cost per metre and the cost per square metre in the secondary road of
Marche region were computed to be approximately US$ 2215/m and US$55/m2; whereas
for the main road of Sicily, costs were estimated at US$18,431/m and US$124/m2.

A related study [30] collected and utilized information on the national road network of the
People’s Democratic Republic (PDR) of Laos, as well as road maintenance costs to assess
the yearly average landslide losses per kilometre. It was reported to be between US$1000–
1500 per km.

The direct landslide losses on the road networks as extracted from the studies by [4], [29],
[30] are tabulated in Table 1. It is seen that there is a huge variation between the landslide
costs incurred per metres for the regions. This could be due to a number of reasons such
as; (i) both Marche and Sicily computed estimates based on a single huge landslide event
where as NW Germany and Laos were based on a longer period of time where numerous
landslide events have occurred; (ii) engineering features, as well as maintenance levels for
different types of road will surely vary; (iii) different countries will possess different
socioeconomic condition, resulting in the variation of remediation and maintenance policies
and costs. The studies by [4], [29] however, only focused on direct economic impacts and
the degree of extrapolation used by [4] across the road network was deemed inappropriate
in regions where landslides occurred rather rarely such as in Scotland. The study by [30]
indeed dealt with direct economic costs and consequential impacts. However, the
methodology to the indirect losses seemed to assume that all the vehicles that will regularly
drive on the road will wait until the period of closure is over. This may be applicable in Laos
and reflects on the road network’s morphology of the country of study. Diversions and
traffic flow restrictions that are common in the European continent is not being considered.
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Table 1 Direct economic impact of landslides on road networks of various regions

Region
Direct economic cost (US$ per
metre)

North-West
Germany 52

Sicily 18,431

Marche 2,215

Laos 1 -1.5

In August 2004, a series of rainfall-induced landslides occurred in Scotland notably at the 
A83 between Glen Kinglas and to the north of Cairndow (9 August), the A9 to the north of 
Dunkeld (11 August), and the A85 at Glen Ogle (18 August) [31]. Although there were no 
casualties, 57 people have to be evacuated by air from the A85 Glen Ogle road when they 
were trapped between two huge landslides. The A83 Rest and be Thankful road, while not 
involved in the series of landslides of August 2004, has been subjected to numerous 
landslides resulting in road closures notably in 2007, 2008,2009, 2011, 2012, 2014, 2015, 
2017 and 2018. The direct costs for 5 Scottish landslides between 2004 and 2014 were 
assessed by [26] and they fall in between US$ 0.34 million and US$ 2.32 million.

3.2 Indirect losses

From the case study in Laos [30], indirect losses regards to road closures (predominantly 
cost of lost time and vehicle operating costs) were assessed by taking into account 
parameters such as GDP per head, percentage of population within working age, 
unemployment rates and estimated working hours per year. Their estimate was around 
US$50,000 per day for an average annual daily traffic (AADT) of 100 and US$150,000 for 
AADT of 300. Most of the landslides affecting their national road network seemed to be 
shallow and localised slope failures in cut slopes. Environmental costs associated with 
average landslide events were estimated to be at US$8,150. Overall, the impacts of 
landslides on national road networks of Laos was deemed to be less than some other 
landslide prone Asian countries such as Nepal [22].

Indirect losses for 5 landslides in Scotland between 2004 and 2014 (which were heavily 
governed by the traffic volume usage of the road and disruption duration) were estimated 
to be between US$ 0.25 million and US$ 1.91 million using the QUADRO program [26]. A 
similar case study by [32] generated a database of possible landslide-prone road 
segments in Scotland by utilizing landslide susceptibility data with the aids of GeoSure 
program. It was shown that 34% of Scotland’s strategic road networks i.e. 1,500km out of 
4,300km were prone to landslides, which would bring about indirect economic losses 
greater than US$ 43,000 per day of closure (as computed in their SUMO road transport 
models).

3.3 Secondary losses

Questionnaires surveys were used to determine secondary losses for Scotland [26]. 
Although the costs were not released in the study, it gave valuable qualitative statistics. 
Interestingly, their survey reported that landslide could yield positive secondary impacts. 
For example, hotel operators benefited from the landslides at A85 Glen Ogle as the road 
users who were trapped between the landslides have no choice but to put up in the guest 
house. Similar scenarios also occurred in various places around Killin which seemed to 
raise the image of the municipal.
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Another report by [33] also analysed thoroughly on the direct economic losses, and, to a 
certain extent, the indirect losses and secondary losses due to landslides in Colorado, 
USA. The study conducted on the latter two impacts focussed on the qualitative analysis. 
Similar to the published paper by [26], secondary losses caused the economic activity of 
certain area to plummet, and impacts on other areas to rise. For example, the 2010 
Glenwood Canyon rockfall event resulted in the rise in the economic activity of aviation, 
i.e. exponential rise in flight costs and an increase in the usage of chartered aeroplane 
between key locations on either side of the rockfall event. In addition, many geotechnical 
engineering firms were also benefited from increased remedial and mitigation projects in 
relation to the rockfall event.

Secondary losses due to landslides on the highway domain strip of Serada Pelada region 
of Brazil was forecasted by [34] at a loss of US$ 18,307.28 for the banana plantation. The 
cost attributed to the loss in the banana plantation was of US$ 0.50/m2 for a 6-year 
period.

4 Conclusion

The review provided in this paper is only a restricted summary of the extensive studies 
carried out on distributions of the factors causing landslides and the economic impacts of 
landslides on transport networks. Statistics showed that rainfall and change in water level 
are the main triggering factors to landslide, while ground condition and human causes are 
the main contributing factors. The majority of the published works on landslide impacts of 
transport networks dealt with the direct losses which are rather straightforward; less on 
the indirect losses and even more scarce on the secondary impacts. Sometimes, a landslide 
event may not only bring negative impacts but also create some positive impacts such as 
more businesses for hoteliers in providing temporary shelters to road users who are 
trapped between the debris flow. The estimates of economic consequences of landslides 
on transport network are much more complicated than the direct impacts. What is apparent 
is that the approach to this problem is by no means uniform and standard. Every country 
has its own approach, solutions and roads with different engineering properties and 
maintenance levels that result in very different costs worldwide.

The present review study also highlighted the difficulties arise in collecting data for 
landslide events on transport networks and their associated costs. A robust database is 
needed for accurate and reliable national economic impact analyses, as well as an effective 
management of landslide risks, particularly in developing countries. At present, the authors 
are developing a landslide F-N curve for Malaysia in an effort of quantifying landslide risk 
and its associated impacts. It was found that data collection is not so straightforward as 
data have to be mined from multiple sources such as newspapers, reports from relevant 
government agencies etc. The author also has future plans of carrying out quantitative risk 
assessment (QRA) on societal risk posed by landslide to road networks in Malaysia and 
foresee challenges in developing a robust database. As quoted in [26], “past data for direct 
economic impacts are generally labour intensive to retrieve. The experience here has been 
that as people move on both knowledge and experience are lost but, even more critically, 
as contracts pass to new organizations data and information about events is lost”. Perhaps 
this is the reason why there is such a scarcity on published studies regarding impacts of 
landslides on transportation networks. The authors are currently putting in efforts to 
develop a landslide database for the country of study. In addition, the authors also plan to 
predict the data which is missing such as using methods of extrapolation. A potential 
improvement could be for regulatory bodies and authorities to make their data more 
organized and available so that impact assessments of landslides on transportation 
networks will be more effective.
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Abstract 

The Seveso III Directive 2012/18/EU imposes an obligation for the site operator, in 
identifying the hazards and assessing the major risks of the establishment, to take the 
NaTech risks into account, paying attention to the entire spectrum of natural hazards 
that may affect the site. 

The results of the NATECH risks assessment must be considered in the location, design, 
construction, and operation of the industrial establishment, as well as in the 
implementation of mitigation measures and emergency planning. In this sense the Safety 
Management System for the Prevention of the Major Accidents plays an important role to 
ensure the correct implementation of the prevention and protection measures against 
major accidents originating from NATECH events. 

Starting from the main outcomes of the analysis of some industrial accidents, a specific 
focus is presented on how organizations could manage these problems, through specific 
procedures, good practices and methods used to assess industry’s response to NATECH 
issues. It is then described an in-depth analysis carried out on the NATECH risk of 
lightning for industrial plants and equipment, for the identification of the critical elements 
for safety, as well as the main protection measures for electrical and electronic 
equipment.  

1 Introduction 

The Seveso III Directive 2012/18/EU, implemented in Italy by the D.Lgs. 105/2015 [1], 
imposes an obligation for the site operator, in identifying the hazards and assessing the 
major risks of the establishment, to take the NaTech risks into account, paying attention 
to the entire spectrum of natural hazards that may affect the site. 

With the acronym NaTech, from the English Natural Hazards Triggering Technological 
Disasters, the international literature identifies technological accidents, such as fires, 
explosions and toxic releases that can occur inside industrial establishments and along 
distribution networks and pipelins following natural disasters events. The evaluation of 
the effects of natural events on Major Accident Hazard establishments requires a 
systemic and multidisciplinary approach in relation to the complexity of the contexts to 
be analysed both from the plant and structural point of view. 

Scope of the paper is highlighting the importance of the Safety Management System for 
the Prevention of the Major Accidents (SMS-PMA), to ensure the correct implementation 
of the prevention and protection measures against major accidents originating from 
NATECH events, as derived from the analysis of some industrial accidents occurred in 
Italy.     

2 Natural hazards as significant cause of industrial accidents   

The incidental data extracted from the e-MARS database of the European Commission [2] 
show that from 1985 to today in the EU countries there has been an average NaTech 
accident per year, while on about 7000 accidents that occurred in industrial sites, 
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collected in the Bank UK-HSE MHIDAS data [3], 3% of accidents are classified as NaTech 
having been induced by natural events such as earthquakes (8%), floods (16%), 
landslides (7%), strong winds (13 %) and lightning (56%). Figure 1 is shown below, 
which represents the number of accidents occurring as a function of extreme natural 
events [4]. 

Figure 1. Number of accidents occurring as a function of extreme natural events. 

 
Source: JRC, 2014 

In the Table 1 below it is possible to summarize the main types of plants, infrastructures 
and industrial equipment vulnerable to natural hazards in the event of adverse weather 
conditions. 

Table 1. Equipment and plants vulnerable to natural hazards. 

Industrial equipment and plants Natural hazards for adverse conditions 

Gas, fuel oil and coal thermoelectric power 
plants 

Floods  

Pipelines for the transmission and 
distribution of gas, oil pipelines 

Floods (Landslides) 

LPG depots Floods 

Mineral oils depots Floods, lightning, strong winds, storms 

Refineries and chemical and petrochemical 
plants: 

 

 Process columns Strong winds, storms 

 Above ground tanks Strong winds, storms, floods, lightning 

 Mounded tanks Floods  

 Pipelins (also underground) Floods  

 Motors, pumps, compressors Floods  
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 Control room and instrumentation Floods, lightning 

 Warehouses of packed products Floods  

Service utilities commonly found in 
industrial plants whose failure can lead to 
hazardous situations: boilers; refrigeration 
systems; cooling towers; power supply; 
water treatment; torch systems 

Strong winds, storms, floods, lightning, 
changes in water availability, increases in 
water temperatures and decreases in the 
availability of cooling water 

Toxic products depots Floods  

Warehouses of phytosanitary products Floods  

Coastal depots, plants and terminals  Sea storms, sea level rise 

Source: CTI, 2021. 

2.1 Floods 

As indicated in the table 1, floods (with consequent landslides, depending on the terrain) 
are the most common and widespread natural danger in our country and many 
productive activities in all sectors are vulnerable in the event of adverse weather 
conditions. 

The danger of floods can never be completely eliminated and therefore every manager of 
a Seveso establishment must prepare in advance to limit the impact that a flood could 
have on its activities, through dedicated planning that takes into account that an event of 
this type could trigger or make a major accident more serious, directly or indirectly. He 
must therefore provide, through the adaptation of its SMS-PMA, the necessary measures 
to prevent or limit the consequences for human health and the environment. 

Directive 2007/60/EC relating to the assessment and management of flood risks (Floods 
Directive - FD) [5], provides the elements for the assessment and management of this 
type of risk which in Italy is implemented with D.Lgs. 49/2010 [6]. 

2.1.1 Industrial accidents following floods 
Following continuous torrential rains which lasted several days, the plants of a refinery 
located in the port area flooded. Production was stopped due to the water level. A violent 
fire followed, as well as several explosions of tanks, electrical equipment (transformers) 
and pipes. Four hours later, fires still persisted in the gas and crude oil sectors of the 
refinery. The fire was extinguished after 20 hours. Two people died and four were 
injured. Extensive material damage resulting from the accident led to the closure of the 
refinery and the suspension of all activities. 

The sequence of fires was caused by the flood that actually moved the exhausted oil, 
displacing it from the sewer system. The waste oil that floated on the surface then came 
into contact with the hot parts of the systems, causing several fires and explosions in the 
pipes and electrical transformers. From the analysis of the operational experience on the 
event carried out by the site operator, as detailed during the post-event inspection on 
SMS-PMA, in accordance with the D.Lgs. 105/2015, it is fundamental to highlight the 
following technical and organizational factors: 

 Implement effective procedures to prevent the rapid distribution of flammable
liquids by alluvial waters. This element is critical for the operational control of the
protection measures, as reported in the emergency planning of the establishment;
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 Good maintenance practice is to make sure the drains are clean so that they do 
not block the water drain. This element is critical for the operational control 
activities according to an adequate and scheduled maintenance plan, as reported 
in the SMS-PMA implementation.   

Following an in-depth analysis of the accident occurred, it is possible to focus attention 
on a series of lessons learned from the event, in order to prevent possible occurrence or, 
if necessary, limit their consequences.  

The site manager, in order to mitigate the impact of a flood, must undertake a series of 
improvement actions in order to make the perimeter of the plant, buildings or specific 
areas within buildings or equipment containing hazardous substances (in quantities and 
conditions such as to cause a major accident), inaccessible to water. These actions 
include the following types of protection (or combinations thereof), chosen following an 
adequate balance between critical systems of a technical and managerial nature: 

 Construction of defense works; 
 Closure of openings and water entry points; 
 Waterproofing of walls;  
 Seal the penetrations in the walls;  
 Installation of pumps for the collection and removal of water (dewatering pumps); 
 Installation of non-return valves; 
 Ensure a control plan on a periodic basis and also to be carried out afterwards a 

flood and before an expected flood. 

The site manager should also locate fire pumps, sprinklers, suppression systems and 
other fire suppression systems, with associated electrical equipment, outside of flood 
hazard areas or above the maximum achievable water level. 

If there are critical equipment for process safety, production or operations that are 
located at a lower level than the maximum achievable by the water, the site manager 
must ensure they are flood-proof (if their functionality is required during the flood for 
safety reasons or to ensure continuity of production). In the case of electrical equipment, 
it must be designed to work even if continuously immersed and have an electrical 
classification IP X8 (protected by permanent immersion in water - submersible to 3 m 
depth in continuous immersion and in any case for more than one hour, resistant to a 
pressure of at least 10 bar exerted in all directions). 

2.2 Lightning  

As indicated in the table 1, lightning is another common and widespread natural danger 
in our country. In fact, every year Italy is struck on average by about 600,000 lightning 
(excluding seas), with an average density of lightning on the ground equal to approx. 2 
discharges per year per km2. However, the actual lightning density largely depends on 
geographic conformation. 

There are currently no known devices or systems aimed at modifying the natural 
epilogue of this meteorological phenomenology, in order to prevent its formation: this 
means that the risk associated with lightning cannot be eliminated in any way. 

The CEI 81-30 standard [7] was repealed in 2020 and with it the method of obtaining the 
average number of lightning strikes to the ground per year and per square kilometre 
(s.c. “Ng”). This value is a fundamental parameter for calculating the lightning risk of a 
structure. It is important to remind that the obligation to make this assessment derives 
from Legislative Decree 81/08 (safety at work legislation) [8]. Now, to calculate the 
lightning risk, it must refer to the new CEI 81-29 guide [9], which refers to the CEI EN 
IEC 62858 standard [10].  

These data have now been replaced with those of the SIRF (Italian Lightning Detection 
System) database [11]. The detection system consists of a network of sensors for the 
detection of lightning throughout the Italian territory, including the neighbouring islands 
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and seas, capable of providing extremely precise data. This approach is a major 
innovation in the field of lightning damage prevention as it provides a value of "Ng" 
based on lightning data collected in over ten years of observations. These data, for the 
entire Italian territory, have high spatial and temporal precision (identification of the 
place and instant in which each single lightning strike occurred). 

2.2.1 Industrial accidents following lightning 
Following a thunderstorm, there was a significant interruption in the power supply of a 
refinery which resulted in the loss of cooling on a distillation column inside the 
hydrogenation unit. Some control systems were of the manual type: the lack of detection 
caused an increase in column pressure. Safety valves, designed to protect equipment 
from overpressure, did not work properly, causing a large volume of gas to be released 
into the atmosphere. 

From the analysis of the operational experience on the event carried out by the site 
operator, as detailed during the post-event inspection on SMS-PMA, in accordance with 
the D.Lgs. 105/2015, it is fundamental to highlight the following technical and 
organizational factors: 

 The impact of lightning strikes on the power supply can be an indirect cause of 
loss of containment due to process anomalies; 

 This element should be considered in the risk assessment and the safety critical 
elements that could be affected should be assessed accordingly. 

The elements above are critical for the issue of the hazards identification and risks 
evaluation, and the subsequent operational control activities on critical technical systems, 
according to the SMS-PMA implementation.  

Another important theme to focus on are the fires involving storage tanks; they are also 
typical events following lightning in fact, a third of the tank fires are attributable to it. In 
particular, floating roof tanks are the most vulnerable to the effects of atmospheric 
discharges. 

The American Petroleum Institute (API) has formed a technical committee to study the 
phenomenon and find solutions to take into account its effects. The result of this work is 
the publication of API RP 545, for the lightning protection of above ground storage tanks 
[12]. 

This kind of events occurs when the lightning current passes between the SHUNTS and 
the tank shell, with the formation of an electric arc. In fact, when the discharge passes 
through the connection between the floating roof and the tank shell, if flammable 
vapours are present, they will probably be triggered. As a result of the work of the 
commission, the API RP 545 recommendation indicates 3 main changes to be made: 

1. Install "submerged" SHUNT between the floating roof and the shell every 3 meters 
along the entire circumference of the Floating Roof. 

2. Electrically insulate all the components of the Sealing System (including Springs, 
Shields, Seals, etc.). 

3. Install connection conductors between the floating roof and the shell every 30 
meters, along the entire circumference of the tank. 

2.2.2 Dangers and main protection measures 
From the analysis carried out above, it is possible to summarize the details of the main 
dangers caused by lightning: 

 Fire damage: this is the greatest danger for systems and equipment, starting from 
storage tanks, up to cables and pipes. A classic example is the burning of the 
roofs of the tanks, the destruction of electrical lines and equipment with 
consequent disruption and lack of power supply. 
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 Damage from overvoltage: it is less known and spectacular than the previous one,
but it can cause serious damage to the electrical and electronic control and
process management systems. The high stress to which the equipment is
subjected compromises its correct functioning during normal operation and during
any emergencies.

 Shock Wave Damage: Lightning produces shock waves that can be destructive.
These shock waves can severely damage concrete and brick/stone fireplaces and
torches.

It is finally important to highlight the main protection measures for electrical and 
electronic equipment to be considered in the risk assessment for the identification of the 
critical elements for safety, with the subsequent attention in the phase of operational and 
maintenance activities, as reported in an adequate scheduled plan for a Seveso 
establishment: 

 Earthing and equipotential bonding: the earth rod system conducts and disperses
the lightning current in the ground. The equipotential bonding network minimizes
potential differences and can reduce the magnetic field.

 Magnetic shielding and cable routing: local shields attenuate the magnetic field
associated with lightning strike (direct, or close to the structure), thereby
reducing induced pulses in internal lines.

 Protection with SPD System: the SPD (Surge Protection Device) System limits the
effects of impulses within the structure, both of external and internal origin to the
structure.

 Insulating Interfaces: insulating interfaces limit the effects of conducted pulses on
incoming lines.

3 Conclusions 

The results of the NATECH risks assessment must be considered in the location, design, 
construction, and operation of the industrial establishment, as well as in the 
implementation of mitigation measures and emergency planning. The site operator of 
industrial establishments under the Seveso directive should develop appropriate 
measures to address natural hazards, so as to allow the maintenance of control of the 
plants vital to safety and their safe operation. 

Starting from the main outcomes of the analysis of some industrial accidents, where 
natural hazards have been identified as a significant and triggering cause, it is possible to 
focus the main types of plants, infrastructures, and industrial equipment vulnerable to 
extreme weather conditions. These lessons learned are also useful examples on how 
organizations could manage these problems, through specific procedures, good practices 
and methods used to assess industry’s response to NATECH issues. 

In this sense the Safety Management System for the Prevention of the Major Accidents of 
the establishment, and the relative integration with the issues as operational 
management, hazards identification and risks evaluation, emergency planning, etc., plays 
an important role to ensure the correct implementation of the prevention and protection 
measures against major accidents originating from NATECH events, with specific 
procedures for extreme weather conditions, such as heavy rainfall, lightning, strong 
winds and extreme temperatures. 
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Abstract 

The resilience of networks is a fundamental issue in the telecommunications industry. 

The disruption of services must be kept at a minimum so that its consequences are not 

too serious and its duration is as short as possible. Maintenance policies often rely on the 

steady-state availabilities of each element of the system, given by the well-known ratio 

MTTF/(MTTF + MTTR). 

The all-terminal availability — a standard performance index for networks — of a meshed 

network has recently been addressed by Eid in 2021, who used a topological framework 

for its description. The time-dependent contributions of links and nodes to the 

unavailability were computed using exponential failure and repair distributions for both 

types of (identical) components. 

In this work we consider the same network as Eid's, but use the standard derivation of 

the all-terminal reliability. The contributions of links and nodes are given analytically for 

non-identical elements, leading to the variation with time of the global availability of the 

system. Furthermore, we rank the links in importance, using well-known performance 

indices (Birnbaum, Fussell-Vesely, etc.). A few links are definitely more equal than 

others, and should receive due attention in maintenance.  

As the steady-state availability may not always be a lower bound to the transient 

availability in the case of non-exponential failure and repair distributions, we have 

studied the influence of such configurations on the time-dependent behaviours of all the 

aforementioned quantities and discuss the results.  

1 A brief introduction 

The resilience of systems has become an issue of great importance for many industries, 

all the more so in telecommunications. Networks must recover rapidly after failures, 

incidents, natural events, cyberattacks, and so on. In order to develop maintenance 

strategies, it is helpful to determine the weak links of the chain. Usually, calculations 

consider the steady-state availabilities of the various components of the whole system. 

Recent publications have shown important transient variations of the availability in 

several fields: 5G systems and Network Virtualization Functions studies [1-2], high 

availability of cluster configurations [3], and communication channels in the European 

railway industry [4], to cite but a few. They clearly demonstrate that the availability may 

strongly oscillate for an extended period of time. 

Resilience issues have of course initiated a large body of work, and it is worth noticing 

that, especially in the last two years, time-dependent aspects of resilience have come to 

the fore in urban and commodities infrastructures [5-7]. The systems investigated in 

these publications are large, and may thus require a substantial computational effort  

Another approach is to consider reasonably small systems, for which the number of 

parameters is still tractable while allowing to derive possibly general insights regarding 

the behaviour of larger systems. One such study has been proposed by Eid [8], in which 

the time-dependent contributions of nodes and links to the global unavailability have 

been assessed, when these components have exponential failure and repair time 

distributions. 

This approach is very promising for the description of telecommunications networks, and 

we have decided to apply some of our former results in the case of non-exponential 

distributions [9-10] to investigate the assessment of potential weak links of the network, 
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and determine whether the assumptions of exponential distributions are questionable 

[11]. Our main, new result is that for non-exponential distributions, the blame game has 

no fixed victim. 

The paper is organised as follows. In a first Section, we present the network architecture 

proposed by Eid [8], and derive the all-terminal reliability of the system, using the 

standard calculation procedure, which differs from the topological definition of Eid. We 

then compute several importance indices in Section 3, so as to determine the weak links 

of the network. Section 4 is devoted to a possible way — specific to networks — to 

decrease the global unavailability, a solution that should be kept in mind when defining 

maintenance strategies. Section 5 shows that the weak links are not always either the 

nodes or the links. We conclude by urging caution about the use steady-state 

availabilities for the determination of maintenance strategies since in some cases they 

might lead to wrong assumptions. 

2 Description of the network 

The network considered in this work has been proposed by Eid [8] and is represented in 

Figure 1. The performance index he considered is the all-terminal reliability (or 

availability), namely the probability that all nodes are connected to each other.   It is well 

known that the computation of the all-terminal reliability is extremely complex in the 

general case, and is at least cumbersome even for a small number of nodes in the 

underlying graph [12]. However, it can be factorized in two terms  

RelA(system) =  RelA(edges) RelA(nodes) (1) 

Figure 1. Representation of the network (after Eid [8]). 

Assuming that all nodes are identical, it is very simple to find (this is a typical series 

system) 

RelA(nodes) =  𝜌9 (2) 

The computation of RelA(edges) is more complicated, because the underlying graph 

(undirected links are assumed) cannot be reduced to a series-parallel graph. Using the 

standard pivotal decomposition method and the Wolfram software Mathematica, it has 

been nonetheless possible to express analytically the all-terminal reliability for arbitrary 

edge reliabilities, which is required for the determination of importance measures. This 
expression is linear in each of the availabilities 𝑝𝑖𝑗 corresponding to the link between 
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nodes i and j. Since it has 9504 terms, only the result when all edges are identical with 

the same availability 𝑝 is given 

 

RelA(edges) =  2007 𝑝8 − 10907 𝑝9 + 25796 𝑝10 − 34336 𝑝11 

+27728 𝑝12 − 13565 𝑝13 + 3718 𝑝14 − 440 𝑝15                      (3) 

 

Table 1. Failure and repair rates for exponential distributions (after Eid [8]). 

 Failure rate 𝝀 

(hour-1) 

Repair rate 𝝁 

(hour-1) 

Node 0.001 0.040 

Edge 0.025 0.100 

 

In the following discussion, the exponential distributions of Eid [8], listed in Table 1, will 

be used as a reference. The availabilities of edges and nodes are then given by 

𝑝(𝑡) =  
4

5
+ 

1

5
 𝑒−𝑡/8                                                     (4) 

𝜌(𝑡) =  
40

41
+  

1

41
 𝑒−41 𝑡/1000                                             (5) 

Their asymptotic values are therefore 
4

5
 and 

40

41
, respectively. One can then deduce the 

asymptotic availabilities of the edge and node subsystems, 

RelA(nodes)∞ =  (
40

41
)

9

≈ 0.80072836     (6) 

RelA(edges)∞ =  
5728567296

6103515625
≈ 0.93856847         (7) 

so that  

RelA(system)∞ =  
5728567296

6103515625
 (

40

41
)

9

≈ 0.75153839          (8) 

Alternatively, one might be interested in the unavailabilities of each element, of the 

nodes and edges subsystems, and of the total system. Let the unavailabilities be 
described by 𝑈. The value for the edges differ from that of Eid [8], because of his 

different, topological definition of the availability of the edges’ subsystem.  

U(nodes)∞ =  1 − (
40

41
)

9

≈ 0.19927164     (9) 

U(edges)∞ =  
374948329

6103515625
≈ 0.06143153                    (10) 

U(system)∞ ≈ 0.24846161     (11) 

Let us now turn to the calculation of the importance measures that determine the 

elements whose improvement deserves scrutiny in resilience and maintenance policies. 
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3 Performance indices 

Since the contribution of nodes is that of a series system, the more important nodes are 

those of lower availabilities. As elements are assumed identical in the present discussion, 

all nodes have the same importance. In this section, we shall therefore consider links 

only, and use the availability of each link to represent the link. The aim of this section is 

to rank all these links, using various importance measures [13]. The first elements of this 

list are those requiring extra attention when operating the system.  

 

3.1 Birnbaum importance measure 

This coefficient is simply defined by the derivative of the system availability with respect 
to the availability of the component. The exact knowledge of RelA(edges) allows to 

compute every Birnbaum factor 𝐼(𝐵). Assuming identical elements, one finds  

 

𝐼(𝐵)(𝑝45) =  1193𝑝7 − 7168𝑝8 + 18523𝑝9 − 26687𝑝10 

+23150𝑝11 − 12089𝑝12 + 3518𝑝13 − 440𝑝14                      (12) 

𝐼(𝐵)(𝑝58) =  1184𝑝7 − 7129𝑝8 + 18456𝑝9 − 26630𝑝10 

+23126𝑝11 − 12085𝑝12 + 3518𝑝13 − 440𝑝14                      (13) 

… 

𝐼(𝐵)(𝑝79) =  992𝑝7 − 6180𝑝8 + 16499𝑝9 − 24473𝑝10 

+21785𝑝11 − 11639𝑝12 + 3456𝑝13 − 440𝑝14                     (14) 

𝐼(𝐵)(𝑝29) =  900𝑝7 − 5681𝑝8 + 15372𝑝9 − 23116𝑝10 

+20866𝑝11 − 11307𝑝12 + 3406𝑝13 − 440𝑝14                     (15) 

 

It is then straightforward to compute the fifteen factors, and assess their order. Note that 
p might vary with time. For 𝑝 > 0.7, the order is always the following: 

{𝑝45, 𝑝58, 𝑝68, 𝑝16, 𝑝34, 𝑝67, 𝑝23, 𝑝25, 𝑝89, 𝑝47, 𝑝12, 𝑝37, 𝑝19, 𝑝79, 𝑝29}. For instance, if 𝑝 = 0.8, one finds 

𝐼(𝐵)(𝑝45) =  0.018471, while 𝐼(𝐵)(𝑝29) =  0.0046815. 

 

3.2 Other importance measures 

The Improvement Potential, Risk Achievement Worth, Risk Reduction Worth, and 

Criticality Importance [13] have also been computed (some are very closely related, so 

that their ranking are identical). For identical edges, we recover exactly the same order 

as in the preceding subsection, namely 

 {𝑝45, 𝑝58, 𝑝68, 𝑝16, 𝑝34, 𝑝67, 𝑝23, 𝑝25, 𝑝89, 𝑝47, 𝑝12, 𝑝37, 𝑝19, 𝑝79, 𝑝29}                  (16) 

3.3 Fussell-Vesely index 

This importance measure is more complicated to obtain since it relies on the probability 

of the failure occurring in at least one minimum cut set containing the element under 

consideration, provided that the system is failed [13]. Because of the meshed nature of 

the system, the determination of the minimum cut sets is rather tedious. The total 

number of minimum cut sets is 110, and their numbers for each link also vary: 38 for 𝑝58, 

39 for 𝑝45, … , 51 for 𝑝19, and 55 for 𝑝29. One must then compute the corresponding 

probability for each particular set of minimum cut sets. In the original definition of the 
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Fussell-Vesely factor [13], this probability is divided by the total unavailability of the 

(sub-)system 𝑈(𝑝) =  1 −  RelA(edges). Since this term is identical for all the edges under 

consideration, it is more convenient to provide the aforementioned probability. Finally, 

𝐼(𝐹𝑉)(𝑝45) ∝ (1 − 𝑝)3(1 + 2𝑝 + 3𝑝2 + 3𝑝3 − 𝑝4 − 10𝑝5 − 18𝑝6

−2𝑝7 + 47𝑝8 + 51𝑝9 − 160𝑝10 + 111𝑝11 − 25𝑝12)  (17) 

𝐼(𝐹𝑉)(𝑝58) ∝ (1 − 𝑝)3(1 + 2𝑝 + 3𝑝2 + 3𝑝3 − 𝑝4 − 11𝑝5 − 19𝑝6

+𝑝7 + 48𝑝8 + 48𝑝9 − 159𝑝10 + 111𝑝11 − 25𝑝12)  (18) 

… 

𝐼(𝐹𝑉)(𝑝79) ∝ (1 − 𝑝)4(1 + 3𝑝 + 6𝑝2 + 7𝑝3 + 𝑝4 − 14𝑝5 − 27𝑝6

−7𝑝7 + 37𝑝8 + 49𝑝9 − 78𝑝10 + 25𝑝11)  (19) 

𝐼(𝐹𝑉)(𝑝29) ∝ (1 − 𝑝)4(1 + 3𝑝 + 5𝑝2 + 5𝑝3 − 𝑝4 − 14𝑝5 − 21𝑝6

−5𝑝7 + 37𝑝8 + 41𝑝9 − 74𝑝10 + 25𝑝11)  (20) 

The variation of these terms has been evaluated for different values of 𝑝 and is displayed 

in Figure 2. The ranking provided by the Fussell-Vesely index is exactly the same as that 

of Birnbaum and the other coefficients, given in equation (16).  

Figure 2. Variations of 𝐼(𝐹𝑉)(𝑝𝑖) 𝑈(𝑝)/(1 − 𝑝)3 for the fifteen links (see eq. (16) for the ranking).

3.4 Time variation of performance indices, and a word of caution 

Since the various expressions of the performance indices do not exhibit crossings for 

0.7 ≤ 𝑝 ≤ 1 one cannot expect a possible influence of transient availabilities on the 

ranking of all the links for identical elements.  

In the preceding subsections, an important assumption was made for the sake of 

simplicity: all links are identical. It is however possible to evaluate the ranks of each of 

the fifteen links when their availabilities are not identical, but follow a uniform 
distribution centred on 𝑝 = 0.8, for instance in the interval [0.7,0.9]. In that case, ranks 

may change, as shown in Figure 3, which displays the result for a simulation of 50 000 

samples. This may also happen if the transient behaviours of elements having the same 
asymptotic availability are different. Even then, the group of links {𝑝45, 𝑝58, 𝑝68, 𝑝16, 𝑝34} is 
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ranked higher than the group {𝑝23, 𝑝25, 𝑝89, 𝑝47, 𝑝12, 𝑝37, 𝑝19}, while {𝑝79, 𝑝29} comes last. This 

comforts the conclusions derived from Figure 2. It is not surprising for the last pair, 
because of the (1 − 𝑝)4 factors appearing in equations (19) and (20) only.  

Figure 3. Ranks of various links when the availabilities are uniformly distributed in [0.7,0.9] (size 

of the sample: 50 000). 

 

 

 

 

4 Performance improvement by edge adjunction 

Improving the availability of elements is not the only way to increase the performance of 

a network. Adding a link may be quite beneficial since it increases the variety of possible 

connections for each pair of nodes. Starting from the network represented in Figure 1, 

the all-terminal availability RelA(+𝑝𝑖𝑗) has been obtained when a new edge 𝑝𝑖𝑗 (among the 

21 remaining ones) is added to the graph. A few expressions are listed below, ranked in 

decreasing order for 𝑝 = 0.8. 

 

     RelA(+𝑝46) =  3707𝑝8 − 22933𝑝9 + 63083𝑝10 − 100524𝑝11 + 101302𝑝12 

− 66009𝑝13 + 27127𝑝14 − 6422𝑝15 + 670𝑝16                              (21) 

RelA(+𝑝48) =  3674𝑝8 − 22677𝑝9 + 62214𝑝10 − 98838𝑝11 + 99257𝑝12 

− 64421𝑝13 + 26356𝑝14 − 6208𝑝15 + 644𝑝16                             (22) 

… 

RelA(+𝑝69) =  3222𝑝8 − 19612𝑝9 + 53123𝑝10 − 83431𝑝11 + 82938𝑝12 

− 53359𝑝13 + 21670𝑝14 − 5074𝑝15 + 524𝑝16                             (23) 

RelA(+𝑝27) = 3161𝑝8 − 19296𝑝9 + 52472𝑝10 − 82804𝑝11 + 82766𝑝12 

− 53566𝑝13 + 21890𝑝14 − 5158𝑝15 + 536𝑝16                             (24) 
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Numerically, this leads to RelA(+𝑝46) = 0.95608334 and RelA(+𝑝27) = 0.94384526 for 𝑝 = 0.8; 

the relative improvement of the first solution is more than 3.3 times that of the second 

one. This can be interpreted very simply: it is more profitable to link two three-connected 

nodes instead of already four-connected nodes. The best and worst solutions of adding 

one link are represented in Figure 4. One should keep in mind, though, that the previous 

remarks at the end of Section 3 still apply. Considering identical elements does not 

necessarily give the full picture of what is actually the best solution for a performance 

increase of the network. 

Figure 4. The added links providing the largest (green) and smallest (magenta) improvement for 
the all-terminal reliability of the network . 

5 Relative influence of edges and nodes on the total 

unavailability 

We have seen in the preceding section that the ranking of nodes, or that of edges of the 

network is the same for all the performance indices. The main reason for this is that we 

assumed identical elements. For this reason, it could be worthwhile to assess the relative 

importance of edges and nodes, and investigate, as performed by Eid [8], if such a 

behaviour varies with time. In this section, we shall first consider the asymptotic values 
derived in Section 2, before turning to time-dependent availabilities 𝑝(𝑡) and 𝜌(𝑡). In a 

first step, we shall consider the simple case of exponential failure and repair time 

distributions. We shall then proceed by using gamma failure time distributions, 

characterized by a shape factor 𝛼 for which it is possible to compute the exact availability 

while keeping the same asymptotic value [9-10]. The criterion studied in this Section is 

the ratio of the unavailability of the nodes (respectively, edges) to the total 

unavailability, as previously investigated by Eid [8]. 
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5.1 Steady-state regime 

One might solely consider the asymptotic availabilities to decide which type of 

components, edge or nodes, is the prevailing source of unavailability. In that case, 

equations (9) to (11) lead to 

U(nodes)∞

U(system)∞
≈ 0.80202184  (25) 

U(edges)∞

U(system)∞
≈ 0.24724759   (26) 

Note that the contribution of nodes is more than three times that of edges, and 

maintenance should be mostly devoted to nodes. The sum of the ratios is larger than 
unity, since U(system) =  U(nodes) + (1 −  U(nodes)) U(edges). 

5.2 Exponential distributions 

Let us recall that for general failure and repair rate 𝜆 and 𝜇 of exponential distributions 

(which both correspond to the special case 𝛼 = 1), the time-dependent availability 𝐴(𝑡) is 
simply given by 

𝐴(𝑡) =  
𝜇

𝜆+ 𝜇
+ 

𝜆

𝜆+ 𝜇
 𝑒−(𝜆+ 𝜇) 𝑡   (25) 

Using the values of Table 1, one recovers equations (4) and (5). The variation with time 

of the total unavailability is represented in Figure 5. One can observe that the asymptotic 

limit is reached rather quickly, from below. 

The contributions of nodes and edges to the total unavailability are displayed in Figure 6 

as a function of time. The conclusion that can be drawn is that nodes contribute mostly 

to the total unavailability, as in Section 5.1. 

Figure 5. Variation with time of the total unavailability for exponential distributions (𝛼 = 1 ). 
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Figure 6. Variation with time of the contributions of nodes (blue) and links (magenta) to the total 

unavailability for exponentials (𝛼 = 1 ). The steady-state values are represented by dashed lines. 

5.3 Gamma failure distributions with 𝜶 = 𝟐 

Let us now consider failure distributions of both edges and nodes obeying a gamma 

distribution with 𝜶 = 𝟐 so that the steady-state value stays the same as in the precedent 

subsection. The time-dependent availabilities are given by  

𝑝(𝑡) =  
4

5
+ 

1

5
𝑒−𝑡/10  [cos (

𝑡

20
) + 2  sin (

𝑡

20
)]    (7) 

𝜌(𝑡) =  
40

41
+  

1

820
𝑒−11 𝑡/500  [20 cosh (

√5 𝑡

125
) + 11 √5 sinh (

√5 𝑡

125
)]   (8) 

The variation with time of the total unavailability is displayed in Figure 7, and the 

contributions of nodes and edges in Figure 8. The asymptotic limit is reached after a 

much longer time with respect to the case of pure exponential distributions, even if the 

limit is still reached from below. More importantly, the roles of nodes and edges are 

transiently swapped as regards their contributions to the total unavailability. 

Figure 7. Variation with time of the total unavailability (violet) for 𝛼 = 2 for links and nodes. The 

result for the exponential case (orange) is kept for comparison. 
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Figure 8. Variation with time of the contributions of nodes (blue) and links (magenta) to the total 

unavailability for 𝛼 = 2 . 

5.4 Gamma failure distributions with larger values of  𝜶 

We now assume that 𝛼 = 10 for nodes and 𝛼 = 20 for edges. The variations of the total 

unavailability and the respective contributions of edges and nodes are plotted in 

Figures 9 and 10, respectively. Obviously, the transient total unavailability does not 

exhibit a smooth increase toward its asymptotic value; it may even exceed it. The level 

performance of the system is far from constant, contrary to what is generally admitted in 

resilience studies. One might consider changing an equipment, not necessarily for its 

steady-state availability, but its smoother transient availability. 

Likewise, the behaviours displayed in Figure 10 are also markedly different from the 

previous cases. These results should make one cautious about relying only on the 

steady-state availabilities of various components, when defining maintenance policies or 

resilience procedures. Transient effects are not always negligible. One should keep in 

mind that for larger systems, a greater error in the assessment of the global availability 

might be committed, unless the deviation from the exponential assumption results is 

somehow smeared out because of different time scales pertaining to subsystems or 

components. 

Figure 9. Variation with time of the total unavailability for 𝛼 = 10 (nodes) and for 𝛼 = 20 (edges) 

(violet). The result for the exponential case (orange) is displayed for comparison. 
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Figure 10. Variation with time of the contributions of nodes (blue) and links (magenta) to the total 

unavailability for 𝛼 = 10 (nodes) and for 𝛼 = 20 (edges). 

6 Conclusion 

In this work, we have considered a meshed network first proposed by Eid [8], for which 

the performance index is the all-terminal reliability. We have computed exactly this 

availability and been able to derive analytical expressions for several performance indices 

such as Birnbaum, Fussell-Vesely, etc. Using various non-exponential failure and repair 

time distributions, we have shown that the relative contributions of nodes and links to 

the total unavailability may vary markedly with time, to such an extent that wrong 

assumptions about the weak links of the system can be made by considering the steady-

state regime or the case of exponential distributions for failure and repair times.    

Acknowledgements 

It is a great pleasure to thank Dr. M. Eid for useful discussions. 

References 

1. Mauro M.D., Galatro G., Longo M., Postiglione F., and Tambasco M. (2018) Availability

modeling of a virtualized IP multimedia subsystem using non-Markovian stochastic

reward nets. In: Haugen S. et al. (eds.) Safety and Reliability — Safe Societies in a

Changing World, Proceedings of ESREL 2018, June 17–21, 2018, Trondheim, Norway.

Taylor & Francis Group; 2018, paper 305. https://doi.org/10.1201/9781351174664

2. Mauro M.D., Galatro G., Longo M., Postiglione F., and Tambasco M. (2017) Availability

evaluation of a virtualized IP multimedia subsystem for 5G network architectures. In:

Čepin M. et al. (eds.) Safety and Reliability — Theory and Applications, Proceedings of

ESREL 2017, June 18–22, 2017, Portorož, Slovenia. CRC Press/Balkema — Taylor &

Francis Group; 2017. p. 2203-10.

3. Distefano S., Longo F., and Scarpa M. (2010) Availability Assessment of HA Standby

Redundant Clusters. In: 29th IEEE Symposium on Reliable Distributed Systems. The

Institute of Electrical and Electronics Engineers, Inc., pp. 265-74.

50 100 500 1000
0.0

0.2

0.4

0.6

0.8

1.0

𝑈(𝑛𝑜𝑑𝑒𝑠)

𝑈(𝑠𝑦𝑠𝑡𝑒𝑚)

𝑈(𝑒𝑑𝑔𝑒𝑠)

𝑈(𝑠𝑦𝑠𝑡𝑒𝑚)

t 

143

https://doi.org/10.1201/9781351174664.


4. Carnevali L., Flammini F., Paolieri M., and Vicario E. (2015) Non-Markovian

Performability Evaluation of ERTMS/ETCS Level 3. In: Beltrán M. et al. (eds.)

Computer Performance Engineering. Springer International Publishing, pp. 47-62.

5. Chengqian Li, Qi Fang, Lieyun Ding, Yong K. Cho, and Ke Chen (2020) Time-

dependent resilience analysis of a road network in an extreme environment.

Transportation Research Part D: Transport and Environment, vol. 85, article 102395.

https://doi.org/10.1016/j.trd.2020.102395.

6. Ouyang M. and Dueñas-Osorio, L. (2012) Time-dependent resilience assessment and

improvement of urban infrastructure systems. Chaos, vol. 22, paper 033122

https://doi.org/10.1063/1.4737204.

7. Szu-Yun Lin and Sherif El-Tawil (2020) Time-Dependent Resilience Assessment of

Seismic Damage and Restoration of Interdependent Lifeline Systems. J. Infrastruct.

Syst., vol. 26 (1), article 04019040. https://doi.org/10.1061/(ASCE)IS.1943-

555X.0000522.

8. Zhiguo Zeng, Shijia Du, and Yi Ding (2021) Resilience analysis of multi-state systems

with time-dependent behaviors. Applied Mathematical Modelling, vol. 90, pp. 889-

911. https://doi.org/10.1016/j.apm.2020.08.066.

9. Eid, M. (2021) Network connectivity dynamic modelling. In: Kołowrocki, K. et al.

(eds.) Safety and Reliability of Systems and Processes, Summer Safety and Reliability

Seminar 2021. Gdynia Maritime University, 2021. https://doi.org/10.26408/srsp-

2021.

10. Tanguy C., Buret M., and Brinzei N. (2019) Is it safe to use MTTF/(MTTF + MTTR) for

the availability? In: Beer M. et al. (eds.), Safety and Reliability — Theory and

Applications, Proceedings of the 29th European Safety and Reliability Conference.

Research Publishing, Singapore, pp. 925-929. https://doi.org/10.3850/978-981-11-

2724-3_0250-cd.

11. Tanguy C. (2020) When considering the asymptotic availability is not a safe bet. In:

Baraldi P. et al. (eds.) Proceedings of the 30th European Safety and Reliability

Conference and the 15th Probabilistic Safety Assessment and Management

Conference. Research Publishing, Singapore, pp. 3091-3098. https://doi.org/

10.3850/978-981-14-8593-0.

12. Albert M. and Dorra M. (2018) Industry 4.0 and complexity: Markov and Petri net

based calculation of PFH for designated architectures and beyond. In: Haugen S. et

al.  (eds.) Safety and Reliability | Safe Societies in a Changing World, Proceedings of

ESREL 2018, June 17-21, 2018, Trondheim, Norway. Taylor & Francis Group,

paper 303.

13. Beichelt, F. and Tittmann, P. (2012) Reliability and Maintenance: Networks and

Systems. CRC Press, Taylor & Francis Group.

14. Rausand, M. and Høyland, A. (2004) System Reliability Theory, Models, Statistical

Methods and Applications (2nd ed.). Wiley.

144

https://doi.org/10.26408/srsp-2021
https://doi.org/10.1063/1.4737204
https://doi.org/10.26408/srsp-2021
https://doi.org/10.26408/srsp-2021
https://doi.org/10.1016/j.apm.2020.08.066
https://doi.org/10.26408/srsp-2021
https://doi.org/10.26408/srsp-2021
https://doi.org/10.3850/978-981-11-2724-3_0250-cd
https://doi.org/10.3850/978-981-11-2724-3_0250-cd
https://doi.org/10.3850/978-981-11-2724-3_0250-cd
https://doi.org/10.3850/978-981-11-2724-3_0250-cd


Resilience and Capacity in Networks- a comparative 
investigation of rail transport networks and electric 
power grids  
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Abstract 

Rail transport networks ( particularly urban ones) ) and electric power grids share some 

important characteristics. First, they both have an intrinsic  network structure , although  

nodes and edges have  very  different physical meanings in both cases. Second, their 

function is to deliver a service, i.e. to serve a demand which can be subject to sudden 

fluctuations; third, they can undergo  sometimes substantial disruptions. Resilience should 

therefore be  a core characteristic  of those systems, but at the same time an essential 

attribute is capacity, i.e. roughly, the amount of demand they are able to serve;  and the 

two properties are in fact  antagonistic. 

In view  of the above considerations, it seems that the study of those two types of networks 

could benefit from methodological cross-fertilization. Work in progress in that direction, 

specifically the use of graph theory, is reported here , and further directions are outlined. 

1 Introduction 

Resilience is a property that characterizes a system’s ability to absorb external 

disruptions and to  recover from those disruptions [1]. 

On the other hand, many complex systems, such as electric power grids or urban rail 

transport networks, are characterized by metrics, or key performance 

indicators(KPI), which measure their ability to meet the demand. Such metrics can 

generally be described by a capacity .For instance,  the capacity of an urban rail 

transport network can be measured by the throughput, or number of passengers per 

hour per direction, which can flow through the system. The  capacity of an electric 

power network can be characterized by the  total active electric load, in MW, or by 

the set of distributed loads ( at various locations) that can be served by the network 

in steady state. Although this is not always emphasized, there is a trade-off between 
capacity and   resilience, which is easily understood through the notion of margin. For 

instance, in an urban rail transport network [2], the headway, or time interval 

between two successive trains, determines the capacity, i.e. the average number of 
trains that can flow through the network per unit of time. If the headway is increased, 
the capacity is reduced, but the system is made more resilient since disruptions can 
be absorbed by the so-called time margins, i.e. a local delay is less likely to be 
propagated throughout the network. On the other hand, if the trains run in a tight 
mode, i.e. close to the minimum theoretical headway, the slightest local perturbation 
will propagate; therefore, in actuality, the theoretical maximal capacity is difficult to 
achieve if at the same time a punctuality or regularity clause [3] is imposed; in other 
words, the system is not very resilient. Likewise, for electric power grids, there is a 
notion of security margin which measures the gap between the total load ( or 
electrical power demand) which can be theoretically  met with given generation and 
transmission capacities and the  real load that can be handled in view of inevitable 
fluctuations in demand,  voltage surges, etc., as well as equipment failures. 
Consequently, the closer the actual load is to total theoretical capacity, the less 
resilient the system. 

To complete this brief overview, it it is worth mentioning that both urban rail 
transport networks  and electric power grids are actually systems of systems , i.e. 
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they are made up of heterogeneous systems which are technically and operationally 

independent but have to coordinate somehow to meet the demand (let one think for 

instance of the communication networks which are essential to the  operation of large 

power grids). 

2 Characterizing Demand and Supply 

We turn to a brief characterization of demand and supply in the two categories of networks. 

2.1 Urban Transport Networks. 

Demand in urban transport networks  can undergo important and sometimes sudden 

fluctuations, due to a number of reasons : typical causes are timings of events or other 

large gatherings that cause sudden surges in passenger flows, or disruption in feeder lines, 

such as  bus traffic feeding into rail lines, or antenna lines feeding into a central line. 

It is therefore desirable to be able to update passenger demand in real time ; today’s 

machine learning methods can be used to that end [4], for instance by utilizing data on 

vehicle weight, ticketing data or smartphone data. 

Supply can be impacted by technical failures but also by  passenger use (the typical 

example being passengers blocking access doors), by weather ( flooding, poor adhesion 

conditions) or by external systems ( such as power supply or telecommunications). 

Supply is adapted to demand through traffic management ( “regulation”) , which 

essentially consists of acting on  station dwell times or speed between stations, and 

sometimes rerouting traffic. 

In conclusion, resilience must be studied in the joint context of supply and demand. 

Failing to meet demand is expressed in “lost  passenger-kilometers” or in” ratio of 

cancelled trips to planned trips” or in other  measures such as  ratio of cumulated delays 

over theoretical travel time; and of course, time needed to recover normal operation ( e.g. 

nominal headway) after a perturbation is a key resilience indicator. 

2.2 Electric Power Grids 

Demand in electric power grids is characterised by peak and off-peak cycles which are 

well predictable but sudden fluctuations may occur , in particular due  to intermittent 

loads. Also , power imports from neighbouring grids through tie lines  can be substantial. 

Power supply is impacted, not only by technical failures, but also by intermittent sources 

subject to uncertainty such as hydro-power or solar energy.   

With the advent of the Internet of Things, the monitoring of electrical load in real time has 

become easier, and machine learning techniques make demand prediction easier and more 

precise. 

Real-time adaptation of supply to demand is needed since electric power can in general 

not be stored: supply must match demand  at all times. Imperfect balance between 

demand and supply results in frequency fluctuations, which are only transient when control 

is exercised adequately but may otherwise have adverse effects. 

When the mismatch is too important, load shedding is needed;  extensive power outages 

may occur, some of which have been abundantly  featured in the news and documented 

in the literature |6]. 

Performance measures include Loss-of-load probability (LOLP) and expected unserved 

energy (EUE), for instance; and of course, a key resilience indicator is the  time needed 

to recover normal operations after a disruption. 
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3 Modelling Flows in Networks 

Every model entails simplifications. An electric power network is an extremely complex 

structure ([5], (7]) but, at the cost of sometimes excessive simplification, it can be 

conveniently represented by a graph: the nodes ( or vertices) represent the busses ( where 

electric power is injected, at generation plants, or consumed  by the loads); and the 

transmission  lines and transformers are represented by edges. 

A useful simplification of the full AC ( alternating current) power flow model is the DC  

(direct current) model. In that model, the constraints on the power flows are summarized 

by   the Kirchhoff laws [7]: the sum of incoming and outgoing flows at a node is  zero; and 

a weighted sum of active power  flows along a mesh is  zero. 

Sometimes, an even coarser model is used: the so-called ‘transportation flow’ model, which 

expresses the  constraint that the  total load should not exceed the sum of the  generating 

capacities and the  transmission line and transformer capacities ; or, in graph terms, the 

sum of the node demands should not exceed the sum of the node generations and of the 

edge capacities. 

In  rail transportation networks,  the physical constraints are flow conservation at nodes 

and, and  dynamic  edge constraints  ( on speed, acceleration) linked to safety and 

geometry;  as well as operational  constraints  on theoretical time schedules or headways 

and the time spent  in stations (dwell time). An accurate simplified representation can also 

match the graph formalism. 

Now, flows in networks have been studied since the middle of last century, notably in the 

context of commodity shipments . 

For instance, the well-known Ford-Fulkerson theorem [8] states that the maximal flow 

through a network is equal to the minimal cut, i.e. the minimal sum, over all cuts, of 

capacities of  all the  edges in the cut. This theorem is convenient in order to characterize 

how close a given demand is to the maximum ‘service capacity’ of the network, and 

therefore how much margin exists and how close the system is to congestion. 

In the electric power grid context, with the DC load flow model, the Ford-Fulkerson theorem 

was generalized [10] by means of mathematical duality and  graph duality :Kirchhoff  mesh 

constraints correspond to node flow constraints on the dual graph. The ‘feasibility set’, i.e. 

the set of bus load combinations ( ‘vectors’) that can be served in steady state, given 

generation and transmission capacities, is described by a set of linear inequalities on the 

loads, i.e. by a convex polyhedron in the space of ‘ load vectors’ . Those inequalities include 

those which correspond to the simplified ‘transportation model ‘( the Gale inequalities [9]). 

 Two related  useful features of that model are : 

1) Its potential usefulness  as a tool for  measuring  resilience, i.e. through the distance

of a given ‘ load vector” to the boundary of the set;

2) Sensitivity analysis, i.e. studying the impact of a change in generation or

transmlssion capacity on load feasibility.  For instance, the “transportation flow”

problem is formulated as  a linear programming problem and the optimal dual

variables are equal to 0 or 1 depending whether constraints are active or not. When

making the presence of edges probabilistic , the  expectation of those dual variables

( between 0 and 1)  provide a sensitivity measure of the LOLP with respect to the

corresponding  edge capacities. it is interesting that, in the more realistic ‘ DC load

flow’ model, an increase in some transmission capacities may have a detrimental

effect on resilience, i.e. it may  reduce the margin; or sometimes , when a local

load increases, it may be easier to serve it .This is an example of counterintuitive

nonlinear effect.
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In the rail  transport context, the equivalent of Kirchhoff laws does not exist ( except for 

the first one: flow conservation). But  additional rights-of-way or additional node capacity, 

defined as parking spaces ( sidings) for trains also impacts performance measures, all 

other things being equal, by increasing the margins, and therefore improving resilience. 

To our knowledge, the assessment of the corresponding impact is mostly performed 

through simulations ( Monte Carlo simulation of disruptions and modelling of dynamic 

traffic management following each disruption). 

It is felt however that room exists  for more use of graph theory to assess such questions 

in the aggregate and derive some qualitative  and quantitative insights. For instance, a link 

was established [11] between the topological characteristics  of the graph ( its 

connectedness) and the ability to eliminate the effect of a disruption further down the line; 

in control-theoretic terms, this is a controllability property. 

4 Connectivity, Capacity and Resilience 

It has been argued [12] that , in general, the impact of connectivity on resilience is 

illustrated by an “ inverted U” curve: no connectivity makes for poor resilience, while too 

much connectivity destroys resilience, and therefore there is an intermediate, optimal 

degree of connectivity. 

We find this line of thinking interesting, and propose to use some of the tools described in 

order to test it; but resilience alone is not sufficient: capacity must be brought into the 

picture as well. 

For instance, in the electric power grid case, it seems clear that a set of unconnected island 

networks is not very resilient, since a disruption in one of the islands cannot be 

compensated by energy importation from the other islands. And, at the other extreme, the 

more meshed the network is, the more opportunities for cascading failures. 

The study referred to in Section 3 confirms indeed that in some instances ( not 

systematically), additional connections may impair resilience, i.e. reduce margins. 

In the rail  transport example similar situations occur: having several connected 

components ( essentially  several non-communicating networks) will not  favor resilience; 

on the other hand, it is not clear that a very connected network will necessarily  favor 

cascading delays: all depends on the precise topology and operating program. An 

important factor is also communication, including information to the users ( the passengers 

or the electric power grid  customers) as it facilitates demand adaptation to supply and 

thus can speed up recovery. Therefore the concept of connectivity should subsume user 

communication. 
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5 Conclusions and Further Research 

It seems  to us that the study of resilience in networks stands to benefit more from the 

very rich body of graph theory, at least in the cases of electric power grids and rail transport 

networks. Some hints of how that could be accomplished have been given. 

Cross-fertilization  between those two areas could arise as a result. 

In addition, recent advances in machine learning, and particularly graph neural networks, 

will most likely enable the application of the full strength of that discipline to realistic 

complex models while taking full advantage of the graph structure [5].  
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Abstract 

The paper is about the interdependencies between various infrastructures existing in a 
Smart Cities. Indeed, many important systems are on line and interacting to serve our 
modern societies. Increasing interdependencies between those infrastructures are leading 
to larger complexity for a risk analysis task. The paper is at first presenting example of 
interdependencies of infrastructures in Smart Cities. It then presents advanced topological 
approaches to increase the resiliency of coupled systems. It then finished with an example 
of Power and ICT systems interacting together in a Smart Grid. In that infrastructure, it is 
obvious that a decrease of service in the ICT infrastructure will lead to a potential decrease 
of service from electrical grid and vice-versa.  

1 Introduction 

Critical infrastructures as defined by EU [1] or USA [2] are vital in a sense that if harmed 
or attacked, it leads to a large (economical but not only) loss for the entire society. 
Unfortunately, many of those infrastructures are interdependent.  

The interdependency can be related to one of the three following axes. At first, the 
interdependency can lead to cascading failures. It is the case of the 2003 blackout in the 
United State and in Canada. It was one of the most catastrophic as it impacted more than 
50 million of customers and was evaluated to UD$ 7 to 10 Billion [3]. It has been caused 
by several line faults but the major problem was the alarm system (state estimator 
processing the sensor data) bug. Because of it, the operator was blind and unable to react 
to the following failures. This was one of the first and major cascading failure between 
critical infrastructure (ICT and Power Systems). At second, the interdependency can lead 
to a common mode failure, e.g. whenever some key components are hit together such as 
for a fire in a station, usually hosting control, communication and power system 
equipment’s. At third, the interdependency can lead to an increasing failure. It is the case 
of the 2003 blackout [4] in Italy where the initial Power System blackout led was worsen 
because of the inability to remotely access to some of the remote disconnectors. Some of 
the reconnection were not possible and the operator had to rely on field crew to do classical 
remote connections. 

In the Power System world, and especially in the Smart Grid area, the interdependencies 
are increasing and more and more important thanks to the large amount of automation 
functions. The current trend of research and development in most of the utilities leads to 
a larger coordination of local energy resources with grid components. This operational 
evolution (more control) is related to the structural evolution of the grid itself [5].  

In order to secure critical infrastructures, some advanced methodologies must be setup to 
analyse the coupled infrastructure components. Finding the ability to isolate critical 
components in between the architecture is of major importance. Presented methods are 
included in the thesis of José-Libardo Sanchez-Torres [6] 

 
(1)  * Institute of Engineering Univ. Grenoble Alpes 
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2 Summary of the technical content to be presented 

A comparison between advanced graph theory methods (betweenness centrality from 
complex network theory) and spectral analysis will be presented in order to compare 
proficiency of both methods. This comparison will be applied on a specific test case of a 
real reduced case distribution network hosted in PREDIS center (Grenoble INP platform).  

2.1 Test case 

The test system is a modification of the typical French Distribution Network presented in 
[7]. The network has 14 power-bus, 17 lines, 7 distributed generation, 9 loads, and 3 
transformers HTB/HTA (63/20 kV), as shown in Fig. 1. The communications network 
involves several routers connected by Optic Fiber, 1 WiMax BS several multiplexers, and 
ICT links including ADSL, PSTN/ISDN, Optic Fiber, and Ethernet technologies. On the left-
hand side, the black lines represent normally closed lines. The red dotted lines represent 
normally open lines. The blue lines are communication links. 

Figure 1. Single line diagram of the electrical power system test case and ICT connections. 

              

2.2 Results 

2.2.1 Results on the side of Betweenness Centrality 

Figure 2. Single line diagram of the electrical power system test case and ICT connections. 

 

               
The figure 2 represents the results with the evaluation of betweenness centrality  
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2.2.2 Results on the side of Spectral Analysis 

Figure 3. Results with spectral analysis combined with Hermitian matrix. 

 
The figure 3 represents the results with the spectral analysis. 

3 Conclusions 

Both methods, relying on different topological approaches, are able to assess the most 
important components while doing risk analysis study. Classically, Electrical and ICT 
experts are able to find critical ones on the diagonal of the Fig 4. Adding such 
representation (representing the links with the energy service and the communication 
service) allows to track classical components at the far end of graphs and thus with classical 
lower importance. 

Figure 4. Betweenness Centrality and the cross infrastructure key components. 
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Abstract 

Over the last decades and after the opening up reforms, achievements in the large-scale 

construction of China’s transport infrastructure worldwide attention. In the “Outline for 

Building China’s Strength in Transport”, issued by the CPC Central Committee and the 

State Council, it is proposed to build modern and high-quality transportation networks, 

enhance system's flexibility, improve the ability to prevent and withstand disasters, in 

particular, establish a traffic prevention and a control system in case of natural disasters. 

This paper aims to propose a resilience index for transport infrastructure in China, which 

can be used to evaluate and improve the resilience of transportation. 

Keywords: Resilient transport infrastructure, transportation risks, Safety and security, 

resilience index. 

1 Aims and Objectives 

This research aims to develop a resilience index for highways with an ambition to use it 

for evaluation of current resilience and then evaluation of any improvements in terms of 

resilience in China. The objectives are listed as follows:  

 To investigate the concept and characteristics of highway resilience. 

 To understand the current methods for building the resilience of highway 

infrastructure. 

 To develop a resilience index and specific indicators for highway infrastructure in 

China. 

2 Methodology   

This research is conducted in four steps, shown in Figure 1: 

 To define the concept of the highway resilience and to identify the main features of 

resilience. 

 To find out about the state-of-the-art methods in resilience evaluation, such as work 

by World Bank, USA and UK.  

 To realize what has been done in China already. It is worth noting that resilience is a 

quite new concept in China, but a number of related areas have been developed in 

the past, such as high planning, construction, maintenance, reconstruction, risk 

evaluation, safety and security. 

 To propose the highway resilience index applied to China, which specifies the main 

structure of resilience, the specific indicators, and how to evaluate a network or an 

asset. 
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Figure 1. Methodology 

 

3 Proposed Highway Resilience Index 

Reliable transportation services are universally considered to be essential for increasing 

the quality of life. Resilient transportation infrastructure takes account of roads, bridges 

and tunnels that can withstand disturbances, such as more frequent or stronger floods 

and earthquakes. This research focusses on a comprehensive sustainability framework 

and a rating index that enables a thorough examination of resilience of different types of 

transportation infrastructure. The resilience index for transport infrastructure focusses on 

six main areas, as shown in Figure 2:  

 Leadership: To have the continued ability to meet resilience goals and carry out 

designated functions of service;  

 Network availability: To calculate the serviceability of transportation network 

(without and with disruptions);  

 Risk exposure: To identify and evaluate risks to the network due to climate change 

and natural hazards; 

 Project vulnerability: To analyse the vulnerability of the network and individual 

infrastructure;  

 Safe and secure response security: To provide an emergency response when a 

disruption occurs;  

 Service delivery: To provide travel information and provision of transport service 

delivery. 
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Figure 2. The proposed Highway Resilience Index 
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Abstract 

The paper presents a risk assessment study of a gas transmission system pipeline hub 
area of 1km radius including a gas compressor station. The study was supported by the 
results of gas network modelling task, performed within a framework of SecureGas 
project under Horizon 2020 research programme. The study adopted all-hazards all-
threats approach and developed a risk matrix of 59 elements. The study identified a 
number of findings and recommendations for further action. 

Extended abstract 

The paper presents a risk assessment study of a pipeline hub and a compressor station 
with particular focus on gas network modelling activity. Due to sensitivity of the data 
used and findings obtained, we cannot disclose all the details of the study and therefore 
provide only limited information. The pipeline hub included an area of about 1km radius 
with a compressor station and over 20 interconnecting pipelines inside (Figure 1).  

The study adopted all-hazards, all-threats approach by analysing in detail natural 
hazards likely to happen in the area (e.g. forest fire, extreme cold, hurricane), external 
events (loss of power), technical failures (e.g. pipeline corrosion, compressor failure, 
valve inadvertent closure), human errors (e.g. operators’ actions, unauthorized ground 
works), intentional human malicious actions on site (terrorist acts) and cyber-attacks. 
The methodological basis for the study was HAZID type process [1]. The study used the 
results from gas network modelling for quantification of consequences in terms of 
security of supply in the whole gas network and in particular the pipelines inside the hub. 

In the risk assessment study, the following methodological steps were performed: 

— Step 1: Identification of hazards and threats 

— Step 2: Screening of hazards and threats for the area under study and historical 
failure data analysis 

— Step 3: HAZID process with input from the modelling task; Consequence (severity) 
and likelihood estimation 

— Step 4: Risk matrix build-up 

— Step 5: Findings and recommendations 
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Figure 1. Layout of the pipeline hub. 

Source: SecureGas project, 2021. 

The hydraulic gas network models developed were based on steady state gas flow 
conditions. Two models were developed and both models were using similar, but not the 
same computational engines that allowed better and more precise analysis as well as 
cross-check of the obtained results. All data were obtained directly from the network 
operator. Calculations were performed at extreme scenarios, unfavourable for the gas 
supply situations in order to test the preparedness of the network for critical disruptions. 
Therefore, the result interpretation must consider the approach taken. The major 
extreme conditions are the following: 

● Peak demand in the network

● Peak demand at export points

● Minimum contractual inlet pressure at entry points

The network used for simulations contains 430 pipeline segments, 69 gas consumer 
nodes, 3 gas sources, 9 pressure reducers and 2 compressor stations. The network 
complexity is demonstrated by a section of the gas network graph in Figure 2. 

Figure 2. Network graph illustration. 
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Source: SecureGas project, 2021. 

The computational engine of the modelling tool is described in SecureGas project 
deliverables and open references [2, 3]. The pipeline importance ranking was obtained 
by computing non-supplied gas volume in the whole network (local consumers and 
exports) in case of the following two disruptions scenarios: 

● Disconnecting from the network each single pipeline segment (427 total cases,
called N-1 cases)

● Disconnecting from the network two pipeline segments (181902 total cases, called
N-2 cases)

Computationally this task is very heavy; therefore, some simplifications were applied. 

The modelling results identify the most important pipeline sections of the hub for the 
security of supply in the whole network. Six single segments were identified under N-1 
disruption scenario (unsupplied gas volume ranging from 39 to 5%) and eight double 
segment disruptions were identified from N-2 disruption scenarios (unsupplied gas 
volume ranging from 76 to 22%). The unsupplied gas is computed as a total peak 
maximum demand in the whole network. The maximum demand is a rather conservative 
number; therefore, all estimates must be considered as conservative, i.e. the situation 
can hardly become more critical than estimated by the calculations. 

The final step in the process of risk assessment was to construct a risk matrix which is 
based on the hazard evaluation table (not presented in the paper). The risk matrix for 
the pipeline hub is shown as illustration in Figure 3. 

Figure 3. Risk matrix visualisation of a pipeline hub. 

The study concluded with 10 findings and 13 recommendations for the operator for 
further improvements.  
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3 Conclusions 

The 60th Seminar served as a closing event for the ESReDA project group, entitled ‘Resilience Engineering 
and Modelling of Networked Infrastructure’. Since the start of its activities in 2018, the project group has 
organised a number of meetings and delivered a book, Modelling the Resilience of Infrastructure Networks, 
published by DNV in 2021. The book can be purchased by contacting ESReDA at www.esreda.org

Although this Seminar was the closing event of the project group, research in infrastructure resilience 
needs to continue. The recent EC proposal of the Directive on resilience of critical entities indicates that 
the term “resilience” becomes a part of legislation. This will foster the need to develop a methodological 
framework in which resilience plays the key role.

We believe that the work done in resilience so far marks only the beginning of a new field of research, 
tightly linked to reliability and risk analysis, assessment and management. In fact, resilience goes beyond 
the scope of risk assessment and touches the field of self-repairable and non-stop service systems. As 
when the first time the term resilience was used in ecology, it is about survivability under changing 
environmental conditions and variety of shocks and threats. This paradigm perfectly captures the times 
that we are living in today.

We envisage the need to continue this work on resilience within another ESReDA project group. We expect 
to launch a new project group in the second half of 2022 at the latest. Therefore we invite all interested 
institutions to contact us to develop a joint plan for future work in resilience.

XX-XX-XX-XXX-XX-C
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Tuesday 3rd May 2022 
Project Group Meetings, plus ESReDA Board of Directors Meeting 

08h45 - 09h15 Coffee and registration  08h45 – 09h15   Welcome coffee 

09h15 - 10h00 Welcome 09h15 – 10h00 Keynote Lecture 2 

10h00 - 10h45 Keynote Lecture 1 10h00 – 11h00 Session 4 

10h45 - 11h20 Coffee break 11h00 – 11h30 Coffee break 

11h20 - 12h20 Session 1 11h30 – 12h30 Session 5 

12h20 - 14h00 Lunch 12h30 – 14h00 Lunch 

14h00 - 15h40 Session 2 14h00 – 15h00   Session 6 

15h40 - 16h00 Coffee break 15h00 – 15h20 Seminar close 

16h00 - 17h00 Session 3 

17h00 - 18h30 ESReDA General Assembly 

 20h00 Seminar dinner 

Day 1 – Wednesday 4th May 2022 Day 2 – Thursday 5th May 2022 

Location:  
GreEN-ER Building 
21 Avenue des Martyrs 
38031 GRENOBLE CEDEX 1 
Access : Tramway B, direction "Oxford", station Marie-Louise Paris CEA. 

 Annexes

Annex 1. Seminar Programme
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Scope of the seminar 

In resilience engineering, failure is an inability to adapt to disruptions rather than a breakdown or 
malfunction, as is commonly the case in traditional risk analysis. Resilience encompasses the phases of 
avoiding (being proactive against the occurrence or consequences), absorbing (withstanding without 
reconfiguration), adapting to (reconfiguring) and recovering from disruptions (restoring the pre-disruption 
state as closely as possible). 

Modern engineering systems continually increase in size and complexity, whilst also becoming more 
distributed, integrated, and autonomous, all of which can lead to many safety and risk management 
challenges. There is a constant, relentless pursuit of cheaper, more efficient, optimised performance, 
which can inadvertently introduce system vulnerabilities and potentially erode safety margins. Threats 
constantly evolve and emerge, with recent years seeing numerous failures of aging infrastructure, 
catastrophic events following natural disasters or due to the effects of climate change, and major 
disruption caused by deliberate acts such as terrorism and cyber or hybrid attacks. Increasingly 
automated and software-intensive infrastructure can struggle to adapt to unanticipated situations and can 
hence be extremely vulnerable to emergent threats. Coupling this with the growing complexity and 
interdependencies between infrastructure assets, it is clear that there is an urgent need for new 
approaches to protect these critical systems. 

Many of the critical infrastructure systems on which modern society is so dependent are networks. These 
include transport networks (rail, metro, highway, air traffic and shipping routes), utilities (electricity, gas, 
water) and communications (mobile phone, land line phones, internet). The disruption of such systems 
can have a big impact on the communities that they serve. Such critical systems must be resilient. It is 
important to understand the characteristics of such networks and the methods that exist to model their 
resilience and to identify their weaknesses so that efforts are targeted at those places that will most 
protect network performance.  

The 60th ESReDA seminar will be a forum for exploring these and other related issues. We aim to discuss 
theories, concepts, and experiences of methods for improved network resilience. Authors are invited to 
present their research and experience and discuss challenges in enhancing resilience through modelling. 
We are encouraging new ideas, case studies and cross-sectoral and inter-disciplinary research on the 
theme of network resilience. This seminar will bring together researchers, practitioners, specialists and 
decision-makers to discuss strategies and practical experiences. 

Target groups and domains of application 

Papers or extended abstracts for the seminar have been invited from various stakeholders, from 
practitioners to researchers (industrialists, regulators, safety boards, universities, R&D organisations, 
engineering contractors and consultants, training specialists) and address different sectors: 
- Transport: rail, road, air and maritime
- Critical infrastructure: electricity, water, telecommunications, information systems
- Urban planning and management
- Public sector and government.

This seminar is aimed at addressing resilience due to different threats, such as failures of aging 
infrastructure, natural disasters and climate change, intentional attacks (cyber-security and terrorism), 
and emerging threats, met by different industries, critical infrastructures and urban settlements.  
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Day 1: Wednesday 4th May, 2022 

08h45-09h15 Registration and welcome coffee 

09h15-10h00 Welcome to participants from: 

Mohamed Eid - President of ESReDA 

Julien Baroth - Université Grenoble Alpes, 

Delphine Riu – Head of Grenoble-INP Ense³ Engineering School  

Didier Georges – Head of cross-disciplinary project RISK@UGA 

Rasa Remenyte-Prescott – ESReDA Resilience PG Lead &Chairperson of the 

Conference 
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“Risk and Resilience of Infrastructure Systems” 

by Anne Barros, CentraleSupélec, France 

Chair: Stefan Schauer 

10h45-11h20 Coffee Break 

11h20-12h20 Session 1: Resilience of Electrical Networks 

Chair: Vytis Kopustinskas 

1h 

(20’ each 

including 

questions) 

“Improved Modeling of Fault Propagation, Isolation, and Fast Service 

Restoration in Smart Grids”, (paper 8)  

by Youba Nait Belaid, Yiping Fang, Zhiguo Zeng, Anne Barros; 

CentraleSupélec, France 

“Bayesian Updating and Reliability Analysis for Nuclear Containment 

Buildings”, (paper 5)  

by Donatien Rossat*, Julien Baroth*, Frédéric Dufour*, Matthieu Briffaut*, 

Benoît Masson**, Alexandre Monteil**, Sylvie Michel-Ponnelle**; *Grenoble 

INP, France; **EDF, France. 

“Improving Power System Frequency Response with a Novel Load 

Shedding Method”, (paper 2)  

by Andrejs Utans*, Antans Sauhats*, Laila Zemite*, Dimitrijs Guzs**; *RTU, 

Latvia; **AST, Latvia (Virtual Presentation) 

12h20-14h00 Lunch 

14h00-15h40 Session 2: Infrastructure Resilience to Natural Hazards 

Chair: Christophe Berenguer 

1h40mn 

(20’ each 

including 

questions) 

“A Simulation Approach for Evaluating Interventions to Improve the 

Resilience of Transport Networks Against Climate-Induced Hazards”, 

(paper 1)  

by Hossein Nasrazadani*, Bryan Adey*, Saviz Moghtadernejad* and Alice 

Alipour**; *ETH Zurich, Switzerland; **Iowa State University, USA 
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“The prevention of NATECH risks on the Italian territory: the importance of 

the Safety Management System”, (paper 16)  

by Romualdo Marrazzo, Fabrizio Vazzana; Ispra, Italy (Virtual Presentation) 

“An Overview of Causes of Landslides and Their Impacts on Transport 

Networks”, (paper 14)  

by Kwan Ben Sim*, Min Lee Lee*, Rasa Remenyte-Prescott**, Soon Yee 

Wong*; *University of Nottingham, Malaysia; **University of Nottingham, UK 

 “Risk and Resilience in Practice: A Methodology for Implementation of 

Mountain Risk Management and Prevention Strategy (StePRiM)”, (paper 10) 

by Jean-Marc Tacnet*, Simon Carladous**, François Sassus**, Eva Ripert***, 

Patrick Lagleize***, Ariane Stephan****, Catherine Calmet**** *Grenoble 

INRAE, France; **Office National des Forêts, France; ***Communauté de 

Communes Pyrénées Haut Garonnaises, France; ****Ministère de la Transition 

Ecologique, France 

 “Decision-Aiding Towards Improved Resilience of a Deteriorating Debris 

Retention Dam Subject to Maintenance Strategies”, (paper 11)  

by Nour Chahrour*, Guillaume Piton**, Jean-Marc Tacnet**, Christophe 

Bérenguer*; *Grenoble INP, France; **Grenoble INRAE, France 

15h40-16h00 Coffee Break 

16h00-17h00 Session 3: Resilience Evaluation 

Chair: Anne Barros 

1h 

(20’ each 

including 

questions) 

“Definition and Nature of Resilience”, (paper 3) 

by Yves Merian; IMdR, France 

“Study of a degrading system with stochastic arrival intensity subject to 

CBM”, (paper 9)  

by Lucia Bautista Bárcena, Inmaculada T. Castro, Luis Landesa Porras; 

University of Extremadura, Spain 

“A Simulation-driven Tool for Supporting Risk and Resilience Assessment 

in Cities”, (paper 12)  

by Stefan Schauer*, Thomas Hiebl**, Stefan Rass***, Sandra König*, Martin 

Latzenhofer*; *AIT, Austria; **Cubido Business Solutions, Austria; 

***Universitaet Klagenfurt, Austria. 

17h00-18h30 ESReDA General Assembly 

19h00 Seminar Dinner – Access by cable car and a short walk 

Meeting point at the Bastille cable car, Quai Stéphane Jay, 38000 Grenoble 
Tramway B station Hubert Dubedout-Maison du Tourisme; take the direction on foot of the 

place Grenette, pass under the porch at the beginning of the street Montorge and cross the 

park of the Jardin de Ville towards the river Isere and the cable car station). 

Restaurant at Le Pèr’Gras 

90, Chemin de La Bastille 

38700 La Tronche 

Mail: restaurant@pergras.fr 

T. 04 76 42 09 47 167

https://www.google.com/maps/search/Arr%C3%AAts+de+transports+en+commun/@45.1920856,5.7243152,16.02z/data=!4m7!2m6!3m5!2zVMOpbMOpcGjDqXJpcXVl!3s0x478af489ce7ea2c7:0xbbfdf750c4b73f6e!4m2!1d5.7261!2d45.1929765
mailto:restaurant@pergras.fr


 

 

Day 2: Thursday 5th May 2022 

08h45-09h15 Welcome coffee 

09h15-10h00 

 

 

 

 

 

Keynote lecture: 

“The Resilience Performance Assessment (RPA):  A Framework and 

Decision-Making Tool to Evaluate and Follow the Resilience of 

Infrastructures and Territories” 

by Philippe Sohouenou, Resalliance, France 

Chair: Mohamed Eid 

 

 

 

10h00-11h00 

 

Session 4: Resilience of Transport Networks and Smart Cities  

Chair: Bryan Adey 

1h 

(20’ each  

including  

questions) 

“Resilience and Capacity in Networks - A comparative Investigation of 

Rail Transport Networks and Electric Power Grids”, (paper 18)  

by Pierre Dersin; Luleå University of Technology, Sweden 

“Simulation Supported Bayesian Network Approach for 

Performance Assessment of Complex Bridge Network 

Systems”, (paper 6)  

by Mohsen Songhori, Claudia Fecarotti, Geert-Jan van Houtum; 

Eindhoven University of Technology, The Netherlands 

“A Study on Resilience Index for Transport Infrastructure in China”, 

(paper 20)  

by Chao Yang*, Rasa Remenyte-Prescott**; *China Transportation 

Institute, Tongji University, China; **University of Nottingham, UK 

11h00-11h30 Coffee Break 

11h30-12h30 

 

Session 5: Resilience of Utility Networks 

Chair: Julien Baroth 

1h 

 

(20’ each 

including 

questions) 

 

“Real-time Monitoring of Gas Pipelines with Leak Detection and 

Localization via a Receding Horizon Observer”, (paper 4) 

by Didier Georges; Grenoble INP, France 

“Gas Network Modelling to Support Pipeline Hub Area Risk 

Assessment”, (paper 21)  

by Vytis Kopustinskas*, Bogdan Vamanu**, Sebastian Ganter***, Jörg 

Finger***, Ivo Häring***, Ivars Zalitis****, Laila Zemite****; *European 

Commission, Joint Research Centre (JRC), Ispra, Italy; **Horia Hulubei 

National Institute of Physics and Nuclear Engineering, Romania; 

***Fraunhofer Institute for High-Speed Dynamics, Germany; ****Riga 

Technical University, Institute of Power Engineering, Latvia 

 “Influence of Availability Transients on Network Resilience”, 

(paper 17) 

by Christian Tanguy; Orange Labs, France 

12h30-14h00 Lunch 
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14h00-15h00 Session 6: Resilience of Infrastructure Networks 

Chair: Jean-Marc Tacnet 

1h 

(20’ each 

including 

questions) 

“Applying Deep Reinforcement Learning to Improve the Reliability of an 

Infrastructure Network”, (paper 7) 

by Jose Carlos Hernandez Azucena, Haitao Liao, Henley Wells, Kelly Sullivan, 

Ed Pohl; University of Arkansas, USA. (Virtual Presentation) 

“Interdependencies of Infrastructures in Smart Cities and Advanced 

Topological Approach for the Resiliency of Coupled Systems - Example 

of Power and ICT systems”, (paper 19)  

 by Raphael Caire; Grenoble INP, France. 

“Risk Management with Multi-Categorical Risk Assessment”, (paper 13)  

by Sandra König*, Stefan Schauer*, Mona Soroudi**, Ili Ko**, Paraic Caroll**, 

Daniel McCrum**; *AIT, Austria; **University College Dublin, Ireland 

15h00-15h20 Conference Closure 

Book of abstracts
Link to abstracts

…or scan the QR code: 
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https://cloud.univ-grenoble-alpes.fr/index.php/s/w874qya4ttPXHtZ


Seminar Organization  

The Seminar is jointly organised by ESReDA and University Grenoble 
Alpes 

Location  

Grenoble, GreEn-ER building 

Chairperson of the Seminar   

REMENYTE-PRESCOTT Rasa (University of Nottingham, UK) 

Technical Programme Committee (TPC) 
ANDREWS John  (University of Nottingham, UK) 
BAROTH Julien   (Université Grenoble Alpes, 3SR, France)  
BASTEN Rob  (Eindhoven University of Technology, Netherlands) 
BERENGUER Christophe (Université Grenoble Alpes, GIPSA-lab, France) 
DUNNETT Sarah   (Loughborough University, UK) 
EID Mohamed  (ESReDA President, Consultant at RiskLyse, France) 
FECAROTTI Claudia  (Eindhoven University of Technology, Netherlands) 
JACKSON Lisa  (Loughborough University, UK) 
JUDEK Clement   (IMDR, France) 
KOPUSTINSKAS Vytis  (European Commission, Joint Research Centre – 

Ispra, Italy) 
LANNOY Andre (IMDR, France) 
LIU Yiliu  (Norwegian University of Science and Technology, 

Norway) 
OTTENBURGER Sadeeb Simon (Karlsruhe Institute of Technology - KIT, Germany) 
POHL Ed   (University of Arkansas, USA) 
SARUNIENE Inga  (Lithuanian Energy Institute, LEI) 
SCHAUER Stefan  (Center for Digital Safety & Security, Austrian Institute 

of Technology, Austria) 
TACNET Jean Marc (Université Grenoble Alpes, INRAE, ETNA, France) 
TUBIS Agnieszka  (Wroclaw University of Science and Technology, 

Poland) 
UTANS Andrejs   (Riga Technical University, Latvia) 
VAN HOUTUM Geert-Jan (Eindhoven University of Technology, Netherlands) 
YUSTA Jose Maria  (University of Zaragoza, Spain) 

Opening of the Seminar: 4th May 2022 

Closing of the Seminar:  5th May 2022 

Local Organization Committee: 

BAROTH Julien   (UGA) – Local Organizing Committee chairperson 

BERENGUER Christophe  (GINP)   

CHAHROUR Nour  (INRAE)   

TACNET Jean-Marc  (INRAE) 

PERRIER Sylvie   (UGA) 
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https://www.esreda.org/
https://www.univ-grenoble-alpes.fr/
https://www.univ-grenoble-alpes.fr/
https://ense3.grenoble-inp.fr/en/about-us/green-er-building
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GETTING IN TOUCH WITH THE EU 

In person 

All over the European Union there are hundreds of Europe Direct centres. You can find the address of the centre nearest you online 
(european-union.europa.eu/contact-eu/meet-us_en). 

On the phone or in writing 

Europe Direct is a service that answers your questions about the European Union. You can contact this service: 

— by freephone: 00 800 6 7 8 9 10 11 (certain operators may charge for these calls), 

— at the following standard number: +32 22999696, 

— via the following form: european-union.europa.eu/contact-eu/write-us_en. 

FINDING INFORMATION ABOUT THE EU 

Online 

Information about the European Union in all the official languages of the EU is available on the Europa website (european-
union.europa.eu). 

EU publications 

You can view or order EU publications at op.europa.eu/en/publications. Multiple copies of free publications can be obtained by 
contacting Europe Direct or your local documentation centre (european-union.europa.eu/contact-eu/meet-us_en). 

EU law and related documents 

For access to legal information from the EU, including all EU law since 1951 in all the official language versions, go to EUR-Lex 
(eur-lex.europa.eu). 

Open data from the EU 

The portal data.europa.eu provides access to open datasets from the EU institutions, bodies and agencies. These can be 
downloaded and reused for free, for both commercial and non-commercial purposes. The portal also provides access to a wealth 
of datasets from European countries. 

https://european-union.europa.eu/contact-eu/meet-us_en
https://european-union.europa.eu/contact-eu/write-us_en
https://european-union.europa.eu/index_en
https://european-union.europa.eu/index_en
https://op.europa.eu/en/publications
https://european-union.europa.eu/contact-eu/meet-us_en
https://eur-lex.europa.eu/
https://data.europa.eu/en
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