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Abstract—In this position paper, we present ideas about profile of viewers or domain area might not be informative to
creating a next generation framework towards an adaptive others.
interface for data communication and visualisation systera. Our
objective is to develop a system that accepts large data seds Current available visualisation tools mostly take into con
inputs and provides user-centric, meaningful visual infomation  sideration solely the dataset metadata to suggest apatepri
to assist owners to make sense of their data collection. The vjsualisations [4], as further described in the next sectia
proposed framework comprises four stages: (i) the knowledg  general, these tools give the user a list of all possiblealisu
base compilation, where we search and collect existing s&@bf-  hat match the data characteristics. This, however addp-si
the-art visualisation techniques per domain and user prefences; oot hrden to the data owners, as they need to understand th
(i) the development of the learning and inference system, kere charts and choose those that are more appropriate. In@uidit

we apply artificial intelligence techniques to learn, predct and C . .
recommend new graphic interpretations (jii) results evalation; ~ US€rstend to getlimited to the visuals they know, i.e. ttibeg

and (iv) reinforcement and adaptation, where valid outputsare have seen or emP|0yed in their analysis before; This process
stored in our knowledge base and the system is iteratively hed IS therefore laborious and not necessarily effective. &feee

to address new demands. These stages, as well as our overall also other categories of visualisation tools offering lilgent
vision, limitations and possible challenges are introduakin this  support. However, they are mostly proprietary, which makes

article. We also discuss further extensions of this framewd for it difficult for the research community to contribute witheth
other knowledge discovery tasks. ideas and adapt the tool to their needs [5].
. INTRODUCTION From these observations we therefore conclude that there

is the need for an adaptable, extensible, open-source sug

Turning large masses of data into useful information is agestion system that takes into consideration (i) the datase
multidimensional problem, requiring appropriate datatlgn  characteristics; (i) the knowledge domain; (jii) the upesfile
sis, analysis, results communication and visualisatianréht  and preferences; (iv) successful previous visuals magcthia
techniques generally fall short in delivering effectivétgions  problem and domain; (iv) human factors; (v) the purpose ef th
for these problems, which consequently leads data sdentisyisualisation and where it should be visualised (web, neobil
to struggle with decisions requiring the analysis of bigadat paper, etc); and (vi) possible visual improvements and#pk v
New intelligent methods and the alternative employment oftions to produce what could be an effective way of facitigt

existing tools are therefore needed to empower users toexpl the data set knowledge exploration and understanding.
their data sets. Additionally, different users and knowked

domains have different exploratory needs, and their secces Itis our aim therefore to outline a framework encompassing
in obtaining useful insights from their data depends on hovihese elements to assist researchers and data owners frol
appropriately these requirements are fulfilled. In shosgru  several domains to get the best matching graphics to assis
centric data knowledge discovery is needed, combiningaspe interpreting their data set. We are not proposing a tool for
of visualisation, presentation, and interactivity to commcate ~ Vvisual design; instead, we envision a tool set to store,ses-u
the analysis results in an appropriate manner. Our intéiesst infer and evolve existing visual solutions to create effect

in alleviating the laborious, time-consuming task of ciregt  suggestions for new data sets. We hope to implement a mech
suitable visual representations to a data content. Weftirere anism that dynamically finds and executes “suitable” pgetis
introduce an intelligent, extensible, free, open-soureent-  of the given data set based on a host of bits of information.
work to assist with data visualisation tasks. These representations are then available to the user tmpass

L . L ) : inform their analysis, provide a summary of the data, higttli
Primarily, data visualization aims at making complex dataaspects of the data. etc.

more accessible and intelligible by accelerating the campr

hension of large masses of data summarised in visual abstrac The proposed framework can be divided in four stages. The
tions [1], [2]. In many cases, an effective graphic displdy o first phase involves the knowledge base compilation, where a
the dataset content represents on its own a powerful kng®led collection of existing state-of-the-art visualisatiorchaiques
discovery tool. Understanding the data content and deegrib per domain and user preferences is built. Subsequently, ar
it in some sort of information graphics is a difficult, multi- ensemble of machine learning algorithms is employed talear
disciplinary task [3]. The information transmitted in awés  and suggest new graphic solutions. These outputs are ¢xdlua
must be clear, tailored to the problem and appealing to they multiple criteria methods, such as human factors, user
viewer. Furthermore, what may sound attractive to a certaimanking, surveys etc. Finally, the evaluation feedbacksisdu



to adjust and adapt the interface and feed the original datab C. Interactive tools
with additional information. These stages, as well as our
overall vision, limitations and possible challenges anghfer
discussed in the remainder of this article.

Interactive tools enable data owners to develop and share
customized data visualizations, from simple charts to aded
graphics. Popular examples are the IBM SPSS Visualisation
Designer [15] and the IBM Many Eyes [16]. The appeal
Il. RELATED WORK of these tools is that virtually no programming or technical

. . expertise is needed; therefore, almost everyone has therpow
In this section we present a summary of the most relevani, -reate visualisations

features of current visualisation tools from both academia
and industry. We have performed an extensive search of In specific, Many Eyes has several interesting features and
existing mechanisms, their functionalities and their agpion ~ operates in line with some of the ideas we are presenting.
domain. We focused our investigation on understanding hovt creates visualisations from simple data formats, such as
the collaboration between the user and the software occurtext files or spreadsheets. It stores previous data sets s
These interactions are of our primary interest, as we want tthat new users can browse existing visualisations, getsidea
understand their shortcomings and to propose improvement&ind match their problem with existing ones. In addition to
. - _ . their tool, IBM offers expert contributions from a team from
We have therefore divided the existing tools in four mainyhe |BM Researchs Center for Advanced Visualisation [16].
groups, based on how the user interacts with the product: (frhis team of experts provides guidance on creating the most

software environments for statistics, computing and g@ph  effective visualisations and also update user with newdsen
(if) web-oriented visualisation tools; (iii) interactiteols; and 5,4 advances.

(iv) intelligent interactive tools. ) ] _ ) N _
Our intention with this position paper is to add further Inte

Our aim is to discuss the main characteristics of thesgigence to tool sets such as Many Eyes in order to automatise
tools, their advantages, limitations and the existing ghps  their visualisation suggestions and their expert guidafce
culminated in our proposed research. It is not our intenon  this manner, rather than interacting directly with usersyal-
provide a complete review of existing mechanisms — insteadgsation researchers and experts would communicate ptimari
we are interested in outlining their common features. For &yith our framework by inputting information, creating new
more extensive review, see [4], [5]. types of graphs, evaluating and validating results.

A. Software Environments for Statistics, Computing andP- Intelligent interactive tools

Graphics This group comprises the state-of-the-art of intelligent

This group comprises well-known tools in the scientific 4&ta visualisation, where additionally to the user inteviy
community, such as Matlab [6], R [7], GNU Octave [8] features, system inputs are also offered. Most existingstoo
Python(x y)’ [9], etc. They are de\’/elopmént environmenas th are business intelligence-oriented, with focus on a holist
allow for data manipulation and provide data visualisation @PProach for the data analysis rather than just visuahsai
These environments are very useful for data analysts, henwey A collection of these tools is reviewed in [5].

they require more effort to learn and use when compared to in- - Concerning tools focused only on data visualisation, IBM
teractive tools. In addition, scientific programming backgid  has recently developed the IBM Rapidly Adaptive Visualiza-
is required to produce the data visualisation scripts, Whi-  tion Engine (RAVE) [16], which is the underlying technology
its their usage to a specific public, such as computer seisnti for the most recent version of Many Eyes. RAVE enables
mathematicians, statisticians, engineers, etc. Furthergiven  the yser to describe how his visualizations should look. The
the profile of the public that uses these tools, the visualtsha technology behind RAVE however is proprietary and therfor
are mostly tailored to represent research and engineesitey d we have no information about how the intelligent algorithms
used to render the visuals work.
B. Web-oriented Visualisation Tools

. . E. Drawback
These tools offer a variety of customisable charts to be

displayed in the web, via a web browser. In order to visualise BY analysing the existing tools, it is possible to observe
a data set, the user needs to incorporate the data intosscripthat they all have significant shortcomings that impact dta da

which are generally written in HTML, PhP, JavaScript, etc. analyti.cs. Some tools require time learning and progrargmin
expertise, other tools, such as those where the data need

There several available libraries, such as Google Cha}t [10to be incorporated into a script are only suitable for small
ZingChart [11] and Dygraphs [12], with a variety of charts data sets; there are environments which are domain-specific
for multiple purposes. In addition, there are various domai and more sophisticated intelligent tools are not openesour
specific tools, such as Instant atlas [13] (for maps) and Timeand therefore cannot incorporate changes implementedeby th
line [14] (for temporal data), etc. scientific community.

These tools however have the restriction of being web- In general, all available tools still fall short in explogn
based, which requires web development expertise and treref further artificial intelligence methods. Overall, they effa
they are not suitable for every user. In addition, having topossibility of visuals and the user chooses one of them to
incorporate the dataset in a web script can be burdensontisplay the data. We envision, instead, intelligent todlat t
when dealing with large data. take as input the data set and an array of attributes (matadat



user, domain, etc) and recommends visual representations Stage 1
the data. We therefore propose a next generation, inn@vativ

framework to fill some of these gaps and to assist users il Si)gfsj;fil
defining better ways of showing their data graphically. The Cases
objective is to create extra intelligent layers in the psscef S

data visualisation to optimise the usefulness of the obthin Research

visuals. Our framework is introduced next.
Knowledge
Base
I1l. THE FRAMEWORK Do, dataser ety

sucessfull approaches,user
profiles, etc.

In this section we introduce our vision and outline the
main activities we view as necessary for its accomplishment
We do not recommend definite solutions for the challenge:
presented, as some of them are quite complex. Instead, we ai
at describing the problem to be addressed and outline aglenel
framework for solving it. Furthermore, one of our objective
is to call other researchers to further explore and develop o
proposal.

Knowledge extraction
(Rules, patterns,
metadata, etc.)

Stage 4

.'.i'éi':hmque ik que

. Adaptive Data Communication Interface
A. Vision

We envisage a system that takes in a new data set ar StEchinelt daniing
produces different formats of data visualisation, coréide chnigue 3 Technique n
aspects such as the domain area, metadata, user profile a
preferences, keywords, previous successful data disjplsgsc
etc. The main core of this framework is composed of intel— Data display formats
ligent methods for knowledge interpretation and inferernce
generate and evolve suitable candidate solutions. Theutsutp P
produced are evaluated by the target user and other set
criteria; and the results of this evaluation will in turn dee
the system with information for future inferences. The sobe
of our framework is shown in Figure 1. There are four main
stages to consider:

e Stage 1:the creation of a knowledge base.

e Stage 2:the development of the adaptive interface for
data communication.

e Stage 3:the system evaluation. ‘; ‘ " ’ Farmat

Turk

/Crowdsourcing Evaluation

e Stage 4the system feedback.

The motivations for the conceptualisation of this idea and

each stage of the framework are presented next. Fig. 1. The adaptive data communication interface vision

B. Motivations

The motivations for this framework arose from our work visualisation task and increase our productivity. We regjui

experience. We work with data analytics and we proVidetherefore an intelligent engine that ‘remembers’ sucegssf

analysis for several partners in industry and academiaséhe examples, associates ”““:m with tags (domain, user, sab-are
partners belong to a variety of areas of expertise, and thegc') and recommends visual solutions to new datasets auto
have distinct exploratory needs. We are therefore alway atically.

faced with the challenge of determining the most approgriat

graphs to their data sets. In addition, due to budget and time IV. THE FRAMEWORK STAGES

restrictions of our projects, this task needs to be perfdrme
quickly and effectively. Our standard procedure when wet sta
characterising the data set is to produce a number of grap
and to assess their utility, by getting feedback from owertb
— which requires several iterations, each potentiallyihgst
days, delaying the actual analysis.

In order to further understand our idea and the motivations
rpsehind it, a simplified, fictional example is introduced iimsth
section. Let us pretend that we are hired to work on a project
involving three professionals, the first one with a Computer
Science (C) background, the second one from Biology (B)
and the third one from Mathematics (M). These experts want
As expected, each domain area and user are drawn to investigate the iris dataset. This dataset is availatden f
different types of visual interpretations; and we need e the UCI Repository of Machine Learning [17] and is a simple,
these preferences to ultimately reduce the time spent iddatee  well-known benchmark in the pattern recognition commuynity
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Fig. 2. Examples of possible visualisations for the Irisadat

which will serve our illustration purposes. The data setsists  useful; B finds (1), (2) and (3) useful and does not like figures
of fifty samples from each of three species of iris flowerss(Iri (3) and (4); and M understands all graphs, but finds graph (4)
setosa lIris virginica and lIris versicolo). Four features are not very informative. Once these preferences associatdd wi

measured from each sample: the length and the width of ththe profiles are collected, they need to be stored for future
sepals and petals, all in centimetres. reference. A schematic representation of this processoisrsh

in Figure 3. This part of our example falls into the first stage

f our framework (Figure 1), which is further discussed next

(1) C is interested in validating a new cluster method; (2) B, .. : ;
has never seen this dataset and he is interested in looking {%t's important to observe that these graphs are much simpler

NN o i o an those we envision as being produced in intelligenesyst
distributions of the species; and (3) M is interested in tnga we employed them only for further clarification of the idea.
equations describing the relationship between the petads a

sepals of the flowers.

@ UserC ® UserM @® UserB

1 i i H Cluster analysis Understands graphs, tables X Likes heat maps
Normally, our first step is to assist our partners with some ﬂ X Likes colowul graphs Investinates specics

data description and visualisation. We use a set of tools tt - Useful graphs: 1,2, 3 Researches attributes per species | Likes black and grey graphs
produce a number of graphs. Figure 2 shows examples |- wotuseful graphs: 4 | * :;ﬂtfj‘sgf"z‘“31_;5?;“'22301“-52_-1-5-6 : i;ﬂtfi‘segffjpgh;plﬁjéi
graphs we produced to interpret the data: (1) a table cdntain : =
the correlation between the data set attributes; (2) a hapt m ., ‘, .'
which also shows the correlations between the attributed, a

therefore represents a different way of displaying the sam

information as item (1); (3) a scatter plot with histograms, Knowledge Base

displaying the projections and distributions of the atttés; —

(4) a line chart, where each line shows the correspondin _ g’:f;":‘t"‘i’;"rx':sf;w aoh 2

value (in cm) for each attribute (y axis), for the 150 flowers is eeful: granh 1.3.5.6 might be useful etc..

of the database (x axis); (5) a pie chart with the distributio
of flowers per class; and (6) another pie chart showing the
same information as graph (5), but with a different design
style. All these graphs extract elements of informatiomfitbe
data, however the usefulness of the information transchitte
subjective, depending on the viewers and their questioogtab Fig. 3. Building the knowledge base
the data.

Intelligent Engine

In order to determine which are the best visuals, we nee@" Stage 1 - The Knowledge Base Compilation

feedback from the viewers. Suppose C finds graphs (1), (2) and As explained in our example, in this stage a “memory”
(3) useful for his work and states that visualisation (4)d n of successful cases of data visualisation is built. The psep



Knowledge Base

Update Knowledge

. New User: Biology student

* Collected some more dataon M’ Inteuigent Engine
iris flowers Recommendations (Adaptive Data Communication Interface)

* Wants to lookat it
* Never worked with data Graphs2 and 3 1
visualisation before are usefal e

Correlation Matrix

Fig. 4. The recommendation process

is to collect references for the intelligent engine (i.er ou B. Stage 2 - The Adaptive Data Communication Interface
adaptive interface) to be able to provide user-centric alisu
schemes based on previous profiles of similar case studies. T
database is supposed to store a maximum possible informati
about users, domains, types of data, keywords, etc.

This is the intelligent nucleus of our framework, which
purpose is to employ the knowledge obtained from past ex-
amples to generate graphical interpretations for new probl
According to our ideas, after the knowledge base is creatdd a

o ) ~the intelligent system is trained, the adaptive interfaoeud
To obtain this knowledge base, an extensive search in thge able to start providing recommendations.

literature, web sites, research papers, online news and-ope

source online infographics and data visualisation tooks toa Back to our case study, let us suppose a new user has dat
be conducted. In addition, pilot studies and user survegsl ne 10 be visualised. The user is a Biology student (S). S spent
to be carried out to determine the human factor elements arfffeir internship gathering more instances of the iris flawver

requirements that need to be incorporated into the memorg]nd wants to visualise the data collected. S inputs thefilgro
mechanism. e purpose of the visualisation and dataset to the systesh, a

the intelligent engine needs to work out the best visuadinat
Figure 4 illustrates a possible manner this engine is swgapos

This information gathered is subsequently transferred Qo work for this example

the intelligent core of our framework in distinct mannersr, f
instance, via direct queries or through extracted knovdetée The system should output successful graphs that were
foresee a considerable amount of facts being collectedethe defined as preferable by similar users. For example, themsyst
fore, this knowledge base needs to be mined to determine thmuld indicate a heat map, a pie chart (based on previous
rules, patterns, tags, parameters, etc. that will serveags to  experiences) and recommend a new visual interpretatien, i.
train and tune the adaptive learning system. In additioegon a box-plot (see Figure 4). Observe that as chart (4) was not
the data is loaded in the system, it is also likely that it will useful for any user (and is not useful for this data), it is
need some sort of pre-processing and standardisation. not recommended (interestingly, this graph was a suggestio
from a popular data visualisation tool, which reinforces ou
Qea that more intelligent engines are necessary). Thisnaea
t

We understand this phase can be quite laborious, an . s ;
defining ‘how’ and ‘what’ needs to be collected to create our at the negative feedback is also important for the system

framework memory is a difficult task. In addition, there is Performance.
the challenge of defining automatic ways and selecting the As shown in Figure 1, we envision this adaptive intelli-
appropriate technologies to search, collect and storenfloe-i  gent interface as a combination of machine learning (ML)
mation needed. Another difficulty that might be encounteredechniques, such as rule-based approaches [23]-[27]; case
is how to define noisy data, i.e. irrelevant information, thEbased reasoning [28]—[31], active learning [32]-[34],aree
misuse of visuals, etc. There is therefore the need to emplayendation systems [40], [41], and other ML methods [42],
different methods of information retrieval [18]-[21] aneixt  [43]. The objective is to produce a type of ensemble, where
mining [22] in some sort of ensemble to guarantee that, agisuals suggested by the majority of the ML techniques are
much as possible, only useful information is stored. put forward as recommendations. In addition, in order to
produce variations (or mutations) in the scripts for theadat
After the knowledge base is created, we subsequently neadsualisation, an off-line system with an evolutionaryaighm
an intelligent engine to extract and translate the infoiomat (EA) [35]-[39] could possibly be employed. We believe our
to feed it to the next stage. Data mining needs to be appliefhain intelligent system falls into the category of recommen
to obtain rules, patterns, associations, etc. to assiddibgi  dation systems; however, the character of problem and the
the inference models for new case studies. The collection dgolutions we are proposing require further developmenhef t
inference models constitute the second stage of our framkewo €xisting algorithms, as discussed next.
as discussed next.
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Fig. 6. Possible visualisations for the supermarket data
Display outputs
C. Stage 3 - Evaluation
Fig. 5. Stage 2 flow chart The evaluation of the outcomes is used to inform the adap-

tive communication interface about the correct and inarre
. recommendations made. The objective is to assist with the
There are several challenges in the development of thigynamic character of the framework, as the system needs
stage. Firstly, it is necessary to investigate and dete¥mviich o adapt to new demands and new users with time. In our
ML methods are applicable to the problem. Subsequently, thexample with the iris data, the interface suggests threghgra
input requirements of each method need to be met, i.e., th®r the new user S (a heatmap, a pie-chart and a box-blot);
knowledge base information has to be translated to the wag evaluates the suggestions and selects those found usefu
each approach represents and handles information. Deygendii.e., graphs (2) and (3); and also those found not useful, i.e
on the dataset, the purpose and the media where the dat®) (Figure 4). These preferences need to be fed back to the
is required to be visualised, some approaches might not bigitelligent interface so that the system learns new patarmd
applicable and therefore a module to select the appropriaigvaluates the current state of the recommendation agents. |

ML agents needs to be incorporated. In addition, an engine tgddition, the new user profiles and preferences are stored ir
collect the results of the ML approaches, perform the en&mbthe knowledge base for future reference.

and output the candidate solutions needs to be implemented. ] o o .
Figure 5 shows what we think should be the flow chart for In our bigger vision, the intelligent engine should have
this stage. multiple evaluation methods, other than just the users. For

example, web surveys for a larger public evaluation should
also be employed (such as crowdsourcing or mechanical. turk)
In addition, input from design experts, psychologists (who

can study profiles of users preferences) and human factors
researchers are necessary to refine the system.

Another existing challenge to perform effective character
isation is to determine the right data perspective for thseivi
alisation task. This includes, for instance, looking at bsst
of features rather than the entire data; duplicating infitiom
(removing the data base from its normal form) to suit certain  Once the evaluation of the output is established, it is
techniques (such as network visualisations); performiagid possible to determine the ML mechanisms that are performing
queries to retrieve aggregate values; establishing titeséi  satisfactory (and should be reinforced), and those that are
for dynamic charts, etc. For instance, if we consider theiling and require adjustment. We can also observe how each
data from Table I, regarding supermarket expenses, pessiblechnique functions better depending on the domain. This
visualisations are shown in Figure 6. In the figure, grapiis (1stage is therefore a way to evaluate the recommendation/ML
and (2) are extracted directly from the numbers given in thgechniques used and provide information about the capaciti
table. Graphs (3), (4), and (5), however, require furthénda of each part of the ensemble. Ultimately, if there is an

manipulation (aggregations and sub-queries). approach with multiple failures throughout many interais,
its removal from the system should be considered. For this
TABLE I EXEMPLAR DATA task, a performance record for each intelligent agent in the

system should be kept.

Client | Supermarket] Month | Amount spent]

John [ A Jan 20 This stage has also the objective to provide a score (or
m:y o Jn X ranking) of the existing associations between users, dwspai
Sarah | A March 1§ etc., and the visuals. Therefore if the user preferencelvevo
Ethan | C March | 60 with time (due to further knowledge of data visualisatioawn
Hugh | A Aprl | 35 demands, etc.), the system will be able to reflect these @sang
Hugh C April 22 i K

John T C Aprl 90 In addition, the knowledge gathered regarding how prefaasn

evolve with time can be transferred to data visualisation



researchers.

D. Stage 4 - Feedback and Adaptation
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This is a stage where the system needs to be recalibratdétls comments on our work.

to suit new demands. Each ML agent needs to be adjusted
to improve the recommendation system and to incorporate
user’s changes in visualisation needs. In this stage also th (1]
inclusion or removal of faulty parts of the framework should
be considered. In addition, new information gathered durin [,
the evaluation stage needs to be stored in the knowledge base
and the knowledge extracted to train the ML approaches ghoul (3]
be updated.

V. CONCLUSION [4]

Adding intelligence to suggest informative visualisaion (5
for data rendering is a difficult task. It involves severa-el
ments working together (from meta data interpretatiomdra
formation to the decision of the best set of graphs) to ahiev [6]
final satisfactory results. In addition, the data visudiisa
needs to be guided by the exploratory objectives of the datat7
owner. To date, most existing tools fail in delivering effee ]
intelligent solutions to tackle these problems. Succésidta
visualisations rely heavily on the expertise of data artalys g
Depending on the complexity of the problem, the visualisati
process can be laborious and require several interactiens b [9]
tween the data analyst and the data owner. Our objective was
therefore to put forward a framework towards an intelligent
interface to alleviate the burden of achieving effectiveusil
interpretations. Our intent was to add an extra interfaeg th
could better guide the data owners into the possibilities of!l]
exploration of their data.

[10]

[12]
We proposed an open-source, extensible, adaptable -intelli
gent system to recommend ways of visualising informatiori13]
based on an array of characteristics from the data set and
the data owner. We envision a system that takes in a neW4l

data set and maps it into different sets of user-centria-inte
preting graphs. Four main stages are devised to accomplié#’]
our framework: (i) the knowledge base compilation, where a
search for existing state-of-the-art visualisation teghes is 14
conducted; (ii) the development of the learning and infeeen
system to recommend new graphic interpretations (iii) ltesu
evaluation; and (iv) reinforcement and adaptation, whaee t [17]
system is iteratively adjusted to improve accuracy and suit
new demands. Due to the complexity of the problem addressdéf!
and the many unforeseen questions that might arise dureng th
implementation of this idea, each stage of the frameworkon i
own represents a large avenue for research and new insigh&g.’]
Despite our efforts to outline many challenges to be faddd, i
likely that others will appear. These challenges are netafri
however, if they are met, the future of data visualisatisksa
might derive considerable benefit from our framework. 201
Currently the framework is limited to data visual interpre-
tation tasks. In the future however we envision the extensio
of this idea to other knowledge discovery tasks. Therefoee t [21]
ultimate goal is to produce an intelligent system able talgui
the user throughout most stages of the data analysis. In th[§2]
way, the data owner will upload his file into the system and
the interface will suggest and proceed to the best route fo[r23]
data characterisation and analysis, considering, foamts,
methods for classification, clustering, regression, etc.
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