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Abstract

A new time-dependent approach to the geometrical and thermal modelling of the deposit footprint in thermal spray
processes is proposed. Based upon a three-dimensional finite-difference numerical technique, the model is composed of two
integrated sections: a geometrical analysis, accounting for deposit geometry analytical prediction, and a thermal analysis
that computes the system temperature history. Primary process factors for the simulation, i.e. plume distribution
parameters, jet heat transfer properties and temperature-dependent deposition efficiency are determined in a preliminary
stage of model application. Through computation of the simulated impact surface temperature at each instant during
the simulation, the deposition efficiency-mediated growth of the deposit is accurately predicted at arbitrary values of
torch feed speed. The model is flexible as it only relies on an initial calibration stage performed at a specific set
of process parameters to be able to predict deposition geometries at arbitrary conditions, thus avoiding the need of
complex simulations and/or knowledge of single splats impact properties. Moreover, this modelling approach has the
potential to be extended to several thermal spray processes at arbitrary values of process parameters (e.g. torch design,
materials, etc.), opening the way for spray automation in difficult-to-spray geometries and/or repair applications. The
proposed modelling framework has been validated on Combustion Flame Spray (CFS) deposition of CoNiCrAlY alloy
on stainless steel substrates, yielding low errors (< 5% on average) in predicting the deposit footprint at various torch
feed speeds.

1. Introduction

Thermal spray processes (e.g. plasma, high-velocity
oxyfuel, flame spray, etc.) are commonly used to deposit
a variety of materials over surfaces which provide them
with additional specific properties [1]. The material to be
deposited is fed, in solid or solution form, into a highly en-
ergetic jet stream, hereafter named flame, which melts and
propels it towards a target surface where it spreads and so-
lidifies to generate a coating. Due to the high number of
interacting factors affecting the deposition phenomenon,
modelling the thermal spray process from first principles
is inherently difficult. Additional difficulties are encoun-
tered because not all the material impacting the target
surface contributes to coating generation but a deposition
efficiency is instead observed, which is determined by the
complex (thermal, geometrical and physico-chemical) na-
ture of the interaction between impacting material and
substrate [2, 3, 4].

An attempt to study interaction effects at droplet-
substrate impact is provided in the work of M. Pasandideh-
Fard et al., [5] where the impact deformation of the metal
molten droplets is numerically and experimentally assessed
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against a variation in substrate preheat temperature. The
observed variation in splat shape qualitatively demon-
strates the dependency of the impact process on the sur-
face temperature. Similar results are also presented in the
work of Xue et al., [6]. Due to the dependency from several
(interplaying) chemical-physical processes, to date, ther-
mal spray deposition parameters for most industrial ap-
plications are empirically determined (trial-and-error ap-
proach). Consequently, automated deposition routines are
reduced to simple substrate geometries (e.g. cylindrical)
where the deposition hardware is thus maintained at a con-
stant position/orientation in front of the rotating target.
Thus, generally manual deposition is the routine adopted
to deposit onto difficult-to-spray geometries (e.g. internal
curved surfaces). Several developed thermal spray depo-
sition models are focused on predicting the final deposit
geometry starting from experimental observation on sin-
gle particle impact. Models of this type are presented in
the work of C.W Kang et al., and K. Remesh and al. for
static (i.e. fixed torch position) deposit geometry predic-
tion in plasma spray [7, 8]. Both approaches involve the
combination of computational fluid dynamics to model the
plasma flame and experimental observation on the shape
of single splats to determine a relationship between the
in-flight droplets parameters (e.g. speed, temperature) in
the flame and the characteristics of the resulting overall
deposit. Besides being comprehensive in simulating the
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Nomenclature

A total constant spray distribution parameter

a mass flux spray distribution parameter

b mass flux spray distribution parameter

C specific heat

Dx0 torch position
−→
G initial x component

Dy0 torch position
−→
G initial y component

∆d deposit/substrate mesh dimension, x and y axis

δd deposit mesh dimension, z axis

Ḋ deposition rate

d assumed control volume thickness

Ėmelt melting energy release term

êf surface unit vector connecting
−→
P and

−→
G

ên surface unit normal vector at
−→
P

F powder feed rate

−→
G torch position

∆H increase in deposit height

h convection heat transfer

k heat conductivity

L latent heat of melting

l specimen length

ṁ droplets spray mass flux

−→
P surface impact point

r radial distance from torch axis

SOD torch standoff distance

T temperature

TEXP thermocouples-measured temperature

TSIM simulated temperature

Treal corrected thermocouple signal

Ttc as-recorded thermocouple signal

t time

V torch feed speed

W0 specimen initial weight

Wf specimen final weight

Z(r) deposit profile cross-section

Greek symbols

α emissivity

ε deposition efficiency

η droplet/impact surface interaction effects

θ droplet impact angle

ρ density

σ Stefan-Boltzmann constant

τ thermocouple response time

Ψ torch-to-substrate inclination

Subscripts

A atmospheric

D deposit

E edge

int interface

J flame

Q substrate

S surface

plasma spray process, models of this type present difficul-
ties in accurately predicting temperature and chemistry
of the complex flame flow through CFD, thus resulting in
computationally expensive analysis. Because of this in-
trinsic complexity, significant difficulties arise on the ap-
plicability of these models for predicting complex flame
paths (e.g. to spray complex 3D substrate geometries, for
which CNC robots are the current industry standard). On
the other hand, deposition models have also been devel-
oped where the impinging particles properties are simu-
lated through a stochastic approach, as presented in the
works of R. Ghafouri-Azar et al., and M. Xue et al. [9, 10].
These studies describe the in-flight particle properties as
following normal (or log-normal) probability distributions.
Coating formation is modelled following a set of a-priori
defined droplet impact rules based on experimental obser-
vations on the final shape of impacted droplets. The main
drawback of these approaches is their dependency on a
specific set of deposition parameters, on which the defined
empirical droplet impact rules are based. Moreover, due
to the surface temperature-dependency of splat shape [11],
the lack of heat transfer modelling and droplet-surface in-
teraction effects in these models prevents the simulation
of complex torch-surface relative motions from being sim-

ulated. More recently, considerable attention has been
given to the development of numerical methods, i.e. La-
grangian, Lagrangian-Eulerian and smooth particle hydro-
dynamics (SPH), mainly focused on the cold spray process
[12, 13, 14, 15].

Although of different nature, but still linked to the im-
pact of a stream of molten droplets, an interesting ap-
proach was reported by Mathur et al., on spray forming
[16]. The study is based on a two-dimensional Gaussian
formulation of the droplets deposition rate, this latter me-
diated by a deposition efficiency function which mainly
depends on droplets-substrate thermal state and impact
geometry. The validity of the analysis has been later
supported by several works on spray casting [17, 18], all
built over the framework of the aforementioned study. In
practice however, due to fundamental discrepancies in the
physics of the processes involved, these approaches would
have limitations in the analysis of thermal spray processes.
The absence of a high-energy density flame continuously
impacting the deposition surface, together with the re-
markably lower cooling rates measured in spray casting
compared to thermal spray requires accurate modelling of
the transient solidification kinetics (of both-in-flight and
impacted material) in the former case. Conversely, the ex-
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tremely high cooling rates experienced in thermal spray
processes allows the droplets to be assumed solid at im-
pact, with the consequence that a thermal model of the
process (essential to determine deposition efficiency) would
not rely on solidification kinetics. Moreover, spray forming
relies on simple deposition geometries, with minimal pat-
terns of torch-substrate relative motion. The need to spray
deposits by superposition of footprints (i.e. the full 3D ge-
ometry of the deposit) to enable coatings of accurate geom-
etry on substrates of elaborated shape in thermal spray ap-
plications (e.g. curved internal surfaces or coating patches
in repair applications) leads to complex geometrically-
dependent flame/spray stream/substrate thermodynamic
interactions, not accounted for by the aforementioned
works on spray forming.

To address these challenges, this paper presents a
time-dependent modelling approach to predict the three-
dimensional footprint (i.e. deposit shape) and tempera-
ture for thermally-sprayed systems. In the model, a semi-
Gaussian distribution is assumed for the droplet plume
deposition rate, and a temperature-dependent deposition
efficiency is also embedded. For that purpose, a three-
dimensional implicit finite-difference algorithm, based on
two interplaying geometrical- and thermal-analysis sec-
tions, has been developed by selecting Combustion Flame
Spray (CFS) as validation process. Model input pa-
rameters, including deposition rate, deposition efficiency
function and flame thermal properties, are determined a-
priori through a novel iterative calibration-optimisation
approach. The key advantage of the model is that it re-
quires simple calibrations to capture the physics of the
interaction between droplet plume and target surface for
a specific set of process deposition parameters (e.g. flame
flow, droplets feed rate, etc.). Subsequently, the deposit
footprint can be predicted at arbitrary torch feed speed
with little computational effort, thus allowing the method
to be applicable for automation spraying on any system
with continuous variation of torch feed speed. This flexi-
bility is essential for dimensional control of deposit shape,
as obtained from superposition of subsequent footprints
from in-flight droplet spray distributions (hereafter named
droplet plume), especially when difficult-to-spray geome-
tries (e.g. curved internal surfaces) or small areas of de-
laminated coating (e.g. for repair applications) are re-
quired.

2. Physical Background

In order to capture the complexity of the interacting
processes involved in thermal spray, a detailed descrip-
tion of their principle is here reported. A schematic of
the CFS process is depicted in Fig. 1. Material in solid
form, i.e powder, is injected within the torch, transported
by a neutral carrier gas and then molten in-flight after
entering the hot flame generated by flammable gas (e.g.
acetylene) coupled with oxygen [19]. Molten droplets flat-
ten and overlap at impact with the substrate, generating
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Figure 1: Schematic of the Combustion Flame Spray (CFS) process.
The insets show (A) unmolten particles, oxide strings and porosity,
typical deposit microstructural features; heat transfer mechanisms
at in-flight droplet level (B) and deposit-substrate level (C).

a deposit of specific shape, i.e. the footprint. A sheath
of compressed air at ambient temperature surrounds the
flame to provide both additional kinetic energy to in-flight
droplets and substrate cooling [1]. The stochastic nature
of the droplets plume in terms of particles temperatures,
dimensions and velocity, involves complex impact flatten-
ing dynamics, with unmolten particles, oxides and porosity
generated when multiple splats overlap (Fig. 1, inset A).
Moreover, a given fraction of the impacting mass is scat-
tered away from the target surface and does not contribute
to deposit build-up. The ratio of mass retained over the to-
tal arriving at a given point can be referred to as deposition
efficiency (ε). Modelling of this latter has found limited
consideration in thermal spray literature and is generally
confined to specific processes and deposition parameters
[2, 3, 4]. In general, deposition efficiency can be considered
the result of two main contributions: (a) mechanical inter-
action between impacting droplets and the target surface
(i.e. mechanical interlocking) and (b) target surface tem-
perature (affecting diffusion-driven adhesion mechanisms).

Microscopically, the deposit footprint is dictated by
both the properties of each impacting droplet (i.e. ve-
locity, temperature, molten state, etc.) and the physico-
chemical interaction with the surface. Both properties
are the result of the dynamic heat exchange history, i.e.
time-dependence, during the process, both at a flame-to-
droplet level (Fig. 1, inset B), and flame-to-deposit (and
substrate) level (Fig. 1, inset C); the latter also depend-
ing on the torch kinematic parameters (e.g. feed speed,
inclination, standoff distance). At a droplet level, the pri-
mary heat-exchange mechanism is convective transfer with
the flame, but radiation loss to the ambient and internal
conduction within the droplet also have to be taken into
account [20]. At the same time, mainly viscous drag, grav-
ity and inertia forces define the droplets’ velocity field [20].
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Part of the heat stored within the droplets, together with
radiative losses, is released to the underneath deposit (or
substrate) at impact (Fig. 1, inset C). This heat can then
be conducted through the deposit towards the substrate.
At the same time, heat is exchanged, via convection, to
the flame at the top surface and to the atmosphere at the
bottom of the substrate.

The majority of the above-described heat-exchange pro-
cesses involves interactions with the flame. Its properties,
in terms of velocity and temperature fields, are rather com-
plex. In fact, impinging gas jets used for thermal spray
applications are typically turbulent in nature, with prop-
erties rapidly varying both along the standoff distance,
caused by exchange of momentum with the surrounding
air, and at impact with the substrate. Moreover, noz-
zles in thermal spray generally involve arrays of burners
of varying layout with the consequence that multiple in-
teracting flames have to be taken into account [21]. A
comprehensive review of semi-analytical solutions of ve-
locity field, heat and mass transfer for several array con-
figurations of impinging gas jets is provided by Martin et
al., [22]. Effects of additional parameters as standoff dis-
tance [23, 24], and torch-to-substrate inclination [25] were
also incorporated on a later stage. However, due to com-
plexities in thermodynamics and kinetics of combustion
chemistry, coupled with strong dependencies on the noz-
zle geometry, accurate modelling of the flame temperature
field is generally hard to achieve in real applications [26].
For this reason, difficulties arise when attempting to model
the temperature-dependent deposition efficiency function
and, as a consequence, the deposit footprint.

The above complexities are addressed in this paper by
capturing the majority of the above mentioned phenom-
ena into a system calibration for a specific set of deposi-
tion parameters (that are usually kept constant spraying
operations). In this way complex thermodynamic and ge-
ometrical factors are extracted, allowing a novel model for
time-dependent deposit footprint to be simulated, opening
the possibility to change continuously the shape of the de-
posit on arbitrary substrate shapes only by adjusting the
torch kinematics.

3. Model Development

The analytical framework of the model, composed of
interplaying geometrical-, thermal-analysis, along with a
description of the methodology for characterising the nec-
essary deposition parameters, is reported in the following
paragraph. A numerical implementation of the model, is
reported as a conclusive section.

3.1. Geometrical analysis of the deposit

The schematic of a succession of subsequent time steps
during deposition, is depicted in Fig. 2. In the present
work, the droplet plume flux distribution (ṁ, [kg/m2s])
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Figure 2: Schematic of factors involved in the geometrical analysis of
the deposition process. The torch, with its axis oriented perpendic-
ularly to the substrate surface and at fixed standoff distance (SOD),
is considered moving at a feed speed V along the y-axis. The status
of the process at an initial time t0 = 0 (red) and at an arbitrary time
t1 = t0 + ∆t (blue) is presented. The inset shows a detail of coating
growth ∆Hn of n points Pn on the initially flat substrate surface,
together with a definition of the droplet impact angle θ relative to
the normal of the local point of the deposit.

is described by a Gaussian-shaped function of the form
[16]:

ṁ(r) = a · e−b·r
2

, (1)

where a (kg/m2s) and b (1/m2) are the plume distribu-
tion parameters, which depend on the set of deposition
conditions used and are determined within the calibration
stage in this work. However, these parameters vary with
standoff distance (SOD) and torch-to-substrate inclination
(ψ) [16]. If these parameters are fixed during deposition,
as it is commonly the case in spray operations and in thus
in this work, the only dependency from the radial position
from the torch axis (r) is maintained as in the above equa-
tion. Once the droplet plume mass flux impacts the target
surface, deposit grows at a rate defined by the deposition
rate profile (Ḋ, (mm/s)):

Ḋ(r) = ε(η, Ts) · ṁ(r) · 1

ρD
, (2)

where ρD (kg/m3) is the density of the growing deposit.
Eq. 2 states that the droplet mass flux distribution is mod-
ified by a deposition efficiency function ε which depends
on the mechanical- (η) and chemical-interaction between
impacting droplets and target surface that are driven by
temperature-dependent diffusion phenomena. The term
ε(η) represents the adhesion provided by mechanical in-
terlocking between sprayed droplets and impact surface.
It is thus determined by the particles flattening dynamics
at impact with the target surface, influenced by droplets
properties (temperature, velocity and impact angle θ) as
well as the micro-geometrical properties of the target sur-
face (e.g. roughness). The impact surface temperature TS ,
although also affecting the dynamics of droplet flatten-
ing, represents the major contribution to the thermally-
activated diffusion process for the droplet-target surface
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interface especially at the experimental conditions em-
ployed in this study (i.e. droplet-substrate materials of
comparable chemistry and finely-polished substrate sur-
face).

In this study, the torch is allowed to linearly move in
the y-direction at feed speed V (see Fig. 2). In Cartesian
coordinates, after an elapsed amount of time ti = t0 +
∆t during deposition, the torch is located at an arbitrary
position ~G = (~Gx, ~Gy, ~Gz) given by:

~G = (Dx0, Dy0 + V · ∆t, SOD) , (3)

with Dx0 and Dy0 being the initial x and y components of
the torch position respectively (i.e. at t = t0, red profile in
Fig. 2). At a time ti = t0 +∆t during deposition, droplets

will hit a point ~Pi = ( ~Xi, ~Yi, ~Zi) on the impact surface
(blue profile, Fig. 2). The initial surface is thus modified
by the addition of new sprayed material as:

X
′

i = Xi + ∆H · ên · êx,

Y
′

i = Yi + ∆H · ên · êy,

Z
′

i = Zi + ∆H · ên · êz,

(4)

where, at each point under consideration ên is the de-
posit/substrate surface unit normal vector, êx, êy and êz
are the unit basis vectors and ∆H(r) [mm] is the amount
of material added, given by integrating the deposition rate,
Eq. 2, in the time domain:

∆H(r) =

t+∆t∫
t

Ḋ(r) · ên · êf dt

=

t+∆t∫
t

ε(η, Ts)

ρD
· a e−br

2

· ên · êf dt,

(5)

where êf is the unit vector on the line connecting point ~P

and torch position ~G. This increment ∆H is schematically
depicted in two-dimensions in the inset of Fig. 2.

In this work it is assumed that, at fixed values of standoff
distance, torch inclination, flame gas flow properties and
substrate preparation, the variables η and TS on which the
deposition efficiency term depend, represent independent
contributions, e.g.: ε(η, Ts) = ε(η) · ε(TS). The mechan-
ical interaction term ε(η), mainly depending on droplet
properties at impact and target surface preparation, is
thus independent from the deposition time at the fixed
deposition conditions employed in this study and can be
thus considered constant, i.e. ε(η) = const.. Moreover,
as demonstrated by the low local impact angles obtained
from the shallow deposits of this study, the dependency
on the impact angle θ, also embedded in this term, can
be neglected [17]. Finally, due to its dependency on the
torch feed speed V considered as the only parameter var-
ied during this work, the surface temperature term ε(TS)

represents the only time-dependent contribution to the de-
position efficiency. Eq. 5 would thus read:

∆H(r) = A

t+∆t∫
t

ε(TS) · e−br
2

· ên · êf dt, (6)

where the factor A = ε(η) a/ρD has units of m/s. The
above equation allows the spatially- and time-dependent
deposit height increment ∆H(r) to be calculated, pro-
viding that plume distribution parameters A and b and
surface temperature-dependent deposition efficiency term
ε(TS) are known.

In the present work, the plume distribution parameters
are evaluated a-priori utilising a simple dedicated calibra-
tion stage, described in paragraph 3.3.2. This represents a
reasonable approach since, as aforementioned, plume dis-
tribution parameters are constant at fixed values of stand-
off distance (SOD), torch-to-substrate inclination (Ψ), de-
posit density (ρD), and mechanical interaction term of de-
position efficiency (ε(η)) as assumed in this work. The sur-
face temperature, affecting the deposition efficiency ε(TS),
is instead addressed through a thermal analysis of the de-
position process, hereafter described.

3.2. Thermal analysis of deposit and target surface, influ-
encing deposition efficiency

In order to predict the overall temperature of the sub-
strate and deposit, a thermal analytical structure of the
process is added to the geometrical analysis. Due to the
time-dependent and geometrically complex nature of the
deposit growth process, an analytical solution would be
difficult to derive, and therefore a finite-differences method
based on an energy balance of the heat diffusion equation
is employed. In practice, the growing deposit/substrate
system is subdivided into computational domains, each
characterised by a different set of boundary conditions.
Discrete elements are defined within each domain at dif-
ferent positions to cover the whole volume. A finite differ-
ence form of the heat diffusion equation is then obtained
for each element of the different domains by applying the
conservation of energy to a control volume about the nodal
region [21]. A cross-sectional schematic view (not in scale)
of some the computational domains selected for a growing
deposit and substrate is reported in Fig. 3. It is worth
noting that for the sake of simplicity only a few com-
putational domains, both for deposit and substrate, are
specified in the figure. A more detailed domain subdivi-
sion (∼ 80 sub-domains), is in fact adopted in practical
model application. The figure depicts new deposit ma-
terial being sprayed at time t0 + ∆t (layer D1, bounded
by red and blue dashed lines), added onto deposit pre-
viously sprayed at t0 (layer D2, between blue and green
dashed lines). A different colour coding is employed for
the domains belonging to deposit material (D, black) and
substrate (Q, blue). Flame (J, grey) and atmosphere (A,
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Figure 3: Simplified 2D cross-sectional view of deposit (D) and sub-
strate (Q) computational domains employed for thermal analysis.
Boundary conditions are set by the flame (subscript J, at the sub-
strate top) and atmosphere (A, at the substrate bottom) in the form
of gas surface temperature T (r) and convective heat transfer coeffi-
cient h(r). During this status of the process, a new layer of droplets
(D1, bounded by the red dashed line) is added at the time step t0+∆t
on top of the deposit already present at the previous time step t0 (i.e.
layers D2-D4). These latter are subdivided based on their boundary
conditions: a thin layer immediately beneath the new deposit mate-
rial (D2), material neither in contact with new deposit material nor
substrate (D3) and material only in contact with the substrate (D4).
Similarly, sub-domains are isolated within the substrate: elements in
contact with deposit (Q1), elements internal to the substrate (Q2)
and elements in contact with the atmosphere (Q3).

white), representing boundary conditions to the compu-
tational domains, are also specified. Within the deposit,
several sub-domains are defined: new deposit material de-
posited at time step t0 + ∆t (D1), material sprayed at t0
and in contact with new deposit material of layer D1 (D2),
deposit material sprayed at t0 internal to the deposit (D3)
and material sprayed at t0 only in contact with the sub-
strate (D4). At substrate level the following domains are
defined: a thin layer of material immediately underneath
the deposit (Q1), internal material not in contact with ei-
ther flame, deposit or atmosphere (Q2) and a thin layer of
material in contact with the atmosphere (Q4). Irrespec-
tive of the spatial position r, incoming deposit (layer D1)
is considered in molten state at a temperature T 0

D. Solidi-
fication is then taken into account by the release of latent
energy from the incoming molten droplets to the deposit
previously present on the target surface (i.e. from material
of layer D1 to D2).

Deposit material, composed of overlapped droplets and
thus containing pores, oxides and other defects, is substi-
tuted by discrete elements in the numerical simulation.
The presence of these defects is not neglected but em-
bedded within the conduction heat transfer coefficient kD.
The heat diffusion equation in the form of an energy bal-
ance is thus applied to the each elemental node based on
the specific set of boundary conditions around it. The
situation of an element belonging to layer D1, simplified

assuming 1D heat transfer only in the vertical direction
(no transfer to confining side elements) is depicted in the
inset of Fig. 3. As depicted in the inset, in this work the
inter-elements spacing in the vertical direction is assumed
corresponding to the element thickness d. This latter value
assumes a different value for substrate, deposit elements
and at the interface between the two (Par. 3.4). The el-
ement represents new deposit being just added and thus
exchanges heat through convection with the flame and by
conduction with the underlying element of the deposit al-
ready present on the target surface (D2). Additional heat
is dissipated to the atmosphere by means of radiation. The
heat diffusion equation in this case would thus read:

(D1) hJ(r)(TD1 − TJ(r)) − kD(TD1 − TD2)

d

− αD σ(T 4
D1 − T 4

A) = ρD CD d
dTD1

dt

(7)

where the three terms in the left-side represent flame
convection, conduction with the layer D2 and the radia-
tive loss while the right side of the equation is the rate
of thermal energy variation within the element thickness
(or volume in three-dimensions). Parameters αD (−),
ρD (kg/m3) and CD (J/kgK) are coating emissivity, den-
sity and specific heat respectively, while σ is the Boltz-
mann constant. Terms TJ(r) (K) and hJ(r) (W/m2K)
are flame temperature and convective heat transfer coef-
ficient at the deposit surface and depend spatially on the
radial position from the flame axis (Fig. 2). By applying
the same energy balance methodology to the other com-
putational domains thus gives:

(D2)
kD(TD2 − TD1)

d
− kD(TD2 − TD3)

d

+ Ėmelt = ρD CD d
dTD2

dt

(8)

(D3)
kD(TD3 − TD2)

d
− kD(TD3 − TD4)

d

= ρD CD d
dTD3

dt

(9)

(D4)
kD(TD4 − TD3)

d
− kint(TD2 − TQ1)

d

= ρD CD d
dTD4

dt

(10)

(Q1)
kint(TQ1 − TD4)

d
− kQ(TQ1 − TQ2)

d

= ρQ CQ d
dTQ1

dt

(11)

(Q2)
kQ(TQ2 − TQ1)

d
− kQ(TQ2 − TQ3)

d

= ρQ CQ d
dTQ2

dt

(12)
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(Q3)
kQ(TQ3 − TQ2)

d
− hA(TQ3 − TA)

− αQ σ(T 4
Q3 − T 4

A) = ρQ CQ d
dTQ3

dt

(13)

The heat exchange at the deposit-substrate interface (lay-
ers D4-Q1) is accounted for through the interface conduc-
tivity kint (W/m K) (Eqs. 10-11). Assuming conduc-
tion as dominant heat transfer mechanism at the deposit-
substrate interface, this has been here calculated by using
a simple mixing rule between the values of deposit and sub-
strate as kint = 2kDkQ/(kD +kQ). It is worth noting that
both a radiative dissipation and convective heat transfer
terms to the atmosphere (assumed of constant temper-
ature TA and convective heat transfer coefficient hA) are
active in layer Q3 (Eq. 13). Moreover, exchange of melting
energy from layer D1 to D3 is included through the positive
energy term Emelt = LD ρD d (Eq. 8), with LD (J/kg K)
latent heat of melting.

The addition of the above described thermal framework
to the geometrical analysis previously portrayed allows the
target surface temperature TS in Eq. 6, on which the
deposition efficiency term ε depends, to be determined.
This thermal analysis, however, relies on the knowledge of
flame temperature immediately above the target surface
(TJ(r)) and convective heat transfer coefficient (hJ(r)),
both showing a behaviour that varies with radial distance
from the torch axis (r) according to torch design, flame
turbulence, standoff distance, target surface roughness,
etc. Moreover, in order to make use of Eq. 6, plume dis-
tribution parameters A and b, and surface temperature-
dependent deposition efficiency distribution (ε(TS) must
be known for the specific set of deposition parameters em-
ployed. This is the objective of the model parameters eval-
uation stage, hereafter described.

3.3. Model parameters evaluation

Flame convective heat transfer coefficient hJ(r) and
target surface temperature TJ(r) in Eq. 7, required
for thermal-analysis application, together with plume
distribution parameters A and b and the temperature-
dependent deposition efficiency function ε(TS) in Eq. 6
are here determined. At this scope, the following eval-
uation stages are employed: flame characterisation (for
TJ(r) and hJ(r) determination, Par. 3.3.1), calibration
(for A and b calculation, Par. 3.3.2) and deposition ef-
ficiency evaluation (for ε(TS) analysis, Par. 3.3.3). The
spray process is here simplified by considering flame and
droplet plume as separate domains or, in other words,
the flame thermodynamic properties (i.e. temperature
and flow) are not considered to be affected by the pres-
ence of in-flight particles during deposition. Thus the
flame properties (TJ(r) and hJ(r)) could be characterised
without computationally-expensive CFD models includ-
ing in-flight flame-powder interactions, but rather semi-

empirically through direct analysis of substrate temper-
ature variation from flame impingement. Similarly, the
shape of the droplet deposition rate, defined by the plume
distribution parameters A and b, can be directly obtained
from measurement of the droplet plume footprint over the
deposition surface, without the need of complex models
based on in-flight droplet size distribution and thermo-
dynamic history, which is commonly employed to model
similar spray processes.

A detailed description of the three above described eval-
uation stages is hereafter reported.

3.3.1. Flame characterisation (hJ(r) and TJ(r) boundary
conditions)

A novel semi-empirical method is employed in this work
to determine the flame convective heat transfer coefficient
hJ(r) and temperature at surface TJ(r) parameters, nec-
essary to implement the thermal analysis (Eq. 7). The
assumed separation of flame and droplet plume domains
allows the flame parameters to be determined from simple
experiments involving only the flame, with no powder in-
jected. In particular, in this approach, the torch is ignited
and kept static in front of a substrate for a defined pe-
riod, with its axis aligned with the substrate centre. The
substrate surface temperature is then measured by means
of an array of thermocouples, positioned at several radial
positions from the centre. A detailed description of the
experimental setup is found in Par. 4.1.1. Results from
the experiments are then compared, within an optimisa-
tion algorithm, to the outcomes of numerical simulations
replicating the experiments, utilising the flame properties
as variable inputs.

In practice, the substrate surface temperature from the
experiments (TEXPS (r, t)) is measured at specific radial lo-
cations from the flame axis and compared to the numerical
simulation output of the same quantity at the same radial
locations (TSIMS (r, t), Fig. 4), thus in a point-wise ap-
proach. It is worth specifying that, TJ(r) represents the
temperature of the flame at the substrate surface while
TEXPS (r, t) is the actual temperature of the substrate sur-
face. A new value of TSIMS (r, t) is then obtained at each it-
eration step within an optimisation loop by varying the set
of input flame convective heat transfer coefficient (hiJ(r))
and temperature at surface (T iJ(r)) until a set convergence
criteria TEXPS (r, t) − TSIMS (r, t) < δ is met.

Theoretically, a static flame impinging onto a substrate
would be represented similarly to Fig. 3 while removing
the domains corresponding to the deposit (D1-D4). The
application of the energy balance in this case would result
in differential equations similar to Eqs. 11-13, where the
equation corresponding to domain Q1 would now contain
an additional convective heat transfer term (hJ(r)(TQ1 −
TJ(r))) while neglecting the interface heat transfer term
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Figure 4: Schematic of the optimisation algorithm implemented for
flame characterisation. The final flame convective heat transfer co-
efficient (hFJ (r)) and temperature at surface (TF

J (r)) are determined

by minimising the difference between simulated (TSIM
S (r, t)) and ex-

perimental (TEXP
S (r, t)) time dependent substrate temperature pro-

files.

(
kint(TQ1−TD4)

d ):

(Q1new) hJ(r)(TQ1 − TJ(r)) − kQ(TQ1 − TQ2)

d

= ρQ CQ d
dTQ1

dt

(14)

An unconstrained non-linear optimisation method, based
on the Simplex search algorithm [27] has been used with
hiJ(r) and T iJ(r) as variables and the difference between
experimental and numerical substrate surface tempera-
tures TEXPS (r, t) − TSIMS (r, t) as minimisation function.
As starting point for the simulation, the convection heat
transfer coefficient h0

J(r) was determined based on the
work of Martin H. on impinging gas jets [22]. For the same
coefficient, the flame properties have been adapted from
[28] with a constant temperature T 0

J (r) = (Tadiab + TA)/2
imposed (Tadiab = 3410K is the flame adiabatic tempera-
ture of an oxyacetylene flame [29]). At each iteration i+1,
the variables values are modified until the convergence cri-
teria has been met, thus providing the final parameters
hFJ (r) and TFJ (r).

3.3.2. Calibration (plume distribution parameters A and
b)

In this stage, the plume distribution parameters A and
b in Eq. 6 are determined. The procedure involves the ex-
perimental generation of a single deposit at the same set of
process parameters employed for the model numerical pre-
dictions, except maintaining an arbitrarily high torch feed
speed to ensure shallow deposits, as required to determine
the deposition rate profile (Ḋ(r), as hereafter detailed).
This methodology could be adopted since, as experimen-
tally and numerically observed in this work for a deposit
at specific feed speed (V i), the temperature profile of the
target surface (T iS) in the area of deposit growth at each
instant of time during torch movement can be assumed
roughly constant (refer to the discussion connected to Fig.
5). With this assumption, a unique temperature T iS can
be associated to the specific torch feed speed V i. This
allows a constant value of the deposition efficiency factor
ε(TS) in Eq. 6 to be employed. This latter is then directly
calculated by measuring the substrate weight before (W0)
and after (Wf ) deposition, through the relationship:

ε(T iS) = ε(V i) =
Wf V

i

W0 V i + F l
(15)

where F (g/min) is the powder feed rate and l (m) is the
substrate width. The obtained deposit is thus scanned
and its two-dimensional cross-section extracted. From the
obtained profile, the experimental deposition rate profile
Ḋ(r) (Eq. 2) is then extracted and least-square fitted to
Eq. 6 to obtain the plume distribution parameters A and
b. In order to obtain the deposition rate profile from an ex-
perimental deposit footprint cross-section, a modified ver-
sion of the work of Axinte et al., on the water-jet erosion
model [30] is developed in this study. In the work, the
erosion rate profile Ė(r) is determined by inverting the
expression for water-jet-generated erosion footprint Z(r).
By applying a similar methodology to the deposition pro-
cess of this study, replacing erosion rate with deposition
rate Ḋ(r) thus gives:

Ḋ(r) = − 1

π


1∫
r

(Z(s) − Z(r))

(s2 − r2)3/2
ds− Z(r)

(1 − r2)1/2

, (16)

where Z(r) in this case represents the deposit profile cross-
section. It is worth noting that the above equation is only
valid in case of shallow deposit profiles Z(r); therefore its
accuracy is improved by increasing the torch feed speed V .

From knowledge of the weighted surface-temperature
dependent deposition efficiency ε(T iS), the obtained depo-
sition rate profile Ḋ(r) is fitted to its semi-Gaussian ex-
pression (Eq. 2) to obtain the required plume distribution
parameters A = ε(η) a/ρD and b.

3.3.3. Deposition Efficiency evaluation (ε(TS))

In this stage, the continuous function ε(TS) in Eq. 6 is
determined. The methodology consists in producing two
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single straight deposits sprayed at the low and high bound-
ary of torch feed speeds (compared to the values employed
in application), V 1 and V f , with subsequent deposition
efficiency ε(V i) determined according to weight measure-
ments (Eq. 15). For each of the two deposits of torch feed
speed V i corresponding constant target surface tempera-
ture T iS are measured from numerical simulations of the
same depositions, with plume distribution parameters A
and b previously determined within the calibration stage.
This constant target surface temperature could be deter-
mined from the observation that at each time step dur-
ing deposition the surface temperature assumes a roughly
equivalent distribution within the deposition region around
the torch axis. The width of this deposition region, de-
termined from knowledge of the previously calculated de-
position rate (Ḋ(r), Eq. 16), is depicted in Fig. 5 for
the first instant of deposition (i.e. ∆t1 = 0.12 s) of a
deposit sprayed at V = 10 mm/s and time increments
∆t = 0.12 s. In the figure, the line over which the profiles
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Figure 5: Simulated surface temperature profiles (TS , red dotted
line in inset) and torch positions, colour-coded for subsequent time
increments ∆t1 = 0.12 s, demonstrating comparable magnitudes
within the area of deposition (i.e. deposition region, around the
torch axis as determined from the deposition rate Ḋ(r) in Eq. 16).
The constant surface temperature profile T i

S corresponding to the

torch feed speed V i of deposition is determined as a mean between
the average value at each time step.

have been probed is depicted as a red dashed line (inset)
and the torch position at each time step is denoted by a
color-coded dot over each temperature profile. It is worth
noting that comparable temperature profiles are recorded
at each instant of time, confirming the aforementioned as-
sumption.

From the weighted deposition efficiencies ε(V i) and the
constant surface temperatures measured, a correlation to
two discrete ε(T iS) values is then obtained. The two de-
position efficiencies are then plotted and linearly fitted to

an equation of the form ε(TS) = a · TS + b to obtain a
continuous function of target surface temperature.

With continuous deposition efficiency (ε(TS)) and plume
distribution parameters (A, b) so determined, Eq. 6 can
be then employed to predict deposit geometry at arbitrary
values of torch feed speed. The numerical implementation
of the model, combining geometrical- and thermal analy-
sis, is hereafter described.

3.4. Numerical Implementation

A schematic summary of the model framework is de-
picted in Fig. 6. The factors needed for the implementa-
tion, i.e. plume distribution parameters (A and b), depo-
sition efficiency function (ε(TS)) and flame boundary con-
ditions (hJ(r) and TJ(r)) are obtained, a priori, within
the model parameters evaluation phase. By employing
the same set of process parameters (except a variable feed
speed), these factors are then fed into the numerical imple-
mentation of geometrical- and thermal-analysis, mutually
cooperating to determine deposit height (∆H) and target
surface temperature (TS) represents the core of the model,
based on Eq. 6.

At this scope, an implicit finite-difference algorithm was
implemented in MatlabTM . The computational domains,
substrate and growing deposit, have been discretised us-
ing hexahedral elements of dimensions ∆d × ∆d × ∆d =
0.5×0.5×0.5mm3 and ∆d×∆d×δd = 0.5×0.5×0.001mm3

respectively (Fig. 7). In order to replicate the experimen-
tal setup, 50 × 50 × 6mm3 has been selected as substrate
dimensions and deposits have been generated by moving
the torch 30 mm over the substrate (x = const. = 0.025,
from y = 0.01 to y = 0.04 m). A refined mesh has been
employed at the interface within both domains for accu-
racy improvement purposes, while an iteration time step
∆t = 0.001 s has been selected.

Elements within the deposit mesh (or ghost grid) are
only activated during deposition, based on the analyt-
ical profile predicted by the geometrical model (deter-
mined from Eq. 6). At each iteration time step, based
on the thermal boundaries of each of the N (deposit and
substrate) elements currently active, a set of N finite-
difference equations is then assembled (based on Eqs. 7-
13). At each time step t during the simulation, the system
of differential equations is thus solved to obtain the nodal
temperatures for the subsequent iteration time step t+∆t.

A schematic of the steps involved in the model numerical
implementation is depicted in Fig. 8.

• STEP 1. At the initial stage of simulation (t =
t0) The computational domains (substrate and de-
posit) are discretized and prepared for the coating
growth prediction step. A grid of nodes at positions
X0(i), Y0(i), Z0(i) is thus created at the substrate sur-
face, representing the plane where the deposit growth
will take place. Above the substrate, a ”ghost” mesh
is generated, matching in underlying substrate surface
elements in x-y dimensions. At each time iteration the
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the Numerical Implementation of geometrical- (for deposit height ∆H) and thermal-analysis (for surface temperature TS). Factors necessary
for the numerical implementation are determined, at the same set of constant process parameters, within the Model Parameters Evaluation
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Figure 7: Computational domains used for model numerical imple-
mentation. Only those elements of the deposit ghost grid (grey)
underneath the analytically-determined profile (red) are activated
(black) at each time increment. Hexahedral elements of 0.5 × 0.5 ×
0.5mm3 (substrate, blue) and 0.5 × 0.5 × 0.001mm3 (deposit) have
been employed for a total 50 × 50 × 6mm3 substrate size.

deposit mesh works in a way that only its elements
whose combination fills the shape of the deposit pre-
dicted by the geometrical model are active. At the
beginning of the simulation, there are therefore no
active elements within the deposit mesh. A uniform
initial substrate temperature T 0

S corresponds to a con-
stant deposition efficiency function ε0(T 0

S) throughout
the whole substrate surface.

• STEP 2. After an iteration t = t0 + ∆t, the deposit
profile is analytically predicted through Eq. 5. Nodes
at the substrate surface, previously set at the loca-
tions X0(i), Y0(i), Z0(i) are thus transposed to a new
set X1(i), Y1(i), Z1(i) (blue profile). Elements falling
below the predicted analytical profile are activated
within the deposit mesh.

• STEP 3. Both the newly activated deposit and sub-
strate elements are subdivided into several subsets,
based on their thermal boundary conditions. Ele-
ments are thus assigned to one of the differential Eqs.
7-13. It is during this step that, for the elements of
deposit and substrate under direct contact with the
impinging flame the convective heat transfer coeffi-
cient hJ(ri) and the surface temperature TJ(ri) are
calculated based on the results of the flame charac-
terisation stage.

• STEP 4. Within this step the nodal temperatures at
the time step t = t0 + ∆t are determined by solving
the system of differential heat diffusion equations at
the previous time step t0. The temperatures of the
nodes at the target surface (T iS) are then used to de-
termine the deposition efficiencies ε(T iS) necessary to
apply Eq. 5 for the subsequent time step.

• STEP 5. Equation 5 is again used to analytically
predict the deposit shape in the next iteration (t =
t0 + 2∆t), based on the newly determined deposition
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Figure 8: Schematic of the steps involved in the model numerical implementation during two subsequent time increments. In a repeated
cycle, the deposit profile is analytically predicted based on the value of deposition efficiency (ε0(TS)) at the target surface (Steps 2 and 5).
This latter parameter is determined from the surface temperature TS , calculated by thermal analysis (Steps 4 and 7). In order to perform
the thermal analysis, nodes falling below the analytical profiles are activated (Steps 2 and 5) and a heat diffusion equation among Eqs. 7-13
assigned to them (Steps 3 and 6).

efficiencies at the target surface ε(T iS). Previous de-
posit nodes at locations (X1(i), Y1(i), Z1(i)) (blue pro-
file) are thus transposed to (X2(i), Y2(i), Z2(i)) (red
profile), allowing new elements to be activated within
the deposit mesh.

• STEP 6. The newly activated deposit elements, to-
gether with the ones activated in the previous step
are re-arranged into new sets of heat diffusion equa-
tions 7-13 based on their boundary conditions (e.g.
elements previously belonging to the deposit surface
will now become internal, etc.). The variation of de-
posit geometry also makes necessary to re-define the
convective heat transfer coefficient hJ(ri) and surface
temperature TJ(ri) for each of the nodes at the sys-
tem surface, based on their profiles calculated within
the flame characterisation stage.

• STEP 7. The new system of differential heat diffu-
sion equations is solved to predict the overall system
temperature at the new time step t = t0 + 2∆t. At

this step, the deposition efficiency function ε(T iS) for
the surface nodes can be re-calculated based on the
new temperatures of the target surface nodes (T iS).
The procedure in the previous steps is then repeated
in a loop until the total time set for the simulation is
reached.

The relative simplicity of the fixed-, as opposed to com-
plex adaptive-/stretched-meshes, generally employed for
analogous simulations [31], guarantees easy programming
and optimised computing times at no remarkable loss in
shape prediction accuracy, even in regions of steep shape
variation.

4. Model validation and Discussions

Hardware and experimental methodology employed, to-
gether with results and discussions from both model pa-
rameters evaluation and model implementation stages are
presented in this section.
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The Castodyn R© System 2000 torch controlled by a
6-axis robot (ABB R©), Amperit 415.001 (HC-Starck R©)
CoNiCrAlY powder and 50×50×6mm stainless steel AISI
304 substrate material were employed in this work. The
powder was selected for its widespread use as bondcoat
layer for Thermal Barrier Coatings (TBC) in aerospace
applications. For the sake of both computational and
experimental simplicity, only the kinematic process pa-
rameter (i.e. torch feed speed V ) has been varied in the
range 10 − 100 mm/s to validate the model. Conversely,
operational process parameters: standoff distance, torch-
to-substrate inclination, gases pressure and flows, powder
feed rate, powder and substrate materials and preparation
have been maintained constant throughout the work. This
is a reasonable approach since during the spraying pro-
cess of a flat surface the energetic parameters (e.g. gases
pressure, powder feed rates, etc.,) would be kept constant
and only the torch feed speed would be changed to vary
the amount of material deposited on the target surfaces.
The values selected for these parameters are summarised
in Tab. 1. It is worth noting that, for computational

Table 1: Process parameters used for model validation.

Parameter (units) Value

Kinematic (varied)

Torch feed speed, V (mm/s) 10-100

Operational (fixed)

C2H2/O2 Flow rate (slpm) 15/34.1

C2H2/O2 Pressure (Bar) 0.8/3.8

Compressed air pressure (Bar) 3

Ar carrier gas flow (slpm) 4

Powder type CoNiCrAlY (Amperit 415.001)

Powder feed rate, F (g/min) 16

Standoff distance, SOD (mm) 100

Torch/subst. inclination, Ψ (deg) 90

Numerical torch path length (mm) 30

Substrate type 50× 50× 6mm AISI304

Substrate preparation grit blasting + acetone
cleaning (final roughness
∼ 5 µm Ra)

expensiveness reasons, a 30 mm torch path over the sub-
strate (in place of the whole 50 mm substrate length) was
numerically modelled. Deposit shape have been measured
by a 3D light profilometer (Bruker R© Contour Elite).

Physical properties of deposit and substrate, together
with interface heat transfer coefficient and flame prop-
erties are reported in Tab. 2. It is worth noting that
temperature-dependent properties are used for the sub-
strate, while constant values are employed for the deposit
due to the lack of literature data on these properties for
thermally-sprayed CoNiCrAlY deposits. Additional pa-
rameters, not appearing in the analysis leading to Eqs.
7-13 for the sake of simplicity, are here also reported:
droplets temperature at impact (T impactD , measured by the
authors using a Tecnar Accuraspray R© G3C system), sub-
strate initial temperature (T 0

Q), surface fluid temperature
and convective heat transfer coefficient at the substrate

edges (TE and hE) and atmospheric temperature and con-
vective heat transfer coefficient (TA and hA, this latter
active at the un-sprayed substrate face).

Table 2: Deposit/substrate physical properties and boundary condi-
tions used for thermal analysis.

Parameter (units) Value

Deposit (CoNiCrAlY)

kD ( W
m K ) [32] 4

ρD ( kg

m3 ) [32] 4500

CD ( J
g K ) [33] 0.473

LD ( kJ
kg K ) [33] 293.7

αD (-) [34] 0.5

T impact
D (K) 2596

Substrate (AISI 304)

kQ ( W
m K ) [35] 6.22 · 10−6 T 2 + 0.0031 T + 13.07

ρQ ( kg

m3 ) [35] −5.436 · 10−5 T 2 − 0.3516 T + 8020

CQ ( J
g K ) [35] −8.06 · 10−3 T 2 + 1.845 · 10−4 T + 0.4164

αQ (-) [36] 0.2

T 0
Q (K) 300

Boundary conditions

kint ( W
m K ) kint = 2kDkQ/(kD + kQ)

hJ (r) ( W
m2 K

) Fig. 10(a)

TJ (r) (K) Fig. 10(b)

TE (K) 500

hE ( W
m2 K

) 1000

TA (K) 300

hA ( W
m2 K

) 100

In the following, results from the three stages of model
parameters evaluation are presented, followed by the re-
sults of numerical model application.

4.1. Model parameters evaluation

4.1.1. Validation of Flame characterisation approach
(hJ(r) and TJ(r))

An innovative setup was employed to measure the exper-
imental substrate surface temperature TEXPS (r, t) needed
in this stage (Fig. 9). A 100 × 100 × 6 mm substrate
was manufactured with 10 holes of 1 mm diameter drilled
through its thickness and positioned at increasing radial
positions from the centre (5 to 45 mm, spaced 5 mm be-
tween each other). Type K sheathed grounded-junction
thermocouples of 1 mm diameter were fitted within each
hole, with their tip positioned in-plane with the top sub-
strate surface (Fig. 9 inset). In order to improve the heat
transfer to the thermocouple junction, a silver-based con-
ductive paste was applied to the side walls of the thermo-
couples within the substrate channel. A tailored laser po-
sitioning system was designed to place the torch axis in the
middle of the substrate and normally oriented in respect to
the x-y plane. By setting the torch properties as per Tab.
1, except for a static torch (i.e. feed speed V = 0 mm/s,
due to the radial positioning of the thermocouples from
the torch axis centre), the torch is then ignited and kept
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Figure 9: Schematic of the experimental apparatus used to measure the time-dependent substrate surface temperature TEXP
S (r, t) during the

flame characterisation stage (Fig. 4). A static torch, whose axis is aligned with the substrate centre, is ignited and kept on for a set time
span. A series of thermocouples are placed at equispaced radial positions (marked in red) from the torch axis.

on for 0.5 seconds, during which the thermocouples signal
was recorded, at 1000 Hz sampling rate, by a 32-channels
data-logger (Texas Instrument R© SXI-1000). Due to the
transient nature the thermocouple response, a signal pro-
cessing technique was implemented to enhance the output
signal based on the work of Baker et al. [37], assuming a
first-order system:

Ttc + τ
dTtc
dt

= Treal (17)

where Ttc is the thermocouple signal, Treal is the real tem-
perature and τ = 0.075 s is the response time (as specified
by the manufacturer). The experimental surface temper-
ature profiles (TEXPS (r, t)) so obtained are then compared
to analogous outputs from the simulation (TSIMS (r, t)) un-
til the convergence criteria set for the optimisation algo-
rithm is achieved (see Fig. 4). The convective heat transfer
coefficient hFJ (r) and temperature at surface TFJ (r) pro-
files, used as input in the simulations when the optimisa-
tion criteria is met, then represent the parameters required
in this stage. These parameters, input as discrete set of
points, are then spline-interpolated to provide continuous
spatial functions.

The obtained flame surface parameters profiles, convec-
tive heat transfer coefficient hFJ (r) and temperature at sur-
face TFJ (r), are depicted in Fig. 10. The optimised convec-
tion heat transfer coefficient so determined (blue solid line,
obtained as cubic polynomial interpolation), together with
the initial profile used as input for the optimisation algo-
rithm (from [22], dashed line), are depicted in Fig. 10(a).
The obtained profile shows a scattered behaviour, possi-
bly due to the turbulent flow experienced by the flame;
however magnitudes are comparable to literature data on
high Reynolds number jets impinging on flat surfaces [38].

It is also worth noting that the maximum value of heat
transfer coefficient is located at approximately 10 mm ra-
dial distance, thus outside the stagnation zone. A specific
explanation to this observation would require an in-depth
analysis of the heat flux distribution for the experimen-
tal conditions of this study, which is not in scope for this
specific work. In fact, it is commonly accepted in litera-
ture that the heat flux distribution for specific flame jet
impingement problems is dependent on the complex inter-
play of a number of factors: nozzle-substrate spacing [39],
Reynolds number, burner shape, equivalence ratio, oxygen
enhancement [40], flame impingement angle [41] and inter-
jets spacing (for multi-jet arrangements as in this study)
[42, 43]. The nozzle array configuration of this study, com-
posed of a circular array of 15 burners, placed around
an internal stream of powder-carrying Ar and surrounded
by a circular array of ambient-temperature compressed
air represents a complex interaction problem between jets
of different temperatures, Reynolds number and chemi-
cal compositions, for which a simple analytical solution is
non-trivial. However, the obtained spatially complex trend
demonstrates the effectiveness of the adopted methodology
in determining the flame boundary conditions, as opposed
to complex analytical solutions which would have to be de-
rived and validated each time a new torch design and/or
deposition parameters are employed. Similarly, magnitude
of the optimised temperature at surface (blue solid line in
Fig. 10(b), obtained as spline interpolation) is comparable
to similar gradients measured in literature on oxyacetylene
spray systems [44]. It is worth noting that a local mini-
mum is observed in the profile at ∼ 5mm radial distance,
while a local maximum is present at ∼ 10mm. While the
former is likely generated by the cold sheath of compressed
air surrounding the array of burner flames, the interaction
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Figure 10: (a) Flame convective heat transfer coefficient hJ (r) and (b) temperature at surface (TJ (r) profiles, obtained from an optimisation
algorithm within the flame characterisation stage. Optimised (solid line) and input (dashed line) profiles are depicted for both parameters,
with cubic polynomial and spline-interpolation performed in (a) and (b) respectively to obtain the optimised profiles. The convective heat
transfer coefficient is observed to closely follow the initial theoretical prediction only at higher values of radial distance. The difference between
input and optimised values of surface temperature demonstrates the prediction quality of the optimization algorithm even at input values far
from the actual solution. A schematic 2D cross-sectional view of the torch in respect to the temperature profile, shows that the sheath of
compressed air is likely responsible for the value decrease observed at r ∼ 5 mm.

between the complex jets of this work, as previously ex-
plained, is likely to generate local instabilities, giving rise
to the observed local maximum. However, in the same
figure, the difference between the input temperature value
(calculated as T 0

J = (Tadiab. + TA)/2 = 1850 K) and the
optimised experimental profile demonstrates the validity
of the proposed approach in predicting solutions even if
the initial input solution is far from the real one.

4.1.2. Validation of Calibration approach (plume distribu-
tion parameters A and b)

The application of Eq. 16 to a deposit cross-section Z(r)
sprayed at a torch feed speed V = 100 mm/s and other
deposition parameters as in Tab. 1, allowed the deposition
rate Ḋ(r) depicted in Fig. 11 (black line) to be determined.
The curve fit, based on Eq. 2 is also overlapped on the
same graph (red dashed line). From this interpolation, and
a (weighted) measured deposition efficiency ε = 82.8%,
values A = 0.0018 m/s and b = 9.16 · 104 m−2 were ob-
tained for the plume distribution parameters. Since any
torch feed speed could in principle be used for calibra-
tion purposes (provided that a sufficiently high value is
used in order to make use of Eq. 16 and that the respec-
tive deposition efficiency is weight-measured accordingly),
plume distribution parameters were also evaluated from
other nine deposits sprayed at feed speeds from 20 to 100
mm/s. The sample mean resulted in A = 0.0017m/s and
b = 8.21 ·104m−2 with standard deviations of 0.00008m/s
and 5.26·103m−2 respectively, demonstrating the low vari-
ability in the proposed calibration approach.
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Figure 11: Deposition rate profile (black) and Gaussian interpolation
(red) obtained in the calibration stage. The width of the deposition
region (i.e. the radius from the torch axis outside which no material
is deposited, used for surface temperature averaging in Fig. 5), is
also specified by a black dashed line.

4.1.3. Validation of Deposition Efficiency evaluation ap-
proach (ε(TS))

Two deposits have been sprayed at the lower (V1 =
10 mm/s) and higher (Vf = 100 mm/s) range of torch feed
speed employed in this study, by maintaining the opera-
tional process parameters as per Tab. 1. For the two spec-
imens, deposition efficiencies of ε1 = 86.5 and εf = 82.8 %,
are determined respectively by weighting measurement.
The corresponding averaged surface temperatures (refer
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torch feed speeds V. A better match is obtained by using (a) the deposition efficiency expression determined in this work as opposed to (b)
a constant value obtained by weighted measurement.

to the discussion following Fig. 5 for details), as de-
termined by numerical simulations, gave TS1 = 778 and
TSf = 510 K respectively. If a linear interpolation of the
form ε = aTS + b is performed from the two points just
determined, a continuous function of the form:

ε(TS) = 1.381 · 10−4 · TS + 0.7576 (18)

is thus obtained. Although it could be argued that a lin-
ear interpolation represent an oversimplification of depo-
sition efficiency behaviour in respect to the real profile,
it is demonstrated here that its application brings accu-
rate results. Moreover, due to the lack of literature data
in this area, no direct comparison could be undertaken.
However, analogy to spray forming process shows that
experimentally-determined deposition efficiency, although
elevated data scattering is commonly experienced, always
exhibits (as within this work) an increasing trend with
surface temperature [45].

4.2. Model application

In order to investigate the validity of the proposed
model, ten deposits were experimentally sprayed and nu-
merically simulated at torch feed speed intervals of 10
mm/s within the 10-100 mm/s range adopted in the
study, with other deposition parameters as in Tab. 1.
Fig. 12(a) shows the comparison between experimental
(solid line) and numerical (dotted line) cross-sectional pro-
files, calculated as mean height from several cross-sections
over the whole deposit length and obtained assuming the
temperature-dependent deposition efficiency profile in Eq.
18. The simulated curves closely match the experimen-
tal profiles, with a maximum difference in terms of total
cross-sectional area of < 5% and decreasing at higher feed
speeds, where surface temperature, and thus deposition ef-
ficiency, is expected to show small variability. This latter

effect can be appreciated by plotting the numerically de-
termined average surface temperatures (and corresponding
deposition efficiencies calculated by using the linear inter-
polation of Eq. 18) versus torch feed speed (Fig. 13).
It is clear from the graph that the deposition efficiency
maintains a roughly constant value at high feed speeds
(∼ 70 − 100 mm/s), while shows a steep change at lower
values. The critical role of deposition efficiency is appreci-
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Figure 13: The deposition efficiency shows low fluctuation at high
torch feed speeds. This is linked to the low variation in surface tem-
perature at the point of droplets impact (black, left) at these torch
feed speeds, as obtained from averaging of numerical simulations
within the deposition area around the torch axis (see Fig. 5).

ated by analysing the results of numerical simulations per-
formed assuming a constant (as opposed to temperature-
dependent) value of this parameter, corresponding to the
weighted measurement result of the deposit sprayed at
V = 100 mm/s , i.e. ε = 82.50% (Fig. 12(b)). A dif-
ference is clearly observed between the simulated and ex-
perimental profiles, reaching ∼ 15% in cross-sectional area
at the lower feed speeds (V = 10 − 20/;mm/s) and de-
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cases, with higher magnitudes measured in the experimental case due to signal screening from the flame during IR measurement. This also
explains the higher scatter in temperature distribution within the cold zone around the hot spot in the simulated case as compared to the
homogeneous distribution of the experimental result.

creasing in magnitude for deposits sprayed at higher feed
speed.

It is worth mentioning that the deposition impact angle
(θ, inset of Fig. 2) calculated for the produced deposits
shows a maximum of ∼ 15◦ for the thickest deposit (V =
10 mm/s). According to the work of J. Mi et al., on spray
forming [17], the geometric contribution to the deposition
efficiency is negligible for impact angles < 30◦. This would
justify the assumption made from Eq. 5 to 6 of negligible
influence of the impact angle on the mechanical interaction
term ε(η).

In order to test the validity of the proposed model in
predicting the system temperature, the surface tempera-
ture of numerical and experimental deposits, sprayed at
V = 10 mm/s, are depicted in Figs. 14(a) and 14(b) re-
spectively. The experimental surface temperatures were
measured by placing an IR thermal camera statically in
front of the substrate during deposition. A 9 Hz refresh
rate Fluke R© Ti450 thermal imaging camera, calibrated in
the -20 to +1200◦C range was employed for the scope, as-
suming a constant material emissivity ε = 0.5 (as employed
in the model for CoNiCrAlY, Tab. 2) and 100 % atmo-
sphere transmittance. A peak temperature of ∼ 1200 K
is measured in the hot region of both systems. This could
have been also extracted by the peak temperature mea-
sured in Fig. 5, showing the surface temperature profiles
at subsequent time steps during the simulation for the
same experiment. Around the hot spot, a circular cold
zone is noted, corresponding to the shoulder observed in
the flame surface temperature profile (TJ(r)) of Fig. 10
and likely caused by a combination of the compressed air
sheath surrounding the torch burners. The magnitude and
extension of this cold zone however, differ between the two

results, with higher temperature measured by means of IR
imaging as compared to numerical analysis. Moreover, the
temperature at the deposit surface show a general higher
magnitude (∼ 0 − 300◦C depending on the location) over
the whole IR-profile as compared to the simulated one. It
should be noted that care has to be taken when quanti-
tatively interpreting IR-measured data [46]. The total ra-
diation received by the IR sensor is in fact a combination
between the direct emission of the target object (result of
a temperature-, surface condition-, emitting angle- and al-
loy composition-dependent emissivity) and contributions
linked to reflected radiation and atmospheric emission. In
the process here analysed, the flame is interposed between
the deposit and the thermal sensor, thus partially absorb-
ing and concurrently emitting unwanted radiative compo-
nents. This explains why the scattered temperature distri-
bution measured within the cold ring around the hot spot
in the simulated case (and partially extending also on the
deposit bump in, Fig. 14(a)) is not measured in the ex-
perimental case of Fig. 14(b). An ongoing in-depth study
is being performed in order to address the aforementioned
effects.

As a final analysis, the microstructure of deposits
sprayed at the two extremes of the torch feed speed range
employed (e.g. V = 10 and 100 mm/s) was assessed. Op-
tical microscopies of the two cross-sections are depicted in
Figs. 15(a) (V = 10 mm/s) and 15(b) (V = 100 mm/s).
The two deposits show a comparable microstructure in
terms of porosity, unmolten particles and oxide strings, as
expected from CFS of CoNiCrAlY materials [19]. This
similarity in microstructure between the two specimens
thus confirms the validity of assumption made on constant
deposit density ρD employed throughout the model (ρD
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Figure 15: Optical micrographs of deposit 2D cross-sections, ob-
tained at (a) V=10 mm/s and (b) V=100 mm/s. In inset, SEM mi-
crographs of the two coatings show similar microstructure in terms of
porosity, unmolten particles and oxide strings, suggesting a similar
deposit density ρD, as assumed throughout the model.

has been embedded in the plume distribution parameter
A in Eq. 6).

5. Summary and Conclusions

A novel modelling approach for the prediction of time-
dependent, three-dimensional shape of deposits produced
via thermal spray methods is proposed. In contrast with
conventional models, based on the stochastic thermal-
physical properties of the impacting droplet plume, the
approach here developed is flexible in which the continuous
deposition efficiency function and other spray distribution
parameters, necessary for deposit shape prediction, are de-
termined and stored in a preliminary calibration phase to
be re-used for predictions at any arbitrary value of torch
feed speed. This calibration step is essential to capture
complex deposition parameters, rapidly varying in space
and with deposition hardware and materials, thus not eas-
ily described in pure analytical terms.

The model framework, validated on a generic energy
beam process for coating deposition (i.e. combustion flame
spray), distinguishes itself through the following key find-
ings:

• It allows the time-dependent prediction of deposit
shape in three-dimensions with a high dimensional ac-
curacy (∼ 10 − 100 µm). This opens the possibility
to simulate coatings of variable thickness by control

over the torch feed speed, i.e. a parameter that can be
easily controlled with modern manipulators/robots.

• Accurate deposit predictions are enabled by the char-
acterisation of the deposition efficiency function, con-
sidered dependent primarily on the temperature of the
target surface. This is demonstrated by a 10 % im-
provement difference between simulated and experi-
mental deposits cross-sectional area, measured using a
temperature-dependent deposition efficiency function
as opposed to a constant value. Moreover, this differ-
ence in cross-sectional area shows a marked decrease
(from ∼ 15 % to < 5 %) when deposits are sprayed at
high feed speeds. This is due to the lower deposition
efficiency variability caused by a corresponding sim-
ilar surface temperature measured at these elevated
feed speeds. The deposition efficiency function is de-
termined in a preliminary stage of model application
through a newly-developed semi-empirical method.

• A novel optimisation-based algorithm, utilising as
minimisation function the difference between simu-
lated and experimental substrate surface tempera-
tures, is employed to determine the flame proper-
ties (convective heat transfer coefficient and temper-
ature at surface). This has been proven to provide a
useful tool to determine, with accurate spatial accu-
racy, these parameters which often remain unknown
in forced convection heat transfer problems.

• The deposition rate for the process can be accurately
determined by a simple calibration approach, avoiding
the need for complex modelling based on the stochas-
tic nature of thermal, velocity and spatial distribution
of the droplets plume.

• The numerical implementation of the model is per-
formed via an implicit finite-differences method, pro-
viding a stable and computationally cheap prediction
tool. However, care must be taken when comparing
numerically-obtained surface temperatures with ex-
perimental IR measurements due to the screening ef-
fect given by the flame in this latter case. Differences
in the range 0 to 300◦C have been measured between
results of the two approaches.

The model has thus been proven capable of accurately pre-
dicting, in the time domain, the three-dimensional shape
of deposits through the inclusion of droplets-substrate in-
teraction effects in the form of a deposition efficiency func-
tion. This makes the model ideal for the prediction of de-
posit growth onto patches of delaminated coating present
in difficult-to-spray components, where complex deposi-
tion hardware motion patterns are required (i.e. repair
operations). Moreover, the flexibility given by the newly-
developed calibration approach for the determination of
fundamental model parameters, allows the model to be
applied to several thermal spray technologies and deposi-
tion parameters, thus providing an efficient tool in many
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engineering fields as aerospace, power generation, and au-
tomotive industries.
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