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ABSTRACT 

Event related fluctuations of neural oscillatory amplitude are reported widely in the context of cognitive 

processing and are typically interpreted as a marker of brain ‘activity’. However, the precise nature of 

these effects remains unclear; in particular, whether such fluctuations reflect local dynamics, integration 

between regions, or both, is unknown. Here, using magnetoencephalography (MEG), we show that 

movement induced oscillatory modulation is associated with transient connectivity between 

sensorimotor regions. Further, in resting state data, we demonstrate a significant association between 

oscillatory modulation and dynamic connectivity. A confound with such empirical measurements is that 

increased amplitude necessarily means increased signal to noise ratio (SNR): this means that the question 

of whether amplitude and connectivity are genuinely coupled, or whether increased connectivity is 

observed purely due to increased SNR is unanswered. Here we counter this problem by analogy with 

computational models which show that, in the presence of global network coupling and local multi-

stability, the link between oscillatory modulation and long range connectivity is a natural consequence of 

neural networks. Our results provide evidence for the notion that connectivity is mediated by neural 

oscillations, and suggest that time-frequency spectrograms are not merely a description of local synchrony 

but also reflect fluctuations in long range connectivity.  

 

Keywords:  dynamic functional connectivity; amplitude envelopes; magnetoencephalography, coupled 

neural masses, neural mass bifurcation, neuronal oscillations, time-frequency spectograms  
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INTRODUCTION 

Neural oscillations reflect rhythmic electrophysiological activity, synchronised across large neuronal 

assemblies in the mammalian brain. Detectable using either invasive (electrocorticography) or non-

invasive (electroencephalographic (EEG)/magnetoencephalographic (MEG)) methods, these oscillations 

dominate electrophysiological recordings and have been assessed in a vast number of neuroscientific 

studies. Robust modulation of oscillatory amplitudes by sensory or cognitive tasks, neuromodulation, 

pharmacological intervention or even hypercapnia has been well characterised (Hall et al. 2011; Fries et 

al. 2001; Ward 2003) and is typically taken as being reflective of neural ‘activity’. Importantly, the 

perturbation of those oscillatory signatures has been shown in illnesses ranging from developmental 

disorders to severe psychoses and neurodegeneration (Uhlhaas and Singer 2006). The importance of 

studying neural oscillations is therefore well established. However, despite over a century of research, the 

precise role of spectral perturbations remains poorly understood. Here, we probe the role of oscillations 

in dynamic coordination of spatially separate brain areas. 

 

Neuronal oscillations can be characterised by their frequency, phase and amplitude. The amplitude of low 

frequency (alpha/beta) oscillations has been shown to decrease on stimulation, and increase on stimulus 

cessation, leading to a hypothesis that low frequency amplitude increase is a marker of inhibition (Cassim 

et al. 2001). This is supported by studies suggesting that post stimulus increases are higher in individuals 

with a high concentration of the inhibitory neurotransmitter, gamma aminobutyric acid (GABA) (Gaetz et 

al. 2011). Pharmacological intervention studies support this, since modulation of the GABAergic system 

generates robust changes in beta amplitude (Muthukumaraswamy and Singh 2013; Hall et al. 2011). By 

contrast, high frequency (gamma) oscillations increase with excitatory input to a population (e.g. 

stimulation (Muthukumaraswamy and Singh 2013) or pharmacological manipulation. However, 

recruitment of inhibitory interneurons is also necessary for the emergence of gamma oscillations and 

GABA-ergic agonists boost stimulus induced gamma (Thiele et al. 2012). This suggests that the gamma 

rhythm is a result of a delicate balance of excitatory and inhibitory input. Understanding the 

neurochemical basis of oscillations represents an important step in their characterisation. However, it 

doesn’t necessarily add to our understanding of their role in supporting cognitive function. 

 

In recent years, both theoretical and neurobiological studies have shown how neural oscillations are 

coordinated across brain regions (Nolte et al. 2004; Fries 2005). This coordination has been probed using 

metrics that assess similarity in amplitude envelopes and phase synchronisation between areas. 
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Amplitude correlations have revealed spatial signatures of several resting state networks, (Brookes et al. 

2011; Hipp et al. 2012) and have also allowed tracking of dynamic changes in connectivity between 

regions. For example, O’Neill et al showed that increases in amplitude envelope correlations within a 

sensorimotor network were present around the time of movement (O’Neill et al. 2017). Though 

instructive, these studies provide little insight on the origins of the fluctuations driving amplitude 

envelopes. In contrast, more distinct hypotheses exist concerning the role of phase synchronisation in 

inter-areal communication (Fries 2005). Specifically, the ‘communication via coherence’ hypothesis 

suggests that phase synchrony between two regions provides optimum windows of high electrical 

potential which facilitate action potentials, and therefore passage of information between areas. For 

resting state data, phase synchronisation metrics have been applied in the context of static connectivity, 

where a link between oscillatory amplitude and static phase based connectivity has been previously 

shown (Daffertshofer and van Wijk 2011; Moon et al. 2015). Specifically, regions with large amplitude 

oscillations tend to exhibit stronger static connectivity. However, this fails to provide an understanding 

on the role of dynamic amplitude modulations often measured in E/MEG spectral analysis (Ward 2003). 

In principle, more insight can be gained by the study of dynamic connectivity (Baker et al. 2014; Brookes 

et al. 2014; O’neill et al. 2015). For example, Vidaurre et al (2016) used dynamic connectivity to show that 

phase coherence between left and right motor cortex increased during a post movement increase in beta 

oscillations (Vidaurre et al. 2016). This observation makes it tempting to speculate that dynamic increases 

in the amplitude of (e.g. beta) oscillations in a specific brain area might be driven by an increased level of 

functional connectivity between that area and the rest of the brain. Indeed this would resonate with the 

communication by coherence hypothesis; for example, if one considers a single (hub) region, which is 

connected to many others in the same network, if the other regions transiently synchronise and coherent 

action potentials arrive synchronously at the hub, the likelihood is an increase in phase locked rhythmic 

dendritic currents, and therefore an increase in oscillatory amplitude within the hub.  

 

In this paper, we test a hypothesis that temporal modulations in oscillatory amplitude relate to 

modulations in connectivity. We first acquire MEG data during a motor task and reconstruct brain activity 

within multiple regions (or parcels) defined based upon the AAL atlas.  We then show that long range 

connectivity (by which we mean connectivity between AAL regions) from the sensorimotor cortex to the 

rest of the brain mirrors oscillatory dynamics, providing evidence for a link between connectivity and 

amplitude fluctuations. Second, we generalise this to spontaneous brain activity measured in the resting 

state, showing that during periods of high oscillatory amplitude, functional connectivity in established 
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networks is higher than average. In order to keep track of the fast dynamics of amplitude envelopes, a 

high temporal resolution phase connectivity measure is required and we employ a technique introduced 

by Breakspear et al (Breakspear et al. 2004). This allows for maximum temporal resolution in connectivity 

assessment (Lackner et al. 2014; Thatcher et al. 2009). Unfortunately, empirical measurements (i.e. MEG) 

are confounded by the fact that increased amplitude necessarily means increased signal to noise ratio 

(SNR): this means that the question of whether amplitude and connectivity are genuinely coupled, or 

whether increased connectivity is observed purely due to increased SNR remains unanswered. To counter 

this problem, we combine our analysis of empirical MEG data with biophysically informed computational 

models to test whether the observed relationship between local oscillatory amplitude and global phase 

connectivity dynamics can be explained using models of neuronal dynamics. 
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METHODS 

Three datasets were acquired at the Sir Peter Mansfield Imaging Centre, University of Nottingham (Two 

datasets are reported here – the third dataset is reported in SI).  

 15 healthy volunteers (9 males, age 25 ± 4 years (mean and standard deviation)) took part in a 

self-paced motor task (O’neill et al. 2015; O’Neill et al. 2017). Participants were positioned supine 

in the MEG system and instructed to press a button with the index finger of their left hand, 

approximately once every 30 seconds but without counting the periods between button presses. 

Data were recorded for 25 minutes giving an average of 34 button presses (trials). Button presses 

were recorded by a response pad. Single trials were defined as 30s in length, 15 s before each 

button press and 15 s after. 

 31 healthy volunteers (18 males, age 27.4±6.4 years (mean and standard deviation)) took part in 

a resting state recording (Tewarie et al. 2016a; Tewarie et al. 2016b). Subjects were positioned 

supine in the MEG system and were asked to ‘think of nothing’ whilst 300s of MEG data were 

acquired. Subjects fixated on a red cross throughout the acquisition. For subsequent analysis, the 

length of a trial was the whole recording (excluding artefacts). 

For all cohorts, the studies were approved by the University of Nottingham Medical School Ethics 

Committee, and all subjects gave written informed consent prior to participation. 

 

MEG data acquisition and pre-processing 

MEG data were acquired using the third order synthetic gradiometer configuration of a 275 channel CTF 

MEG system (MISL, Coquitlam, Canada), at a sampling rate of 600Hz and using a 150Hz low pass anti-

aliasing filter. Three coils were attached to the participant’s head as fiducial markers at the nasion, left 

and right preauricular points. These coils were energised continuously throughout acquisition to allow 

localisation of the fiducial points (and thus the head) relative to the geometry of the MEG sensor array. 

Before MEG acquisition, the surface of the participant’s head was digitised relative to the three coils, using 

a 3D digitiser (Polhemus Inc., Vermont). Subsequent surface matching of the digitised head shape to an 

equivalent head shape extracted from an anatomical magnetic resonance image (acquired using a 3T or 

7T MRI scanner running an MPRAGE sequence with a resolution of 1mm3) allowed coregistration of brain 

anatomy to MEG sensor geometry. Following collection, MEG data were inspected for artefacts and trials 

containing excessive interference were removed. Trials in which the participant was found to have moved 

more than 7 mm from their starting position were also removed.  
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MEG Source Localisation 

An atlas-based beamforming approach was adopted to project MEG sensor level data into source-space 

(Hillebrand et al. 2012). The cortex was parcellated into 78 individual regions according to the automated 

anatomical labelling (AAL) atlas (Tzourio-Mazoyer et al. 2002). This was done by registering each subject’s 

anatomical MR image to an MNI template and labelling all cortical voxels according to the 78 cortical ROIs 

(Gong et al. 2009). Subsequently, an inverse registration to anatomical subject space was performed. A 

beamformer (Robinson 1999) was employed to generate a single signal representative of 

electrophysiological activity within each of these AAL regions. To achieve this, for each region, first the 

centre of mass was derived. Voxels were then defined on a regular 4 mm grid covering the entire region 

and the beamformer estimated timecourse of electrical activity was derived for each voxel. To generate 

a single timecourse representing the whole region, individual voxel signals were combined in a weighted 

sum, with the weights defined as a Gaussian function of distance from the centre of mass (Brookes et al. 

2016; Tewarie et al. 2016b). To calculate the individual timecourse for every voxel, a scalar beamformer 

was used (Robinson 1999). Covariance was computed within a 1–150 Hz frequency window and a time 

window spanning the whole experiment (excluding bad trials) (Brookes et al. 2008). Regularisation was 

applied to the data covariance matrix using the Tikhonov method with a regularisation parameter equal 

to 5% of the maximum eigenvalue of the unregularised covariance matrix. The forward model was based 

upon a dipole approximation (Sarvas 1987) and a multiple local sphere head model (Huang et al. 1999) 

fitted to the MRI scalp surface extracted from the co-registered MRI. Dipole orientation was determined 

using a non-linear search for optimum ‘signal to noise ratio’ (SNR) (Robinson 1999), where SNR here is 

defined in terms of the pseudo Z-statistic 𝑆𝑁𝑅 = (wTCw/(wTΣw)); w corresponds to the beamformer 

weights, C to the covariance matrix, and ∑ the noise covariance matrix which was assumed to be a scaled 

identity matrix. This complete process resulted in 78 electrophysiological timecourses, each 

representative of a separate AAL region. This approach was applied to each subject individually. 

 

Dynamic connectivity and amplitude envelope analysis 

Following beamformer estimation of regional timecourses and after frequency filtering, leakage 

correction was applied to reduce the effect of spurious connectivity due to the ill posed MEG inverse 

problem. Since leakage manifests as a zero-time lag linear summation of underlying signals, 

orthogonalisation of beamformer projected timecourses results in the reduction of leakage, albeit at the 

expense of genuine zero-lag connectivity. We applied a symmetric multivariate leakage correction as 

described in (Colclough et al. 2015). Symmetric orthogonalisation was applied to timecourses from all 78 



8 
 

regions after data had been filtered in 8 frequency bands of interest (delta 1-4Hz, theta 4-8Hz, alpha 8-

13Hz, beta 13-30Hz, gamma1 30-48Hz, gamma2 48-70Hz, gamma3 70-100Hz, gamma4 100-130Hz). 

Following leakage correction, we computed the amplitude envelopes of the data.  The amplitude 

envelopes were computed individually for each AAL region by first calculating the Hilbert transform of 

each filtered time signal. Subsequently, the modulus of the analytic signal 𝐴̂𝑖(𝑡) is computed to obtain the 

amplitude envelopes 𝐸𝑖(𝑡) of each time signal. 

 

Dynamic connectivity was estimated using the phase difference derivative (PDD) (Breakspear et al. 2004); 

a measure that captures the stability of phase relationships between two filtered unaveraged 

timecourses. We extracted the instantaneous phase of each time signal as 𝜑𝑖(𝑡) = atan⁡(𝐼𝑚[𝐴̂𝑖(𝑡)]/

𝑅𝑒[𝐴̂𝑖(𝑡)]). The unwrapped phases were used for subsequent analysis. For each pair of regional signals i 

and j, we assumed that there is phase-locking if their phase difference is approximately constant. If the 

phase difference is approximately constant, the derivative of the phase difference is approximately zero. 

We therefore choose a small cut-off near zero, such that phase locking is assumed if 

 

|
𝑑∆𝜑𝑖𝑗(𝑡)

𝑑𝑡
| ≈ 0⁡ → |

𝑑∆𝜑𝑖𝑗(𝑡)

𝑑𝑡
| ⁡< 𝑘.         (1)  

 

Here ∆𝜑𝑖𝑗 refers to the instantaneous phase difference between region i and j, |X| refers to the absolute 

value of X, and k to the cut-off. To define the phase difference derivative (pdd) we can then define a binary 

representation of dynamic phase connectivity for each pair of regions by (Breakspear et al. 2004)  

  

𝑝𝑑𝑑𝑖𝑗(𝑡) = ⁡{
1⁡if⁡ |

𝑑∆𝜑𝑖𝑗(𝑡)

𝑑𝑡
| ⁡≤ 𝑘⁡

0⁡if⁡ |
𝑑∆𝜑𝑖𝑗(𝑡)

𝑑𝑡
| > 𝑘

,        (2) 

 

pdd was computed for every time point, but individual time samples were only set to one if 

|𝑑∆𝜑𝑖𝑗(𝑡)/⁡𝑑𝑡| < 𝑘 for a period longer than one oscillation (i.e. we assume phase locking for less than 

one cycle is meaningless). This reduces the effect of noise fluctuations in the phase difference between 

two signals. This binary connectivity timecourse indicates periods of phase locking. The cut-off value for k 

depends on the sample frequency, the frequency band of interest and the signal-to-noise ratio of the data 

(Breakspear et al. 2004). The choice for k was data-driven and determined by the area under the curve in 

the left tail of the distribution of 𝑑∆𝜑𝑖𝑗(𝑡)/⁡𝑑𝑡 for every subject individually. To analyse the effect of the 
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cut-off value on our results, we chose a range of cut-off values (0.05, 0.1, 0.2, 0.3 and 0.4) (see Figure S1-

2). Afterwards, visual inspection was carried out to evaluate whether these cut-off values were including 

any noise in the data. For each region we obtained the average connectivity from that region to all other 

regions as 

 

𝑃𝐷𝐷𝑖(𝑡) =
1

𝑁
∑ 𝑝𝑑𝑑𝑖𝑗(𝑡)
𝑁
𝑗=1,𝑗≠𝑖 ,        (3) 

 

i.e. PDDi(t) is representative average connectivity between region i and all other regions (N = number of 

regions). PDDi(t) was calculated for each region, frequency band and subject. The same method was 

applied to computational models (see below). Note that the pdd captures information about the stability 

of phase differences, which is the same information underlying the traditional phase locking value 

(Lachaux et al. 1999), although in a dynamic framework. 

 

Analysis of task-based MEG data 

For the self-paced motor task, we selected a 30 s window around every button-press (15s before and 15s 

after the press) to represent a single trial. Data were filtered into the beta band (13-30 Hz) due to the well 

known movement induced response in this frequency range. Amplitude envelopes were baseline 

corrected and averaged over trials (Figure 2B for the sensory cortex). For every AAL region, PDDi(t) 

timecourses were constructed (Eq. 2) (independently for each trial) and averaged across all trials. We 

expected to see a relationship between amplitude envelope and PDD, in brain regions of interest. 

 

The beta response to finger movement is well characterised, by an event related desynchronization (loss 

in amplitude during movement) and a rebound (increase above baseline on movement cessation). To see 

a distinction in these phases we subdivided every 30s trial into windows: before the button press (-10s to 

-5s), during beta desynchronization (-3s to 0.5s), during the beta rebound (1.5s to 3.5s) and after the 

button press (5s to 10s). Both neural oscillatory amplitude and PDD timecourses were averaged within 

every window in order to track local beta dynamics and network formation. Two Statistical tests were 

performed:  

1. Functional connectivity for each window was compared to that measured in the subsequent 

window. This was done at the whole brain level using a Wilcoxon rank test. Statistical testing was 

also performed at the regional level using a non-parametric permutation test, where a null 

distribution for between window differences (independent t-test) was derived by permuting 
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group (window) assignment and calculating a t-statistic after each permutation (1000 

permutations), followed by a Bonferroni correction for multiple comparisons (Nichols and 

Holmes 2002). 

2. We used two different methods to reconstruct surrogate data. First, surrogate data, similar in 

dynamics to the real data, were constructed by taking the real data for a single subject and 

randomising the trial start times. We reasoned that, if no task induced change in PDD was 

measurable, then the trial start times would be meaningless. In this way, static connectivity is 

preserved whilst fluctuations in connectivity time locked to trial onset will be averaged out. This 

procedure was repeated for all trials and subjects: Fifteen surrogate datasets, one for every 

subject, were constructed. The peak to peak change in PDD (beta rebound window minus beta 

desynchronization window) was compared between the real and surrogate distributions using a 

Wilcoxon rank-sum test. Second, surrogate datasets were constructed using a phase 

randomisation procedure (Prichard and Theiler, 1994) in which the phase of the 78 regional 

timecourses were randomised using the same sequence of random numbers for every region 

(hence maintaining the same covariance as the original data, i.e. preserving static connectivity). 

The same statistical tests (Wilcoxon rank-sum test) were used to compare the genuine 

distribution with the null-data. Note that both of these methods preserve the static functional 

connectivity whilst removing any possibility of task induced change from the surrogate data. 

 

Analysis of resting-state MEG data 

For each subject, amplitude envelopes and PDD were computed for all regions and all frequency bands. 

The last sample of the amplitude envelope data was discarded such that the number of data points for 

the PDD and the amplitude envelopes were equal. Pearson-correlation coefficients 𝐶(𝑃𝐷𝐷(𝑓), 𝐸(𝑓)) 

between the amplitude envelope and PDD were then computed for all regions, independently for each 

frequency band (f). This resulted in distributions (across subjects) of 𝐶(𝑃𝐷𝐷(𝑓), 𝐸(𝑓)) values for every 

region and band. We then performed significance testing to analyse whether these correlation 

coefficients could be obtained by chance from a null distribution 𝐶𝑛𝑢𝑙𝑙(𝑃𝐷𝐷(𝑓), 𝐸(𝑓)), which were based 

on the two methods of surrogate data reconstruction. First, surrogate datasets for resting-state data were 

reconstructed by splitting every source projected time-series at a random sample in two and swapping 

the two parts of the time-series (Stam 2005). This procedure ensures that the spectrum, amplitude 

distribution and non-stationarity of the data is exactly the same as the original data, but destroys phase 

locking and (amplitude coupling) in the original data. Second, the uniform phase randomisation, as used 



11 
 

above,  was applied to resting-state data for each subject. For every subject, ten surrogate datasets were 

obtained. Then for every frequency band and region, the distribution of the empirical 𝐶(𝑃𝐷𝐷(𝑓), 𝐸(𝑓)) 

values, consisting of Nsub values, were compared to the null-distribution using a non-parametric Wilcoxon 

rank-sum test. The null-distribution consisted of Nsubx10 values. Performing this analysis for every 

frequency band resulted in Nregions x F p-values (where F is the number of frequency bands F=5). These p-

values were corrected for multiple comparisons with the false discovery rate (correction for Nregions x F 

tests) (Benjamini and Hochberg 1995). This procedure was repeated for every threshold k (Eq. 2) (see 

Figure S1-2). 

 

Networks of large-scale neuronal models 

The above analyses test for an empirical relationship between oscillatory amplitude within a single region, 

and connectivity between that region and all other regions; significance in any of the statistical tests 

outlined above could imply such a relationship. However, an inescapable confound in empirical data is 

that of signal to noise ratio (SNR). As amplitude increases, so does SNR. This raises the question of whether 

a significant relationship between connectivity and amplitude timecourses arises due to a genuine 

relationship between the two (e.g. increased connectivity causes increased amplitude) or whether, during 

periods of high SNR, we are simple better able to ‘see’ connectivity. This, we believe, is a fundamental 

limitation of empirical data which cannot (at present) be solved using statistical testing via surrogate data. 

With this problem in mind, we employed large scale biophysically informed neuronal models to further 

test for a relationship between connectivity and amplitude dynamics. 

 

We employed three different large-scale models, known to mimic the neural oscillations measured using 

MEG. Specifically, the Wilson-Cowan model (Wilson and Cowan 1972), the Liley model (Liley et al. 2002) 

and the Robinson model (Robinson et al. 2001, 2002). The first two models include excitatory and 

inhibitory populations, whereas the third also includes thalamic populations (Figure 1). These models are 

all biophysically informed, meaning that they offer direct insight into the biophysical parameters 

underlying the simulated oscillations. Mathematically speaking, all models give rise to diverse behavior 

(Coombes 2010), ranging from noise induced fluctuations to self-sustained oscillations (limit cycles, see 

Box 1). Moreover, all models facilitate phenomena such as multi-stability where different states (e.g. noise 

induced fluctuations and self-sustained oscillations of different frequencies and amplitudes) can coexist. 

Such diversity is key to mimicking the complex behavior measured empirically. The rationale for using 

three different models was simply to increase robustness by showing that our primary findings generalise 
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across models. For example, if an optimal working point that matches MEG findings can be found near a 

certain bifurcation in one model, then this should generalise to other models that support the same 

bifurcation. Furthermore, the Liley model has a richer bifurcation diagram, and this allows us to analyse 

the potential role for various other bifurcations. 

 

For all three models, we assumed 78 cortical regions, with each region modelled as a single unit (nodal 

oscillator) depicted in Figure 1. Regional parcellation was equivalent to that used in the MEG data (i.e. the 

AAL parcellation). Connection strengths between each region were based upon an available structural 

connectome derived from diffusion tensor weighted imaging  (Gong et al., 2009). Mathematical details of 

the neuronal models and explanation of the goodness-of-fit measure can be found in the supplementary 

information. 

 

Two type of simulations are performed: 1) tuning of global coupling strength and 2) tuning bifurcation 

parameters of interest for the different models (see results section). Simulations are performed for only 

the alpha band and overall functional connectivity between our 78 cortical regions is tuned by scaling the 

global structural coupling parameter, . In doing this, the relative strength of coupling between region 

pairs is maintained (i.e. is set by the structural connectome) but the overall coupling strength can be 

increased or decreased. For the purposes of these simulations, structural coupling strength is maintained 

within a range known to promote a ‘weakly coupled’ regime (i.e. a perturbation that causes the trajectory 

to jump not far from the intrinsic limit cycle).  This regime has been shown in previous work to adequately 

mimic MEG data (Tewarie et al., 2016b). In order to estimate how well the network model obtained 

𝐶𝑚𝑜𝑑𝑒𝑙(𝑃𝐷𝐷(𝑓), 𝐸(𝑓)) values described the empirical MEG obtained 𝐶(𝑃𝐷𝐷(𝑓), 𝐸(𝑓)) values (see 

Methods), we computed the Kullback-Leibler divergence DKL between these two distributions.  DKL 

measures the dissimilarity between two distributions. To obtain a measure of similarity, we computed 1/ 

DKL as our goodness-of-fit (GOF) estimate.   
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Box 1: Concepts from nonlinear dynamics 

Bifurcation: a regime in which a small change in the value of a model parameter generates a 
qualitative change in system behaviour.   
 
Attractor: subspace in phase space to which a trajectory converges for certain initial conditions. 
 
Stability: a system or attractor is stable when a trajectory with initial conditions sufficiently close 
to it evolves toward it in forward time. If all trajectories with initial conditions near to the attractor 
diverges from the attractor, then the attractor is said to be unstable.   
 
Fixed point: a trajectory of a dynamical system that does not change in time. It is also often called 
an equilibrium or steady-state. 
 
Noise induced fluctuations: if the system resides in a stable fixed point regime, a small perturbation 
will exponentially decay to the steady state, and thus weak noisy input can induce fluctuations 
around the steady-state. 
 
Limit cycle: an isolated periodic orbit (oscillator), which is a solution for a dynamical system which 
repeats itself in time. A limit cycle can either be stable or unstable.   
 
Saddle node bifurcation: by tuning a bifurcation parameter of interest, an unstable fixed point 
approaches a stable fixed point until they collide and annihilate.  
 
Hopf bifurcation: a fixed point undergoes a linear instability when a pair of complex conjugate 
eigenvalues of the linearised system change from negative to positive real parts, leading to the 
creation of a small amplitude periodic oscillation.  This is said to be supercritical if the emerging 
orbit is stable, and subcritical otherwise. 
 
Periodic doubling bifurcation: an oscillatory system switches to a new behaviour with twice the 
period of the original system. 
 
Homoclinic bifurcation: a global bifurcation typified by the collision of a limit cycle and a fixed point.   
 
Multistability: co-existence of multiple attractors. For the models used here, a Hopf bifurcation 
with two nearby located saddle node bifurcations gives rise to multi-stability of a limit cycle and a 
fixed point. 

  



14 
 

RESULTS 

Amplitude envelopes and dynamic connectivity in a sensorimotor task 

To assess whether task induced changes in regional oscillatory amplitude are related to long range (i.e. 

between AAL region) phase connectivity, we used MEG data recorded during our self-paced motor 

paradigm and a visuomotor task. All results pertaining to the latter are shown in supplementary material 

(Figures S3 and S4). Figure 2B (blue trace) shows the beta band amplitude envelope averaged over trials 

and subjects, for the right primary sensory region; note the characteristic (Jurkiewicz et al. 2006) 

modulation with a loss of amplitude (beta desynchronization) during movement and the increase above 

baseline (beta rebound) following movement cessation. In Figure 2A, mean regional amplitude is shown 

for all AAL regions, averaged within our 4 time windows (prior to the button press (-10s < t < -5s); during 

beta desynchronization (-3s < t < 0.5s); during the beta rebound (1.5 < t < 3.5 s) and following beta rebound 

(5 < t < 10 s). Consistent with previous literature, the beta modulation was dominant in contralateral 

(right) sensorimotor cortex, however note also an ipsilateral response suggesting that the post stimulus 

beta increase exists throughout the sensorimotor network. 

 

In Figure 2C, the blue trace shows the timecourse of average connectivity (assessed via PDD) for the right 

primary sensory AAL region. This timecourse represents connectivity between the region of interest to all 

other AAL regions, averaged across trials and subjects. Notice that the timecourse of average connectivity 

mirrors the amplitude envelope (Figure 2B); at the time of the button press a drop in connectivity is 

observed, consistent with the notion that this region becomes less connected to a wider network. 

Following movement, connectivity is elevated suggesting a re-integration with a wider network. Most 

importantly, the observable relationship between amplitude envelope (Figure 2B – blue trace) and 

average connectivity (Figure 2C – blue trace) suggests a link between phase-based measures of functional 

connectivity and oscillatory amplitude.  

 

The averaged amplitude envelope from the surrogate data (generated via randomization of trial start 

times) is shown in Figure 2B (red trace). Connectivity based upon these surrogate data is shown in Figure 

2C (red trace). The bar plot in Figure 2D shows the peak to peak change in connectivity (i.e. averaged 

connectivity change between the beta desynchronization (-3s < t < 0.5s) and rebound (1.5 < t < 3.5 s) 

windows) for the real and surrogate data. The fluctuation in connectivity was significantly larger for real, 

compared to surrogate data (p = 0.008). Note that an equivalent Figure, with surrogate data based upon 
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a uniform phase randomization process, is shown in Figure S5. Using this alternative methodology the 

effect remained significant with p = 0.01. 

 

Figure 2D shows average connectivity plotted as a function of cortical area, for the same time windows as 

those used in Figure 2A. Prior to the button press (-10s to -5s) connectivity is dominated by occipital and 

parietal connections with some frontal projections. Connectivity decreases during the beta 

desynchronization (-3s to 0.5s; p=0.035; see also Figure S6) and is subsequently elevated during the beta 

rebound (p<0.001) and focused in the contralateral sensorimotor areas. This focal pattern undergoes a 

change back to a more occipital and parietal distributed pattern of connectivity following rebound 

cessation. Finally, Figure 2E shows the actual connections that dominate during each window; note the 

changing spatial signature with occipito-parietal and fronto-parietal connections dominating at rest, and 

sensorimotor connections dominating during the beta rebound. We repeated the same analysis for the 

alpha band, however, we observed only a movement induced alpha suppression in the contralateral 

sensorimotor cortex, without rebound and dynamic connectivity timecourses showed no significant 

modulation (Figure S7).  

 

Amplitude envelopes and dynamic connectivity in the resting state 

The above analyses show that transient changes in long range connectivity between regions relate to the 

within region amplitude envelope of beta oscillations, suggesting that the well-known beta rebound is 

generated by a network in which the primary sensorimotor region, which has operated independently 

during movement (and whose connectivity transiently dropped) is re-integrated into a wider network. We 

now seek to generalize this relationship by testing whether similar relationships can be found in resting 

state data; in this way we seek to establish a similar effect in a task free regime, across multiple frequency 

bands and across all cortical regions. Figure 3A shows a single example in which instantaneous envelope 

amplitude in left inferior parietal cortex is shown on the x-axis, plotted against instantaneous connectivity 

between the same region and the rest of the brain, on the y-axis. Note the positive correlation. Results in 

Figure 3 are based on a threshold k of 0.3. This same analysis was undertaken for all brain regions and 

across frequency bands ranging from delta to high gamma. To assess statistical significance, surrogate 

data were used to construct an empirical null distribution and we tested whether the genuine 

correlations, for every region and frequency band, were significantly higher than the null-distribution.  
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In Figure 3B, the bar chart shows the strength of the correlation between envelope amplitude and 

connectivity, averaged over regions within individual frequency bands. Note that the relationship peaks 

in the theta to low gamma range although significance compared to surrogate data (denoted by *) extends 

to the delta band. The inset brain images show the cortical AAL regions that are driving this relationship 

for each frequency band. The slopes are plotted for regions that show a significant correlation. Note that 

correlations are found to be widespread across the entire cortex, but where slopes are strongest in the 

alpha band in occipital regions and in beta in the sensorimotor regions. As a post-hoc analysis we selected 

time windows of low and high amplitude oscillations (threshold based on the mean amplitude envelopes 

(over regions) plus/minus 2 standard deviations respectively), and computed phase connectivity between 

all possible AAL region pairs, represented as a 78 x 78 weighted adjacency matrix, within these windows. 

Results are shown in Figure 3C and D. Note that across all frequency bands, high oscillatory amplitude 

coexists with strong network connectivity structure whereas low amplitude oscillations coincide with 

weak (unstructured) network connectivity. Note that results obtained with surrogate data based upon a 

uniform phase randomization process show a similar effect (Figure S8). 

 

Resting-state MEG data and large-scale neuronal models 

In the previous sections we demonstrated a relationship between local oscillatory amplitude and dynamic 

connectivity. Specifically, periods of high oscillatory amplitude coincide (beyond chance) with periods of 

strong connectivity. This finding potentially provides a novel interpretation for measured neural 

oscillations – with high local amplitude linked to long range (between region) connectivity. However it 

also raises further questions: Is this finding an inherent property of oscillations themselves (i.e. does high 

connectivity ‘drive’ high amplitude (or vice versa))? Or are such empirical relationships merely driven by 

SNR? Further, assuming the relationship is genuine, does connectivity to a region drive high amplitude 

oscillations directly, or do high amplitude oscillations offer natural windows for strong network 

connectivity.  Such questions are challenging to answer using MEG data alone. For this reason, to further 

support our MEG findings and to take them further, we turned to computational modelling.  

 

Figure 4A shows how the amplitude envelope averaged across time and regions (denoted <E>), changes 

for increasing . For all models, there is an increase in amplitude when coupling increases, but this 

increase is less pronounced for Liley’s model, which may be due to model-specific parameters, or the 

different intrinsic properties of the model. Figure 4B shows functional connectivity, measured using the 

phase-difference-derivative approach (denoted <PDD>), plotted as a function global structural coupling. 
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For calculation of the PDD we used exactly the same method as was used for MEG data (see Equation 1 

in the Methods Section). Again we observe a general increase for all three models (although the Wilson-

Cowan and Liley models plateau for increasing coupling). The correlation between local amplitude 

envelope and functional connectivity is shown in Figure 4C (denoted <C(E,PDD)>); this represents our 

model analogue of the empirical relationship predicted by our MEG data (though here we test this 

relationship without an SNR confound). This relationship exists with all three computational models, but 

scales with coupling strength, . For the Robinson and Liley model a general increase in correlation with 

 is observed although an inverted U-curve is seen for the Wilson-Cowan model (Figure 4C).  Finally Figure 

4D shows an estimate of goodness of fit (in terms of the inverse of the Kullback-Leibler divergence) 

between MEG and simulated data as a function of , and suggests that the best fit with MEG data for all 

three models occurs for intermediate values of coupling. Overall the evidence in Figure 4 suggests that a 

significant relationship between oscillatory amplitude and functional connectivity is an inherent property 

of modelled neural oscillators. However the existence of such a relationship depends critically on overall 

coupling strength in the network. 

 

We further used the models to analyze the influence of local dynamics on the correlation between 

amplitude envelope and dynamic connectivity. Here, we reasoned that if driving up the local amplitudes 

leads to a stronger correlation, this would suggest that high amplitude oscillations form natural windows 

for increased long range coupling. A critical concept here is a bifurcation, which corresponds to a regime 

in which a small change in the value of a specific modelled parameter generates a substantial change in 

the qualitative behaviour of a system. Example bifurcation diagrams are shown in Figure 5A-C; note 

diagrams are presented for uncoupled regions only and the concepts used in this section are explained in 

Box 1. Taking the Robinson model as an example, the bifurcation diagram shows firing rate output of the 

excitatory population, e, plotted against a thalamocortical coupling parameter νes. The diagram clearly 

shows three regimes: regime 1 is characterized by a stable fixed point. Here amplitude fluctuations around 

10Hz are induced by input noise (see Box 1); regime 2 is characterized by a bistable state with a stable 

fixed point, stable and unstable oscillations, while regime 3 is characterized by stable oscillations and an 

unstable fixed point. Given previous studies on the importance of multi-stability that can occur around a 

Hopf-bifurcation for local dynamics (Freyer et al. 2011), we have chosen parameters for the bifurcation 

diagrams such that we could observe the appearance and disappearance of a Hopf-bifurcation and at the 

same time a jump in amplitude (see Methods). In the case for the Wilson-Cowan model the parameter of 

interest to elicit a Hopf-bifurcation is an external input current, and for the Liley model the r and k 
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parameters correspond to the level of inhibition to both excitatory and inhibitory or to the inhibitory 

population only. Therefore note that qualitatively different parameters of the models can give rise to a 

Hopf-bifurcation.       

 

Figures 5 D, E, and F show i) amplitude envelope (<E>), ii) dynamic connectivity (<PDD>), iii) correlation 

between amplitude envelope and dynamic connectivity (C(E,PDD) and iv) goodness of fit (GOF) to MEG 

data as a function of bifurcation parameters. For the Robinson model (Figure 5AD), local amplitude 

increases when the bifurcation parameter is increased in an almost sigmoid form and note that the Hopf-

bifurcation (νes= 1.6) occurs before the peak amplitude. Dynamic connectivity on the other hand peaks 

around the Hopf-bifurcation; this value also shows the strongest correlation between dynamic 

connectivity and amplitude envelopes. It also shows the highest goodness of fit with MEG data. This model 

illustrates nicely that the observed relationship between dynamic connectivity and amplitude envelope 

modulations is unlikely to be an SNR effect. The noise in the model is fixed, whereas the genuine amplitude 

of the signal φe increases with an increase of the bifurcation parameter νes. The maximum amplitude in 

the model occurs well after the Hopf-bifurcation (νes= 1.7; see Figure 5Di), which is not located at the best 

fit with the empirical data. For the Wilson-Cowan (Figure 5BE), local amplitude increases when the 

bifurcation parameter is increased, and a similar pattern is seen for dynamic connectivity. However, again 

the maximum correlation between amplitude envelope and dynamic connectivity is seen around the 

Hopf-bifurcation (Pext=7), for which we also find the best fit with the MEG data. This means that again the 

maximum correlation between amplitude envelopes and dynamic connectivity does not coincide with the 

regime with the largest SNR, i.e. again suggesting that this is not an SNR effect. The Liley model shows a 

rich bifurcation diagram with several other bifurcations apart from the Hopf (Figure 5CF), such as periodic 

doubling bifurcation, or a homoclinic bifurcation. This allows us to test whether the match the good match 

with MEG data is specific to the Hopf-bifurcation or whether this can be extended to other bifurcations 

as well. However, a working point near the Hopf-bifurcation outperforms the other types of bifurcations 

to explain our MEG findings. Results show that the relationship between amplitude envelopes and 

dynamic connectivity is not merely driven by tuning up the local amplitudes, but is optimised in a regime 

where the oscillators themselves exist in a multi-stable state.  
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DISCUSSION 

In this paper, we hypothesized that modulations in neural oscillatory amplitude, at some brain location of 

interest, reflect (at least in part) modulations in connectivity between that region and the rest of the brain. 

During task-induced modulation of oscillatory amplitude, and during the natural fluctuations in resting-

state amplitude, empirical data suggest that this is the case. In a self-paced motor task we showed that 

beta band connectivity between primary sensorimotor cortex and the rest of the brain mirrored the well-

established beta band movement related amplitude decrease and post movement beta rebound. In the 

resting state we showed significant correlations between amplitude envelopes and dynamic functional 

connectivity, across multiple frequency bands ranging from theta to low gamma. Our MEG findings mirror 

results from three separate computational neural models which show that correlation between oscillatory 

envelopes and functional connectivity is an inherent property of a coupled nodal oscillator model. 

However our models also show that this coupling is optimised when nodal oscillators exist in a multi-

stable regime. This latter point potentially offers new insights into the way in which measured oscillations 

might be analyzed or characterized. 

 

Our task data show how functional connectivity, between contralateral sensory cortex and the rest of the 

brain, varies during a simple self-paced button press task. Temporally resolved connectivity (Figure 2C) 

mirrored the previously well characterized timecourse of beta band oscillatory envelope and showed a 

significant reduction during movement, followed by an increase on movement cessation. This is consistent 

with the idea that regions of a functional network operate in isolation during information encoding, and 

the post-stimulus response represents a mechanism by which that isolated region re-integrates into the 

wider sensorimotor network. Indeed, it’s tempting to speculate that during the post stimulus rebound, a 

top down inhibitory influence is placed on the primary sensorimotor regions by a broader brain network. 

Moreover, that influence is mediated by rhythmic fluctuations which are coherent between the wider 

network and the primary cortex. As coherent clusters of action potentials from other (e.g. motor planning) 

regions arrive, this would not only increase phase locking between the (post synaptic driven) MEG signals 

originating from contralateral motor cortex and the wider network, but it would also likely drive the local 

population into synchrony, thus increasing the amplitude of local beta oscillations. This concept, which is 

nothing more than the communication by coherence hypothesis, is supported qualitatively by our 

connectivity graphs (Figure 2E) which show that the dominant connections during the rebound phase are 

within the distributed motor network including bilateral sensory, motor and pre-motor cortices as well as 

the supplementary motor area.  
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It should be pointed out that this association between beta oscillations and inter-regional connectivity is 

not new. In general beta band oscillations have been shown to be coordinated across spatially separate 

brain regions and spatial analyses of those connections suggest that they may also be responsible for the 

mediation of functional connectivity in several well characterized resting state networks (Brookes et al., 

2011; Hipp et al., 2012). Further, beta oscillations have been shown to be linked to structural connections 

in the brain (Hunt et al. 2016). In sensorimotor tasks, increases in beta oscillations following task cessation 

have been observed robustly for many years (Cassim et al., 2001; Jurkiewicz et al., 2006). Work on the mu 

rhythm also suggests that amplitude modulations in the motor cortex are initiated by observing hand 

movements executed by a third person (Rizzolatti et al. 2001). This gives rise to the notion that distant 

input from other areas, e.g. the visual areas, modulates oscillations in the motor cortex. However, 

although the link to connectivity has been suggested, direct evidence has been lacking. Here, the good 

time resolution of the PDD connectivity metric has allowed a direct comparison and this dynamic 

relationship can be elucidated. 

 

The observable relationship between connectivity and amplitude in the resting-state extends our task 

based finding, generalizing it to multiple brain regions and frequency bands. Our primary resting state 

finding (Figure 3) was that functional connectivity and amplitude envelope timecourses correlate beyond 

chance in frequency bands stretching from the delta to the low gamma. Spatially this correlation was 

widespread, suggesting that this is a general phenomenon. However there was some inhomogeneity 

across brain regions, with, for example, the slope of the correlation maximum in occipital regions for the 

alpha band and in sensorimotor areas for the beta band. The fact that no significant relationship was 

observed in the higher frequency bands likely reflects the fact that the signal to noise ratio in those 

frequency bands is poor. For many years fluctuations in the amplitude envelope of oscillations in a given 

region have been considered to be a marker of ‘activity’ or dynamics local to that region. However, the 

evidence presented here shows that interpreting such fluctuations as a purely local phenomenon is 

inaccurate. Rather we might speculate that high amplitude oscillations are generated by synchronization 

of dendritic currents across the local neural assembly, and such synchronization is brought about by an 

increase in inter-regional connectivity. Again, the relationship between oscillations and connectivity is not 

new, although it perhaps contrasts with views that, for example, alpha oscillations are “idling rhythms”. 

Indeed, our findings are in strong agreement with others (Hummel and Gerloff 2006; Dugué et al. 2011; 

Zumer et al. 2014) in showing that alpha band oscillations are crucial in communications across brain 

areas. It is important to note however that the relationships shown here are neither causal, nor one-to-
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one. Whilst in general we have shown that periods of high amplitude tend to coincide with periods of high 

connectivity, this may not be the case all of the time. We therefore advocate that future studies of neural 

oscillations also take into account long-range (between region) connectivity as well as local oscillatory 

amplitude (i.e. a time-frequency-spectral approach). 

 

Although our results point towards a direct relationship between oscillatory amplitude and connectivity, 

extreme caution is necessary when interpreting connectivity information from data with diverging 

amplitudes, since phase locking is amplitude (or more specifically signal-to-noise-ratio (SNR)) dependent 

(Muthukumaraswamy and Singh 2013). Specifically, it is likely that an SNR increase might drive an increase 

in apparent phase locking simply because we are better able to estimate instantaneous phase. Using only 

empirical data this is a difficult problem to address since, whilst SNR increases likely result in better ability 

to measure connectivity, an alternative hypothesis is that if neural oscillations mediate connectivity, then 

the amplitude (hence SNR) itself is driven directly by connectivity. In other words, it would be impossible 

to observe a connectivity change in real brain data without a simultaneous change in amplitude, hence 

SNR. This therefore remains a conceptual challenge.  

 

Here we attempted to deal with the SNR confound by drawing an analogy with simulations, in which 

neural interactions can be simulated without confounds of instrumental SNR. These simulations 

supported our MEG findings in showing that correlation between functional connectivity and envelope 

amplitude is a natural property that emerges from realistic biophysically informed models of large scale 

neural networks. Critically, our simulations suggest that the connectivity/amplitude relationship is 

dependent on the parameters chosen: Firstly, sufficient global coupling is required before empirically 

observed correlations between amplitude envelopes and dynamic connectivity are obtained, suggesting 

that modulations in connectivity to a region drive, to some extent, modulations in amplitude envelopes. 

Secondly, our empirically observed connectivity/amplitude correlations seem to be most consistent with 

an operating point for the local network regions near a Hopf-bifurcation. In our case, this Hopf-bifurcation 

is located near two saddle node bifurcations, together giving rise to a regime with multi-stability. Such 

multi-stability allows for switching between low and high amplitude modes in the presence of noise and 

these high amplitude modes co-occur with periods of strong connectivity. A previous study that only 

analysed the multi-stability of alpha amplitude modulations also emphasized the important role of 

residing in the vicinity of a Hopf-bifurcation (Freyer et al. 2009, 2011). The current findings extend this by 

showing the potential role for Hopf-bifurcations not merely for amplitude modulations, but for amplitude 
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modulations in relation to dynamic connectivity. Previous modeling studies also suggest that the influence 

of amplitude on connectivity is a genuine effect (Daffertshofer and van Wijk, 2011; Moon et al., 2015). 

Previous work has further shown that phase dynamics of one region in a Kuramoto-like system, derived 

from Wilson-Cowan oscillators, is intrinsically dependent on the amplitude dynamics of all regions that 

the region is connected to in a non-trivial way (Daffertshofer and van Wijk, 2011). In summary, these 

results suggest that the connectivity/amplitude relationship is a property that we should expect to see in 

empirical data, and as such is unlikely to be (completely) driven by SNR confounds. However, there is no 

trivial relationship between the amplitude of local dynamics and the likelihood of connectivity, i.e. turning 

up local amplitudes is not the sole requirement, but each nodal oscillator must itself exist in a multi-stable 

regime, close to a Hopf bifurcation.  

 

Our findings from simulations suggests that the empirical amplitude/connectivity relationship that we see 

in real MEG data is not a sole property of SNR. However even given this good agreement, no causal 

relationship has been demonstrated and statements about the role of oscillations can only be made by 

analogy. This is a limitation of this study and future work will be required to further this empirical 

demonstration.  As mentioned above, in MEG data alone it is extremely challenging to separate SNR from 

connectivity. However, in future studies, neuromodulation might offer a means to examine how changing 

the amplitude of oscillations in some specific brain region changes connectivity within a broader brain 

network to which the modulated region belongs. Specifically, there are a number of recent studies 

showing that the use of either transcranial magnetic stimulation (TMS) or transcranial alternating current 

stimulation (tACS) can enhance the amplitude of cortical rhythms – particularly the alpha rhythm (Thut et 

al. 2011; Vossen et al. 2015). Further this enhancement has been shown to persist even after cessation of 

stimulation. It is therefore possible to conceive a study where one measures resting state oscillatory 

amplitude and connectivity, within some region of interest, before and after TMS or tACS and then relate 

the two metrics. This, in the future, may offer a means to generate a causal link between amplitude and 

connectivity. 

 

CONCLUSION 

We have demonstrated that amplitude envelope modulations during both task and resting-state mirror 

changes in functional connectivity. This relationship between local amplitude modulation and dynamic 

connectivity to or from this region may be the result of a bidirectional causality. This requires sufficient 

global network coupling but also multi-stability at the regional level that allows for switching between low 
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and high amplitude modes that may be natural windows for synchronization. Our results facilitate a 

change in the way in which invasive and non-invasive electrophysiological data are interpreted; 

specifically the notion that shifts in oscillatory amplitude represent only local dynamics need to be revised 

to an interpretation where increased oscillatory amplitude can be driven by increased long range 

connectivity to that region. This new interpretation will allow for new insights not only in basic science, 

but also in disease, in particular for pathologies where impaired connectivity is implicated. 
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FIGURE LEGENDS 

Figure 1 Neuronal models: neural units for each model are shown. The Wilson-Cowan and Liley model consist of excitatory 

populations (Ej) and inhibitory populations (Ij) connected by caa and Waa’, where a denotes the type of connection (excitatory (E) 

or inhibitory (I)), and the use of different names w and c is to distinguish the parameters between the models. The parameters Paa’ 

correspond to input currents to each population and Pnetwork refers to the input from the wider network to each region. The 

Robinson model consists of a cortical population and a thalamic population (reticular nucleus and relay nucleus), which are 

connected to each other by coupling parameters aa (e, i, r, s). The variables Qa and φa correspond to mean firing rates and damped 

firing rates respectively. 

 

Figure 2: Task based change in local oscillatory dynamics and between region connectivity.  A) Regional beta band oscillatory 

amplitude for 78 cortical areas in four time windows: prior to the button press (-10 to 5s), during beta suppression (-3 to 0.5s), 

during beta rebound (1.5 to 3.5s) and on return to baseline (5 to 10s). Task induced effects are strongest in contralateral 

sensorimotor areas, both during the beta suppression and rebound. B) Timecourse of beta amplitude envelope (blue) and beta 

amplitude for surrogate data (red) in the right sensory cortex. C) Timecourse of beta band connection strength between sensory 

cortex and the rest of the brain (blue). The red traces show the same calculation for surrogate data. For both B and C, colour coded 

blocks correspond to the windows used in Panels A, D & E. D) Bar chart showing peak-to-peak modulation of beta connectivity 

(between the right sensory cortex and the rest of the brain) for real and surrogate data. E) Average connectivity as a function of 

AAL region for the four time windows. Note that during the beta rebound, connectivity is dominated by right sensorimotor cortex. 

F) The dominant (strongest 5%) connections during the four windows. Note that the dominant network during the beta rebound 

is characterised by sensorimotor connections. 

 

Figure 3: resting state data. A) Example scatter plot extracted from the left inferior parietal cortex and showing instantaneous 

oscillatory envelope (x-axis) plotted against average connectivity between the same regions and all other areas. B) Bar chart shows 

strength of correlation between envelope amplitude and average connectivity, collapsed over regions and subjects and plotted as 

a function of frequency. The inset images show the slopes of the connectivity/amplitude relationship for all brain regions in which 

there was a significant correlation compared to the null distribution (1st method). Brain regions with no significant relationship 

are shown in grey. Slopes are normalized by the maximum. Note that a spatially widespread significant relationship is observed 

between envelope amplitude and connectivity in frequency bands ranging from delta to low gamma (* represents p<0.001). C) 

Shows functional connectivity matrices based on windows with high amplitude oscillations and low amplitude oscillations (D). 

Note increased connectivity and structure when envelopes have high amplitude. 

 

Figure 4: The effect of global coupling on the relationship between local amplitude envelopes and dynamic connectivity in 3 

computational models. A) Mean envelope amplitude (<E>, collapsed over all space and time) versus global coupling strength, . 

B) Mean functional connectivity (<PDD>, again collapsed over all space and time) versus . C) Correlation between timecourses of 

envelope amplitude and dynamic connectivity versus  - note the empirical relationship shown in Figures 3 and 4 is an inherent 

property of all three models. D) Shows the goodness of fit (GOF) between model obtained correlations and empirical resting-state 

data for all three models. 
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Figure 5: The effect of local dynamics. The upper panels show the bifurcation diagrams for single units for all three neuronal 

models. For the Robinson model (A), we vary the thalamocortical coupling parameter (ves) and we observe fixed points (stable: 

continuous black, unstable: dashed black), stable (continuous red) and unstable oscillations (dashed red), with saddle and Hopf 

bifurcations. Regime 1 thus corresponds to a stable fixed point, regime 2 a bistable state with a stable fixed point, stable and 

unstable oscillations, while regime 3 to an unstable fixed point and stable oscillations. For the Wilson-Cowan model (B) we can 

observe stable fixed points (red lines), unstable fixed points (black lines) with two saddle-node bifurcations and a Hopf-bifurcation 

(with the amplitude of unstable emergent oscillations shown with blue circles) when the external input (Pext) to the single unit is 

varied. The two parameter Liley bifurcation diagram (C) shows saddle (red), Hopf (blue), periodic doubling (green), homoclinic 

(yellow) for bifurcation parameters k (drive to inhibitory population) and r (drive to excitatory population). Panels D-F show i) 

mean amplitude envelopes, ii) mean dynamic connectivity, iii) the correlation between the amplitude envelopes and dynamic 

connectivity, and iv) the goodness of fit of this correlation to empirical data. D) shows the case for the Robinson model, E) shows 

the case for the Wilson-Cowan model and F shows the case for the Liley model.   
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