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Devil’s staircases without particle-hole symmetry
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We present and analyze spin models with long-range interactions whose ground state features a so-called
devil’s staircase and where plateaus of the staircase are accessed by varying two-body interactions. This is
in contrast to the canonical devil’s staircase, for example, occurring in the one-dimensional Ising model with
long-range interactions, where typically a single-body chemical potential is varied to scan through the plateaus.
These systems, moreover, typically feature a particle-hole symmetry which trivially connects the hole part of the
staircase (filling fraction f � 1/2) to its particle part (f � 1/2). Such symmetry is absent in our models and
hence the particle sector and the hole sector can be separately controlled, resulting in exotic hybrid staircases.
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I. INTRODUCTION

A devil’s staircase is a fractal structure that characterizes
the ground state of a plethora of systems in physics [1,2].
Examples include the Frenkel-Kontorowa model [3,4], the
Falicov-Kimball model [5–7], Ising models [8,9], quantum
dimer models [10–12], as well as certain discrete maps
[13–15]. In particular, one-dimensional (1D) Ising models
are paradigmatic systems that may exhibit devil’s staircases
both in the case of long-range and short-range interactions.
In Ising models with long-range interactions it was shown
rigorously that the permitted filling fractions (ratio of the
number of particles to that of lattice sites) of the ground-state
configurations form a complete devil’s staircase when the
chemical potential is varied [8]. This means when scanning
the chemical potential, the filling fractions can assume all
rational numbers. For the short-range interacting anisotropic
next-nearest-neighbor Ising (ANNNI) model, such a staircase
appears only at finite temperatures [9] since there are solely
two stable ground states (known as the ferromagnetic phase
and antiphase) at zero temperature. The staircase structure of
the ANNNI model has been observed in NaV2O5 under high
pressure [16].

In recent years, controllable quantum systems have emerged
as platforms for exploring phenomena in condensed-matter and
high-energy physics [17]. This includes trapped ions [18,19],
cold polar molecules [20–24] and strongly interacting Rydberg
atoms [25–30], ultracold atoms in bichromatic lattices [31],
synthetic dimensions and gauge fields [32], photons with
engineered long-range interactions [33], and optomechanical
cavity systems [34]. These platforms allow one not only to
control single-body quantities (e.g., the trapping potential or
the chemical potential), but also to tailor the shape of the
underlying two-body interaction.

In a recent study [35], we have identified a new mechanism
underlying the formation of a devil’s staircase within a spin
model implemented by Rydberg atoms held in a 1D optical
lattice. By using a so-called double-dressing scheme [35],

we have shown how to create competing interactions with
short-range attraction and longer-range repulsion between two
atoms. In particular, we focused on a situation where the
nearest-neighbor interaction is attractive and tunable while
the interactions from next-nearest neighbors onwards follow
a repulsive van der Waals (vdW) potential. Such a nonconvex
potential leads to the formation of a devil’s staircase in the
ground state and its plateaus are accessed by varying the
strength of the nearest-neighbor attraction.

This situation is in contrast to that encountered, e.g., in
the above-mentioned staircase of the Ising model, which
is governed by a single-body chemical potential term. The
staircase in the Ising model features a particle-hole symmetry,
i.e., the hole part of the staircase at filling fraction f � 1/2
can be trivially extracted from the particle part of the staircase
at f � 1/2. In our previous work [35], we have shown that a
broken particle-hole symmetry emerges for a staircase whose
plateaus are accessed by two-body attractive interactions. In
this situation the staircase is a union of two substaircases
that are consisting of either dimer particles or dimer holes.
This finding opens up the possibility to study a plethora of
hybrid staircases. For example, it is possible to encounter
a situation with a dimer-particle substaircase in the particle
sector and a trimer-hole substaircase in the hole sector. Finally,
we would like to note that the impact of different kinds of
interactions on the devil’s staircase physics has been studied in
the literature from different perspectives [36–43]. For example,
some aspects of the staircases discussed in the present work can
be linked to studies of atoms adsorbed on a surface [38,40].
However, a systematic exploration of devil’s staircases from
the perspective of particle-hole symmetry breaking has not
been conducted previously.

In this paper, we extend our previous study [35] to spin
models that feature attractive interactions not only among
nearest neighbors but over a longer range. The paper is struc-
tured as follows: In Sec. II, we present the model Hamiltonian
and discuss the role played by the particle-hole symmetry. In
Sec. III, we discuss analytical and numerical tools for analyzing
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FIG. 1. (a) Level scheme. An electronically low-lying state |1〉 is
laser coupled to Rydberg states |R1〉 and |R2〉 with Rabi frequency �1

and�2, and detuning�1 and�2, respectively. (b) Effective interaction
potential between particles in dressed state |1〉. This interaction is
attractive at short distances and repulsive at long distances. Here, we
show a situation where the nearest neighbor and next-nearest neighbor
are attractive, i.e., W (1) < 0 and W (2) < 0.

the ground-state properties of the model Hamiltonian. In
Sec. IV, we benchmark our tools by applying them to a
conventional staircase controlled by a chemical potential. In
Sec. V, we investigate in detail the situation where two-body
interactions drive staircases without particle-hole symmetry,
which constitutes the central part of this work. In Sec. VI,
we discuss the possibility of staircases controlled by n-body
interactions (n > 2). We conclude and provide an outlook in
Sec. VII.

II. MODEL HAMILTONIAN

Staircases explored in this work rely on a nonconvex long-
range interaction which is attractive at short distances and
repulsive at large distances. In our previous work [35], we
proposed that a special form of this interaction, i.e., with
van der Waals repulsive tail, can be engineered with the help
of Rydberg atoms. Specifically, the physical setting is a 1D
lattice with spacing a where each site can either be occupied
by an atom in state |1〉 or |0〉. For convenience, we denote
that a site is empty (occupied by a particle) when the atom
of the site is in state |0〉 (|1〉). We then employ a double-
dressing scheme [35], in which two blue- and red-detuned
lasers are applied simultaneously to weakly couple the |1〉
state with two Rydberg S states |R1〉 and |R2〉, as depicted
in Fig. 1(a). The Rabi frequency and detuning of the blue-
(red-) detuned laser are �1 (�2) and �1 (�2), respectively.
The vdW interaction of the Rydberg state |Rj 〉 is Cj/r6,
with Cj the corresponding dispersion constant (j = 1,2).
We will neglect the interstate Rydberg interaction when the
two states are far separated energetically [44]. The lasers
induce long-range interactions between atoms in the Rydberg
dressed |1〉 state [45–48]. The blue-detuned laser induces
an interaction potential U1(r) = C̃1/(r6 − R6

res), where C̃1 =
R6

res�
4
1/8�3

1 and Rres = (C1/2|�1|)1/6 determines the distance
of the two-atom resonant excitation when 2�1 + C1/R

6
res = 0

[49,50]. The resulting interaction is attractive for r < Rres and
repulsive when r > Rres. The red-detuned laser generates a

lon-range soft-core interaction U2(r) = C̃2/(r6 + r6
2 ), where

C̃2 = r6
2 �4

2/8�3
2 and the core radius r2 = (C2/2|�2|)1/6. The

overall dressed interaction is given by the combined potential
of V (r) = U1(r) + U2(r), which is illustrated in Fig. 1(b). By
tuning the laser parameters, the strength and attractive range of
the nonconvex long-range two-body interactions can be varied
(details of the implementation are given in Ref. [35]).

In this paper, we will go beyond this special realization
with Rydberg atoms and consider more general nonconvex
interactions, where the repulsive tail is not limited by the
vdW type, i.e., V (r) ∼ 1/rα with 1 < α, focusing more on
the physics rather than the experimental implementations.
When α is taken as a parameter that can be freely tuned,
many different features are found in the respective staircase
which are not revealed using the vdW interaction. Taking these
considerations into account, we study a classical 1D spin chain
governed by the following Hamiltonian,

H =
∞∑

i=−∞

∞∑
r=R+1

V (r)nini+r +
∞∑

i=−∞

R∑
r=1

W (r)nini+r , (1)

where W (r) � 0 (r = 1, . . . ,R) parametrizes the strength of
the attractive potential part, with R to be the range of the
attractive interaction. The potential V (r) = (R + 1)α/rα (r =
R + 1, . . .) corresponds to the repulsive tail. Note that here and
in the following, the energy is expressed in units of V (R + 1)
and length in units of the lattice spacing a.

A particle-hole symmetry is absent in Hamiltonian (1),
which is explicitly seen by applying the particle-hole trans-
formation ni = 1 − mi , where mi denotes the occupation of a
hole at the ith site. This yields the Hamiltonian for the holes,

H =
∞∑

i=−∞

∞∑
r=R+1

V (r)mimi+r +
∞∑

i=−∞

R∑
r=1

W (r)mimi+r

−μ′
∞∑

i=−∞
mi + C, (2)

where μ′ = 2
∑∞

r=R+1 V (r) + 2
∑R

r=1 W (r) and C =∑∞
i=−∞

∑∞
r=R+1 V (r) + ∑∞

i=−∞
∑R

r=1 W (r). The extra
μ′ term, which is controlled by interactions V (r) and W (r), is
typically nonzero. In this case, the Hamiltonian of the hole is
structurally different from that of the particle.

III. METHODS

To investigate the ground state of Hamiltonian (1), we will
use both analytical and numerical tools. The analytical method
is based on that by Bak and Bruinsma [8]. It was originally
used to deal with repulsive and convex interactions and we will
adapt it to our system. The analytic treatment is accompanied
by “brute-force” numerical calculations to find the ground state
of (1).

A. Analytical method

1. Stability regions of monomers

When studying the Ising model with convex interactions,
Bak and Bruinsma [8] showed that for any rational filing
fraction f = q

p
(p and q are non-negative integers) of the
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particles to the lattice sites, there will be a finite range,
i.e., a stability region of chemical potential (with lower and
upper bound μ− and μ+, respectively), such that the most
homogeneous configuration with this filling fraction is the
ground-state configuration.

The stability regions are determined by the following equa-
tions (the derivation is for convenience given in Appendix A),

μ− =
∞∑

n=1,αn �=0

[(rn + 1)V (rn) − rnV (rn + 1)]

+
∞∑

n=1,αn=0

[(rn + 1)V (rn) − rnV (rn + 1)] (3)

and

μ+ =
∞∑

n=1,αn �=0

[(rn + 1)V (rn) − rnV (rn + 1)]

+
∞∑

n=1,αn=0

[(−rn + 1)V (rn) + rnV (rn − 1)], (4)

where rn and αn are related to p and q through the relation
np = rnq + αn with 0 � αn < q. From these equations, we
obtain the “width” of the stability region,

�μ = μ+ − μ−

=
∞∑

n=1,αn=0

[rnV (rn − 1) − 2rnV (rn) + rnV (rn + 1)].

(5)

2. Effective interaction between two n-mer particles and holes

In our case particles tend to form clusters due to the
short-range attraction. In general, if the firstR nearest-neighbor
interactions are attractive, then R + 1 particles will form a
cluster on sites (i,i + 1, . . . ,i + R). We will refer to such an
n-particle (hole) cluster as an n-mer particle (hole).

The method by Bak and Bruinsma is extended to capture this
case by treating an n-mer as an effective “monomer.” To this
end, one needs to know the effective chemical potential for an
n-mer and the interaction between two n-mers. (Note that, for
an n-mer with filling fraction q/p, the corresponding filling
fraction of the actual monomers is nq/p.) The interaction
between two n-mer particles (holes) separated by r lattice sites,
as shown in Fig. 2, can be conveniently described by a matrix

Ṽ =

⎛
⎜⎜⎝

V (r) V (r + 1) · · · V (r + n − 1)
V (r − 1) V (r) · · · V (r + n − 2)

...
...

. . .
...

V (r − n + 1) V (r − n + 2) · · · V (r)

⎞
⎟⎟⎠,

(6)

where matrix element Ṽij describes the interaction between
the ith particle of the first n-mer and the j th particle of the
second n-mer. The effective interaction between two n-mers
is then given by Ṽeff (r) = ∑

ij Ṽij . Under the condition that
there is no overlap of two n-mers in the most homogeneous
configuration, we can use the method by Bak and Bruinsma
to describe the n-mers, when we replace the interaction of

n-mer particle

r
..

n-mer hole

..

FIG. 2. Two n-mer particles (holes) separated by distance r will
interact according to the 2n binary interactions of their constituent
particles (holes), resulting in the interaction matrix given by Eq. (6).

Eqs. (3)–(5) by Ṽeff (r). Furthermore, we need to replace the
monomer chemical potential by that of the n-mer particle or
hole, which will be discussed in the following.

3. Effective chemical potential of n-mer particle and hole

In the case of the n-mer particle, we find that n particles
will cluster together to lower their energy when the range of the
attractive interactions is R = n − 1. According to Hamiltonian
(1), the interaction energy within the n-mer particle then serves
as an effective chemical potential given by

μnp = W (n − 1) + 2W (n − 2) + · · · + (n − 1)W (1). (7)

Note that if W (i) = W for all i, then μ
p
n = n(n − 1)W/2.

For an m-mer hole, the calculation of the effective chemical
potential is more involved as the size of the hole cluster can
be larger than the range of the attractive interactions. Using
Hamiltonian (2), we find the effective chemical potential of an
m-mer hole,

μ
(R)
mh = −E

(R)
mh = −

R∑
j=1

(m − j )W (j ) −
m−1∑

k=R+1

(m − k)V (k)

+ 2m

∞∑
r=R+1

V (r) + 2m

R∑
r=1

W (r). (8)

When m � R + 1, the size m depends on both R and the
long-range repulsive tail. This is a manifestation of the particle-
hole symmetry breaking, i.e., the size of the hole cluster
is not necessarily the same as the particle cluster which
would give m = R + 1. In the following, we list explicitly
the effective chemical potentials of particle and hole clusters
of different sizes for R = 1 and R = 2, which are relevant for
our discussions below.

R = 1: The chemical potentials of particle and hole dimers,
and hole trimers are given by

μ2p = W (1), (9)

μ
(1)
2h = 4

∞∑
r=2

V (r) + 3W (1), (10)

μ
(1)
3h = 6

∞∑
r=2

V (r) − V (2) + 4W (1). (11)
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R = 2: The chemical potentials of particle and hole trimers,
and hole tetramers are given by

μ3p = W (2) + 2W (1), (12)

μ
(2)
3h = 6

∞∑
r=3

V (r) + 4W (1) + 5W (2), (13)

μ
(2)
4h = 8

∞∑
r=3

V (r) − V (3) + 5W (1) + 6W (2). (14)

In order to obtain the stability regions of n-mer particles
and holes [for Hamiltonians (1) and (2)], we can now use
Eqs. (3)–(5) with the effective interaction Ṽeff (r), the effective
chemical potentials μnp and μ

(R)
nh , as well as the true monomer

filling fraction nq/p (associated with an n-mer particle) or
hole filling fraction q/p.

The above effective theory for n-mer particles and holes
only works when the staircase contains no mixtures of n-mers
of different kinds. The aim of this work is to understand
when the staircase can be described by a union of two pure
substaircases in the particle and hole sectors, respectively.

B. Numerical method

The filling fractions associated with the ground-state con-
figuration of Hamiltonian (1) as functions of the attractive
interaction W (r) (r = 1,2, . . . ,R) can be calculated by a
brute-force method. In this numerical method [35], we check
all possible periodic configurations of an infinite chain with
period p up to a certain limit (p = 23 in this study, due to
the limitation of computational resources). The ground-state
configuration is determined by the one that has the lowest-
energy density (energy of a single period divided by the length
of the periodicity). This captures the coarse structure of the
staircase as the phases with large p usually have very small [1]
stability regions.

IV. PARTICLE-HOLE SYMMETRY IN TRADITIONAL
DEVIL’S STAIRCASES

To provide some context, we review here briefly the results
by Bak and Bruinsma [8], which are based on an Ising model
with long-range interactions,

H =
∞∑

i=−∞

∞∑
r=1

V (r)nini+r − μ

∞∑
i=−∞

ni, (15)

where ni = 0,1 when the site i is empty or occupied by
a particle, respectively. Here, V (r) describes a long-range
repulsive interaction between two particles separated by r sites
and μ is the chemical potential for the particle. For any rational
filling fractionf of the particles, the ground-state configuration
will assume a distribution in space as uniform as possible if
the infinite-range interaction V (r) is strictly convex [51,52]. In
this case the ground-state configuration is independent of the
actual details of the interaction potential and features so-called
generalized Wigner crystals. The filling fractions f of the
ground-state configurations form a complete devil’s staircase
as a function of the chemical potential μ [8].

FIG. 3. Ground-state filling fractions f of Hamiltonian (15) as
functions of the chemical potential μ and the power α of the power-
law interaction potential. The large plateau at half filling, f = 1/2,
corresponds to the configuration of 101010 . . .. The red solid lines are
analytical results obtained from Eqs. (3) and (4) at α = 2, 3, 4, 5, and
6. The black line is the critical chemical potential μc(α) = 2ζ (α) at
which the ground states of Hamiltonian (15) turn into the fully filled
particle states with f = 1.

For power-law interactions V (r) = 1/rα , the Hamiltonian
(15) is invariant (apart from an irrelevant constant term)
under the particle-hole transformation ni = 1 − mi and the
corresponding hole Hamiltonian reads

H =
∞∑

i=−∞

∞∑
r=1

V (r)mimi+r − μ′
∞∑

i=−∞
mi + C, (16)

where μ′ = 2
∑∞

r=1 V (r) − μ and C = ∑∞
i=−∞

∑∞
r=1 V (r) −

μ
∑∞

i=−∞. One can find the transition point to the state without
holes (or a state where the lattice is fully occupied by parti-
cles) by setting μ′ = 0, i.e., μ = 2

∑∞
r=1 V (r). For power-law

interactions, the corresponding critical chemical potential μc

is determined by μc = 2ζ (α), with ζ (α) = ∑∞
n=1 1/nα being

the Riemann zeta function.
We numerically obtain the staircase structure by varying

both the power α of the repulsive power-law interaction and
the chemical potential. The result is shown in Fig. 3, which
has a “devil’s terrace” structure. The big plateau at filling
fraction f = 1/2 corresponds to a configuration of 101010 . . ..
Its width increases as α increases since the large commensurate
phases (with large p) occupy a negligible parameter space of μ

due to the fast decaying property of 1/rα at large α. At small
α, the large commensurate phases play important roles and
occupy a large portion of the parameter space of μ.

When f � 1/2, particles in the lattice are all separated from
each other by empty sites and there is no cluster behavior of
the particles. However, when f > 1/2, particles will cluster to-
gether to form different kinds of n-mers (n � 2). In this regime,
it becomes convenient to instead use the hole Hamiltonian (16).
The hole sector at f � 1/2 is trivially related to the particle
sector at f � 1/2 as the staircases (e.g., the red lines of Fig. 3)
are symmetric around f = 1/2 along the μ direction [8]. When
the chemical potential of the particles is zero, the ground-state
configuration would have no particles in it and, similarly, if
the chemical potential of the holes is zero, one would have
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no holes in the lattice, i.e., the transition point to a fully filled
particle state with f = 1 can be obtained by setting the hole
chemical potential to zero. This allows us to derive the critical
chemical potential analytically, μc(α) = 2ζ (α). The analytical
result (marked by the black curve in Fig. 3) agrees with the
numerical calculation. In the same figure, we also present the
analytical result from Eqs. (3) and (4) at α = 2, 3, 4, 5, and
6 on top of the numerical data in red lines, which agree with
each other very well.

V. TWO-BODY INTERACTION DRIVEN STAIRCASES
WITHOUT PARTICLE-HOLE SYMMETRY

In this section we turn to the discussion of devil’s staircases
corresponding to the ground state of Hamiltonian (1). We will
mainly focus on two aspects of the problem. First, we would
like to understand how the range of the attraction R changes
the structure of the devil’s staircases. Second, we investigate
the effect of the power α of the interaction potential V (r) =
(R + 1)α/rα . For simplicity, we will consider the case where
the short-range attraction W (i) (i = 1, . . . ,R) are the same and
equal to W .

In particular, we find that the feature of the staircase
nontrivially depends on α. For certain α, the staircase can
be described by a union of two pure substaircases, i.e., a
pure (R + 1)-mer particle substaircase and a pure (R + 1)-mer
or (R + 2)-mer hole substaircase. For other values of α, the
staircases consist of more than two kinds of basic building
blocks.

We use an “complexity parameter” P to describe this
effect. When the value of α is such that the whole staircase
can be described by two pure substaircases (a pure n-mer
particle substaircase and a pure m-mer hole substaircase),
i.e., a single pair of integers (n,m) is sufficient to describe
the emergent staircase, then P(α) = 1, otherwise P(α) = 0,
which indicates the emergence of more complicated structures.
In the following, we will study the staircases of Hamiltonian (1)
by considering R = 1 and R = 2. A general description of R �
3 based on the data at R = 3, 4, 5, and 6 will also be presented.

A. R = 1

When the range of the attraction is R = 1, only the nearest-
neighbor interaction is attractive and the interactions from
next-nearest neighbor onwards (r = 2, . . .) are repulsive and
follow the form V (r) = 2α/rα . The case of α = 6, corre-
sponding to the van der Waals interaction, has been studied
in detail by us in a recent work [35] based on a concrete
system of Rydberg atoms. We found that the staircase structure
has a dimer-particle substaircase with f � 1/2 and a dimer-
hole substaircase with f � 1/2, as shown in Fig. 4(a). The
broken particle-hole symmetry in this case does not manifest
in the different sizes of the clusters in the two sectors, but
rather in the asymmetric shape of the staircase along the W

direction in the vicinity of f = 1/2. There is no symmetry
around f = 1/2 and the relative width of certain plateaus can
change significantly as we increase α. For example, the plateau
corresponding to f = 1/2 (f = 2/5) becomes very narrow
(wide) around α = 4, as can be seen in Fig. 4. Such a feature
is not found in the Ising model studied by Bak and Bruinsma.

W

f

(a)

(b)

3 / 5
1/ 2

2 / 5

narrow region

2 3 4 5 6 7
0

1

FIG. 4. (a) Ground-state filling fraction f of Hamiltonian (1) at
R = 1 as functions of the nearest-neighbor attraction W and the power
α of the long-range tail of the potential. (b) The complexity parameter
P(α). Only when P(α) = 1, the staircase is described by a union of
two pure substaircases. Dots are numerical data and the line is used
to guide the eye.

Our next goal is to understand the dependence of the
staircases on the interaction exponent α. The complexity
parameter P(α) shows two regions where the staircases can be
described by two pure substaircases. One region is α > 4.2 and
another is around α = 3, as shown in Fig. 4(b). When α > 4.2,
the staircase can be described by two pure substaircases, i.e.,
a dimer-particle substaircase at f � 1/2 and a dimer-hole
substaircase at f � 1/2 [a representative case of α = 5 is
shown in Fig. 5(a)]. The two substaircases meet at f = 1/2
with a configuration of 11001100 . . .. Decreasing α in this
regime narrows this central plateau (at f = 1/2) up to α ≈ 4.2,
where it disappears.

Around α = 3, we find the staircase consists of a dimer-
particle substaircase in the sector of f � 2/5 and a trimer-
hole substaircase in the sector of f � 2/5 [see Fig. 5(c)
for an example with α = 3]. This is intriguing, and is a
different manifestation of the particle-hole symmetry breaking.
Decreasing α in this regime, the central plateau at f = 2/5
becomes narrow up to the point where it completely disappears.
As shown in the figure, we do not find other regimes where the
staircase can be described by two pure substaircases.

When the hole sector can be described by a single kind
of cluster hole, a simple analytic calculation of the phase
boundary is possible. For example, in the regime of α > 4.2,
the hole sector can be solely described by dimer holes, and
one can find the exact transition point to the fully filled f = 1
particle state by setting the dimer-hole chemical potential
[Eq. (10)] to zero, which leads to

Wc = −4

3

∞∑
r=2

V (r) = −4[ζ (α) − 1]2α

3
. (17)

075117-5



ZHIHAO LAN, IGOR LESANOVSKY, AND WEIBIN LI PHYSICAL REVIEW B 97, 075117 (2018)

3.5 3.0 2.5 2.0 1.5 1.0 0.5 0.0
0.0

0.2

0.4

0.6

0.8

1.0

2.5 2.0 1.5 1.0 0.5 0.0
0.0

0.2

0.4

0.6

0.8

1.0
1.5 1.0 0.5 0.0

0.0

0.2

0.4

0.6

0.8

1.0

1.5 1.0 0.5 0.0
0.0

0.2

0.4

0.6

0.8

1.0

f

numerics

dimer particle theory

f
1

2
: 1100

= 5

dimer hole theory

numerics

dimer particle theory

= 4

dimer hole theory

W

f = 2

5
: 11000

numerics

dimer particle theory

= 3

trimer hole theory

W

numerics

dimer particle theory

= 2

f

(a) (b)

(c) (d)

trimer hole theory

dimer hole theory
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FIG. 5. Comparison between analytically and numerically calcu-
lated staircases at α = 2, 3, 4, 5 as shown in Fig. 4. At α = 3 and 5,
the staircase can be described by a union of two pure substaircases
in both the particle and the hole sectors with P = 1. The case of
α = 5 is similar to that of our previous work [35] where we consi-
dered α = 6. At α = 3, we find a dimer-particle substaircase and a
trimer-hole substaircase which meet at f = 2/5 with the ground-state
configuration of 1100011000 . . .. At α = 2 and 4, the staircases at the
hole sector contain n-mer holes of different kinds.

Similarly, for the regime around α = 3, the hole sector can be
described by trimer holes. From Eq. (11) we obtain then the
transition point,

Wc = −6
∑∞

r=2 V (r) − V (2)

4
= −6[ζ (α) − 1]2α − 1

4
.

(18)

For other values of α, the staircase has more complicated
structures. Examples with α = 2 and 4 are shown in Figs. 5(b)
and 5(d), where one cannot describe the emergent staircase
with a union of two pure substaircases. For example, we list
the ground-state configurations at α = 4 for two different W ,

W = −1.27 → 11100011000 . . . f = 5

11
, (19)

W = −1.41 → 11100111000 . . . f = 6

11
, (20)

which clearly shows that the staircase consists of dimer
particles, trimer particles and dimer holes, and trimer holes.

B. R = 2

We will now consider the case R = 2, i.e., where the
attractive range of the interaction potential spans two sites.
For simplicity, we will focus on the case where W (1) =
W (2) = W < 0. The long-range repulsive interaction tail now
becomes V (r) = 3α/rα (r = 3, . . .). For such interactions,

W

f

(a)

(b)

2 3 4 5 6 7
0

1

FIG. 6. (a) Ground-state filling fraction f for R = 2 as functions
of the attractive interaction strength W and the power α. (b) The
complexity parameter P(α). See also Fig. 4.

three particles tend to cluster together on neighboring lattice
sites, to form a trimer particle serving as the basic building
block of the staircase at the particle sector. The ground-state
filling fraction f of Hamiltonian (1) at R = 2 is shown in
Fig. 6(a).

There are again two regimes where the staircase can
be described by a union of two pure substaircases both in
the particle and hole sectors, as shown by the complexity
parameter P(α) in Fig. 6(b). When α > 5.8, the staircase
can be described by a union of a trimer-particle substaircase
in the particle sector and a trimer-hole substaircase in the
hole sector, where the two substaircases meet at f = 1/2
with a configuration 111000111000 . . .. Around α = 4.2, we
obtain a trimer-particle substaircase in the particle sector
and a tetramer-hole substaircase in the hole sector, where
the two substaircases meet at f = 3/7 with a configuration
11100001110000 . . .. Apart from these two regimes, the stair-
cases cannot be described as a union of two pure substaircases.
The detailed results of the staircases at α = 3, 4.2, 5, and 6 are
presented in Fig. 7.

We can also find the exact transition points to the unit filling
f = 1 particle states in the two regimes where the staircases
can be described by a single kind of cluster hole in the hole
sector. This is done by setting the trimer-hole and tetramer-hole
chemical potentials of Eqs. (13) and (14) to zero, which yields

Wc = −2

3

∞∑
r=3

V (r) = −2
[
ζ (α) − 1 − 1

2α

]
3α

3
(21)
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FIG. 7. Analytically calculated staircases compared to the nu-
merically obtained staircases at α = 6, 5, 4.2, and 3 in (a)–(d),
respectively. The other parameters are R = 2 and W (1) = W (2) =
W . See also Fig. 5.

and

Wc = −8
∑∞

r=3 V (r) − V (3)

11
= −8

[
ζ (α) − 1 − 1

2α

]
3α

11
.

(22)

C. R > 2

When R > 2, the qualitative feature of the physics is largely
similar to the case R = 1 and R = 2. The substaircase in the
particle sector is built up from (R + 1)-mer particles. In the
hole sector, there are two regimes where the staircase can
be described by a union of two pure substaircases in both
the particle and the hole sectors. In one region, we have an
(R + 1)-mer particle substaircase and an (R + 1)-mer hole
substaircase, where the two substaircases meet at f = 1/2
with a configuration of 1 . . . 10 . . . 0 . . . (with both R + 1 “1”s
and R + 1 “0”s). There is also a narrow region of α, where
the staircase is made of an (R + 1)-mer particle substaircase
and an (R + 2)-mer hole substaircase, where the two substair-
cases meet at f = (R + 1)/(2R + 3) with a configuration of
1 . . . 10 . . . 0 . . . (i.e., R + 1 particles and R + 2 holes). Apart
from these two regimes, the staircases cannot be described
by a union of two pure substaircases. These features can
be seen from the ground-state filling fraction f and order
parameter P(α) of Hamiltonian (1) with R = 3, 4, 5, and 6
as shown in Fig. 8. Moreover, the critical transition points of
the (R + 1)-mer hole substaircase and the (R + 2)-mer hole
substaircase to the fully filled f = 1 particle states can also be
found from Eq. (8).

VI. N(� 3)-BODY INTERACTION DRIVEN STAIRCASE

The above results indicate that there should be an R-mer
staircase when the range of the attractive interactions is R − 1.
A natural question is whether such an R-mer staircase can
be induced by R-body interactions directly? To answer this
question, we investigate the following model Hamiltonian,
which contains a two-body long-range repulsive interaction
described by V (r), and an N � 3-body attractive interaction

W W
W W

f
f f f

R = 3 R = 4 R = 5 R = 6

2 4 6 8 10 12 14
0

1

2 4 6 8 10 12 14
0

1

2 4 6 8 10 12 14
0

1

2 4 6 8 10 12 14
0

1

(a)

(b)

FIG. 8. (a) Ground-state filling fraction f of Hamiltonian (1) for R = 3, 4, 5, 6 shown as a function of the attractive interaction strength
W (i) = W (i = 1,2, . . . ,R) and the power α of the long-range power law repulsion V (r) = (R + 1)α/rα with (r = R + 1, . . .). Shown in
(b) is P(α) similar to Figs. 4(b) and 6(b) at R = 1 and R = 2.
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by UN ,

H =
∞∑

i=−∞

∞∑
r=1

V (r)nini+r − UN

∞∑
i=−∞

nini+1 · · · ni+N−1.

(23)

Numerical calculations of the above Hamiltonian show that in
the ground state, there is always a direct transition from the
empty state of . . . 000 . . . to the fully filled state of . . . 111 . . ..
The energies of the two states are 0 and

∑
r�1 V (r) − UN .

Hence the transition happens when [
∑

r�1 V (r) − UN ] < 0,
i.e., UN >

∑
r�1 V (r) = ζ (α).

In the following, we provide a simple explanation of this
result based on energy arguments. The energy of an N -mer is

EN = (N − 1)V (1) + (N − 2)V (2) + · · · V (N − 1) − UN.

One can readily show that the energy of two separate N -mers
are 2EN + Eint, with Eint the interaction energy of the two
N -mers, which is larger than the energy of an (N + 1)-mer,

2EN + Eint − EN+1

= (N − 2)V (1) + (N − 3)V (2) + · · ·
+ (−1)V (N ) + Eint > 0,

when N � 3. This result excludes the possibility of having
exotic staircases driven solely by N -body attraction when
N � 3.

VII. DISCUSSION AND OUTLOOK

We have explored a different class of devil’s staircases
that exhibits a broken particle-hole symmetry. The symmetry
breaking is purely induced by the interplay between short-
range attraction and long-range repulsion. When the staircase
can be described by a union of two pure substaircases in
both the particle and hole sectors, the value of the critical
attractive strength Wc and the “width” of the stability region
can be found analytically. These confirm that the resulting
staircase is complete [8,35]. However, when the staircase
contains mixtures of n-mers of different kinds, it is an open
question whether an analytic understanding of the staircase
structure can be obtained. Another possible way to understand
the problem—which may lead to an answer—is to consider
periodic configurations as consisting of segments of different
phases separated by interfaces [53], where the nature of the
interface interactions determines the detailed structure of the
phase diagram. One interesting question is why, for attractive
interactions with range R, there can only be (R + 1)-mer
hole and (R + 2)-mer hole substaircases but not an (R + 3)
hole substaircase in the hole sector for power-law repulsion.
The answer might be that without particle-hole symmetry, the
staircase structure will depend on the specific form of the
repulsive tail itself. This also suggests an interesting way to
manipulate the hole part of the staircase by controlling the
form of the repulsive tail. We expect that, for example, with
exponential interactions [54] for the repulsive part, the hole
part may indeed display a different structure. Furthermore,
it is known that some two-dimensional (2D) lattice gas [55]
and adsorption [56] models can have a devil’s staircase of
phase transitions in the ground state. So it would be interesting

to extend the current work to 2D by coupling 1D chains
transversely.

A further interesting problem for future studies is the
exploration of the role of thermal and quantum fluctuations. For
example, for the ANNNI model, it is the thermal fluctuations
that stabilize the staircase. Quantum fluctuations, however,
can destroy the staircase at zero temperature [35,57,58], i.e.,
the stability regions shrink and at most a finite number of
commensurate phases survives. So it would be interesting to
understand how quantum fluctuations will melt the emerging
hybrid staircases, such as the dimer-particle and trimer-hole
staircase [see Fig. 5(c)] studied in this paper. One might be
able to address these questions experimentally, for example,
with a recently established quantum simulator platform based
on Rydberg atoms [30,59–61]. The preparation of the ground
state of our model on a Rydberg atom quantum simulator
requires an adiabatic sweep protocol. A detailed discussion
of this procedure can be found in the recent review [61].
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APPENDIX A: STABILITY REGIONS

In this Appendix, we give a brief derivation of the sta-
bility regions of Eqs. (3) and (4) used in the main text (see
Refs. [51,52] for the original literature). The energy of the
ground-state configuration can be written as

E0 = E1 + E2 + · · · + En + · · · + E∞ + Eμ,

where E1,2,...,∞ is the interaction energy with nearest-neighbor
and next-nearest-neighbor and so on and Eμ is the energy
with the chemical potential term. For any filling fraction of
f = q

p
, the n-nearest-neighbor interaction energy of the most

homogeneous configuration requires np = rnq + αn, where
0 � αn < q. To make this relation clear, we rewrite it as
np = rnx + (rn + 1)(q − x) by introducing a new integer x =
(rn + 1)q − np. It means that there are x particles separated
from each other by rn lattice sites while q − x particles
separated from each other by rn + 1 lattice sites. The energy
of En with L periods (a very large number) is then

En = [xV (rn) + (q − x)V (rn + 1)]L.

Now if we have one more particle in the above configuration,
the interaction will reorganize the particle distribution such
that npL = rny + (qL + 1 − y)(rn + 1), i.e., compared with
the above case, we have qL + 1 particles, from which we can
get y = (qL + 1)(rn + 1) − npL, so the energy of E+

n with
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FIG. 9. Ground-state filling fraction f of Hamiltonian (2) for R = 1, 2, 3, 4 as functions of the chemical potential μ and the power α of the
long-range power-law repulsion V (r) = Rα/rα (r = R + 1, . . .), where the short-range attractions W (i) (i = 1,2, . . . ,R) have been set to zero.
This chemical potential μ driven staircase has the particle-hole symmetry, so the hole sector is trivially related to the particle sector, which is
very different from our two-body attraction W (i) driven staircase, where the hole sector contains very rich physics, as studied in the main text.

one more particle is

E+
n = yV (rn) + (qL + 1 − y)V (rn + 1).

In the same way for one less particle in the configuration,
npL = rnz + (qL − 1 − z)(rn + 1), and we get z = (qL −
1)(rn + 1) − npL and

E−
n = zV (rn) + (qL + 1 − z)V (rn + 1).

However, if αn = 0, i.e., x = q, we have slightly different
situations,

En = [qV (rn)]L,

E+
n = yV (rn) + (qL + 1 − y)V (rn − 1),

E−
n = zV (rn) + (qL − 1 − z)V (rn + 1),

rny + (qL + 1 − y)(rn − 1)

= npL ⇒ y = npL − (qL + 1)(rn − 1),

rnz + (qL − 1 − z)(rn + 1)

= npL ⇒ z = (qL − 1)(rn + 1) − npL.

In summary, we get

μ+ =
∞∑

n=1,αn �=0

(E+
n − En)

=
∞∑

n=1,αn �=0

[(rn + 1)V (rn) − rnV (rn + 1)]

+
∞∑

n,αn=0

[(−rn + 1)V (rn) + rnV (rn − 1)]

and

μ− =
∞∑

n=1,αn �=0

(En − E−
n )

=
∞∑

n=1,αn �=0

[(rn + 1)V (rn) − rnV (rn + 1)]

+
∞∑

n,αn=0

[(rn + 1)V (rn) − rnV (rn + 1)],

which are used in the main text.

APPENDIX B: POLYMER STAIRCASES WITH
PARTICLE-HOLE SYMMETRY

In the main text, we study the devil’s staircase physics
described by Hamiltonian (1) where the short-range two-body
attraction is the main driving force for the emergence of devil’s
staircase behavior. The emergent staircases could be termed as
polymer staircases, which consist of some basic clusters with
different sizes. Our main motivation of the main text is to study
the effect of broken particle-hole symmetry on the staircase
structure where the polymer behavior of the staircases is a by-
product. However, we note that in the literature there have been
studies where the motivation was to look for a mechanism to
form a polymer staircase, whereas the particle-hole symmetry
is not the focus. Actually, one can still preserve the particle-hole
symmetry of the polymer staircases by using the single-body
chemical potential as the driven mechanism, e.g., the papers
by Jedrzejewski and Miekisz [62,63] fit to this category.

Here, we would like to briefly discuss the connection of our
work with those of Jedrzejewski and Miekisz [62,63]. These
authors have proven rigorously the existence of the dimer
staircases in 1D lattice gas models with certain nonconvex
long-range interactions, where the particle density versus the
chemical potential ρ(μ) exhibits the complete devil’s staircase
structure. The authors also speculated that for interactions with
values near zero for distances up to R and strictly convex
from distance R + 1 onwards, the ground state forms an
R + 1-mer staircase. We present in Fig. 9 the staircase structure
according to the speculation of the papers by Jedrzejewski
and Miekisz [62,63] using the numerical tool described in
our main text, where we set W (1) = · · · W (R) = 0, and from
distance R + 1 onwards, the repulsive interaction has the
form of (R + 1)α/rα . From the numerical results, we verify
that given R, the staircase is an (R + 1)-mer staircase with
exact particle-hole symmetry [see Fig. 9, where the mesa is
symmetric with respect to the f = 1/2 plateaus possessing a
configuration of (1 . . . 10 . . . 0) . . . with both R + 1 “1”s and
R + 1 “0”s in one period]. Due to the particle-hole symmetry,
the hole sectors of these staircases are trivially related to the
particle sectors of them. This kind of staircase bears some
similarities with both the traditional staircases presented in
Sec. IV and our two-body attraction driven staircases studied
in Sec. V in the sense that they have particle-hole symmetry
as the traditional staircases but show cluster behavior as our
two-body attraction driven staircases.
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