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Abstract

Prishchepov [16] proved that all equations of length at most six over torsion-free
groups are solvable. A different proof was given by Ivanov and Klyachko in [12]. This
supports the conjecture stated by Levin [15] that any equation over a torsion-free
group is solvable. Here it is shown that all equations of length seven over torsion-free
groups are solvable.
2000 Mathematics Subject Classification: 20F06

1 Introduction

Let G be a non-trivial group and t an element distinct from G. An equation (in t) over G
of length n is an expression of the form

s(t) = g1t
ε1g2t

ε2 . . . gnt
εn (gi ∈ G, εi = ±1)

in which it is assumed that εi + εi+1 = 0 implies gi+1 6= 1 in G (subscripts modulo n). The
equation s(t) = 1 is said to have a solution over G, or is solvable, if there is an embedding
φ of G into a group H and an element h ∈ H such that φ(g1)h

ε1φ(g2)h
ε2 . . . φ(gn)h

εn = 1
in H . It is readily seen that s(t) = 1 has a solution over G if and only if the natural map
g → g from G to 〈G, t | s(t)〉 is injective. A conjecture stated in [15] by Levin asserts
that if G is torsion-free then every equation over G is solvable. Prishchepov [16], using
in particular results of Brodskii and Howie [2], has shown that the conjecture is true for
equations of length at most six. A different proof of the same theorem was given by Ivanov
and Klyachko [12]. Here we prove the following.

Theorem Every equation of length seven is solvable over any torsion-free group.

Levin [15] proved that an equation in which the exponent sum ε1 + ε2 + . . . + εn equals
the length n is solvable over any group; Stallings [17] showed that if cyclically the t-
exponent εi changes sign exactly twice then s(t) = 1 is solvable over any torsion-free
group; and Klyachko [14], again for torsion-free groups, has shown that if the exponent
sum is ±1 then s(t) = 1 is solvable. Let G be torsion-free and s(t) have length seven.
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Working modulo cyclic permutation and inversion it can be assumed without any loss
that there are at most three occurrences of t−1 in s(t). If there are no occurrences then
s(t) = 1 is solvable by [15]; if there is exactly one or there are exactly two consecutive
occurrences then s(t) = 1 is solvable by [17]; or if there are exactly three then s(t) = 1
is solvable by [14]. It follows that there remains to be considered two equations of length
seven: s1(t) = g1tg2tg3tg4tg5t

−1g6tg7t
−1 = 1; and s2(t) = g1tg2tg3tg4t

−1g5tg6tg7t
−1 = 1.

Klyachko’s approach was developed further by Fenn and Rourke [8], [9]; by Clifford and
Goldstein [4], [5], [6]; and, in its most general form to date, by Clark [3]. The equation
s1(t) = 1 is solvable by the main theorem in [3] (indeed it is solvable by a result in [4]).
However s2(t) = 1 satisfies conditions (a) and (b) of Clark’s theorem but not the third
condition (c). The remainder of this paper will be devoted to solving s2(t) = 1. After some
preliminaries in Section 2, the theorem is proved in Section 3.

2 Preliminaries

All necessary definitions concerning relative presentations and pictures can be found in [1].
A relative (group) presentation is a presentation of the form P = 〈G,x|r〉 where r is a set of
cyclically reduced words inG∗〈x〉. If the relative presentation P is orientable and aspherical
then the natural map from G to 〈G,x|r〉 is injective [1]. In our case x, r consists of the
single element t, s2(t) (respectively), therefore P is orientable and so asphericity implies
s2(t) = 1 is solvable. We use two methods to establish asphericity: weight test [1] and
curvature distribution [7].

The star graph Γ of P = 〈G,x|r〉 has vertex set x ∪ x
−1 and edge set r

∗, where r
∗ is

the set of all cyclic permutations of the elements of r ∪ r
−1 which begin with an element

of x ∪ x
−1. For R ∈ r

∗ write R = Sg where g ∈ G and S begins and ends with x

symbols. Then ι(R) is the inverse of the last symbol of S, τ(R) the first symbol of S and
λ(R) = g. A weight function θ on Γ is a real-valued function on the set of edges of Γ which
satisfies θ(Sh) = θ(S−1h−1). A weight function θ is called aspherical if the following three
conditions are satisfied:

(W1) Let R ∈ r
∗ with R = xε1

1 g1 . . . x
εn
n gn. Then

n
∑

i=1

(

1− θ(xεi
i gi . . . x

εn
n gnx

ε1
1 g1 . . . x

εi−1

i−1 gi−1)
)

≥ 2.

(W2) Each admissible cycle in Γ has weight at least 2 (where admissible means having a
label trivial in G).

(W3) Each edge of Γ has a non-negative weight.

If Γ admits an aspherical weight function then P is aspherical [1].
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Figure 2.1: star graphs

For convenience we rewrite s2(t) = 1 as

s2(t) = atbtctdt−1etftgt−1 = 1

where a, d, e, g ∈ G\{1} and b, c, f ∈ G. Moreover by applying the transformation s = tb,
if necessary, it can be assumed without any loss that b = 1 in G.

Lemma 2.1 The presentation P = 〈G, t|s2(t)〉 is aspherical if one of the following sets
of conditions holds: (i) a = e−1 and d = g±1; (ii) a = e−1 and b = c = f ; (iii) a 6= e−1,
b = f and c = d = g; (iv) a = c = e−1 = f ; (v) a = e−1 and c = f = g−1; or (vi) a = e−1,
b = c and f = g−1.

Proof In each case a new generator x will be introduced to obtain the presentation Q =
〈G, t, x|r1, r2〉. We show that there is an aspherical weight function θ for the star graph Γ
of Q. It follows that Q, and therefore P, is aspherical.

(i) The relator s2(t) is given by s2(t) = at2ctdt−1a−1tftd±1t−1. Letting x = td±1t−1at

we obtain r1 = xtctdx−1td±1f and r2 = x−1td±1t−1at. The star graph Γ for Q
is given by Figure 2.1(i) in which (using r1) α1 = 1, α2 = c, α3 = d, α4 = 1,
α5 = d±1f ; and (using r2) β1 = 1, β2 = d±1, β3 = a, β4 = 1. Assign the weights
θ(α1) = θ(α5) = θ(β2) = θ(β3) = 0 and weight 1 to each of the remaining edges of Γ.
Then Σ

(

1 − θ(αi)
)

= Σ
(

1 − θ(βj)
)

= 2 shows that W1 is satisfied; each cycle in Γ
of weight less than 2 has label am or dm (m 6= 0) and so G torsion-free implies W2

is satisfied; and W3 clearly holds.

(ii) s2(t) = at3dt−1a−1t2gt−1; r1 = xtdtx−1tg; r2 = x−1t−1at2; Γ is given by Figure 2.1(ii)
in which α1 = 1, α2 = d, α3 = α4 = 1, α5 = g and β1 = 1, β2 = a, β3 = β4 = 1; and
θ is defined by assigning 0 to edges α1, α5, β1, β2 and 1 to the remaining edges of Γ.

(iii) s2(t) = at2ctct−1et2ct−1; r1 = x2exa; r2 = x−1t2ct−1; Γ is given by Figure 2.1(iii) in
which α1 = 1, α2 = e, α3 = a and β1 = β2 = 1, β3 = c, β4 = 1; and θ is defined by
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θ(α1) = θ(β2) = θ(β3) = 0, θ(β1) = θ(β4) = 1 and either θ(α2) = 1, θ(α3) = 0 when
a±1 = e2 or θ(α2) = 0, θ(α3) = 1 when a2 = e±1 or θ(α2) = θ(α3) =

1
2
otherwise.

(iv) s2(t) = ct2ctdt−1c−1tctgt−1; r1 = xt2xdx−1txg; r2 = x−1t−1ct; and Γ is given by
Figure 2.1(iv) in which α1 = α2 = α3 = 1, α4 = d, α5 = α6 = 1, α7 = g and β1 = 1,
β2 = c, β3 = 1; and θ is defined by assigning 0 to the edges α4, α5, β2, β3 and 1 to the
remaining edges of Γ.

(v) s2(t) = at2ctdt−1a−1tctc−1t; r1 = x−1tctdxt; r2 = x−1t−1a−1tct; and Γ is given by
Figure 2.1(ii) when we take r1 = x−1α4tα2tα5xα1tα3 so that α1 = α3 = α4 = 1,
α2 = c, α5 = d and β1 = 1, β2 = a−1, β3 = c, β4 = 1; and θ is defined as in (ii).

(vi) s2(t) = at3dt−1a−1tftf−1t−1; r1 = x−1t2dxt; r2 = x−1t−1a−1tft; Γ is given by Figure
2.1(ii) again when r1 = x−1α4tα2tα5xd1tα3 and so α1 = α2 = α3 = α4 = 1, α5 = d

and β1 = 1, β2 = a−1, β3 = f , β4 = 1; and once more θ of (ii) suffices. �

Lemma 2.2 The equation s2(t) = 1 is solvable if one of the following sets of conditions
holds: (i) a = e and d = g; (ii) a = e and b = f ; (iii) c = f and d = g; (iv) a = e = f−1

and b = c.

Proof If (i) holds then adding the generator x = tdt−1at yields P = 〈G, x|r(x)〉 where
r(x) = xfx2cxfxa−1x−1f−1x−1c−1d−1c; if (ii) holds then x = t−1at2 and
r(x) = xdxgxcdxgxca−1c−1x−1g−1x−1d−1; if (iii) holds then x = tctdt−1 and
r(x) = xexac−1xexaxa−1x−1e−1x−1d−1; and if (iv) holds then x = t−1ata−1t and
r(x) = xgx3dxgx−1g−1d−1ad. In each case the equation is solvable [17]. For example if a = e

and d = g then P = 〈G, t|at2ctdt−1atftdt−1〉 = 〈G, t, x|at2ctdt−1etftdt−1, x−1tdt−1at〉 =
〈G, t, x|tcxfx, x−1tdt−1at〉 = 〈G, x|xfx2cxfxa−1x−1f−1x−1c−1d−1c〉. �

3 Proof of theorem

Recall that P = 〈G, t|s2(t)〉 where s2(t) = atbtctdt−1etftgt−1 (a, d, e, g ∈ G\{1}; b = 1;
c, f ∈ G). If G is locally indicable [10] then s2(t) = 1 is solvable, so we shall assume
otherwise: in particular, G is not cyclic. Furthermore it can be assumed without any
loss that G = 〈a, b, c, d, e, f, g〉. Given this, we show that either P is aspherical using,
if necessary, Lemma 2.1 or that one of the conditions of Lemma 2.2 must hold and this
suffices to prove the theorem.

Our approach will be to use the dual of pictures that were introduced by Howie, further
details of which can be found in [11]. Suppose by way of contradiction that K is a reduced
spherical diagram over P. The regions of K are given (up to cyclic permutation and
inversion) by Figure 3.1(i). The star graph Γ of P is given by Figure 3.1(ii).
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Figure 3.1: region ∆ of K, star graph Γ of P ; and regions ∆ and ∆̂ for Case 1

The diagram K will have a distinguished vertex v0 (corresponding to the region of the
spherical picture dual to K) and, in general, l(v0) yields a cycle in Γ which is not necessarily
admissible, that is, l(v0) need not equal 1 in G.

Assume until otherwise stated (near the end of Section 3) that l(v0) = 1 in G. Then the
product of the corner labels read anti-clockwise around any vertex ofK yields an admissible
cycle in Γ. The degree of a vertex v is denoted by d(v). Define an angle function on K by
assigning 2π

d(v)
to each corner at a vertex v. This way the curvature of a vertex equals 0.

If ∆ is a region of K of degree n with vertices v1, . . . , vn such that d(vi) = di (1 ≤ i ≤ n)
then the curvature of ∆ is c(∆) = c(d1, . . . , dn) = (2− n)π +

∑n

i=1
2π
di
. It is a consequence

of Euler’s formula that c(K) :=
∑

∆∈K c(∆) = 4π, in particular, K must contain regions

of positive curvature (∗). Using Γ (and the fact that G is torsion-free) we see that the
possible labels of vertices of degree 2 in K are (up to cyclic permutation and inversion)

S = {ae±1, dg±1, bc−1, bf−1, cf−1}.

We will proceed according to the number N of labels in S that are admissible. The possi-
bilities can be reduced as follows. We can work modulo equivalence, that is, modulo inver-
sion, cyclic permutation, t ↔ t−1 and (a, b, c, d, e, f, g) ↔ (d−1, c−1, b−1, a−1, g−1, f−1, e−1).
For example ae, dg−1 is equivalent to ae−1, dg. Lemmas 2.1(i)-(ii) and 2.2(i)-(iii) can be
applied to reduce the number of cases: for example at most one of ae±1, dg±1 is ad-
missible. Given this, it quickly follows that N ≤ 3. Observe that if N = 0 then
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Figure 3.2: regions ∆ and ∆̂ for Cases 5 and 8

c(∆) ≤ c(3, 3, 3, 3, 3, 3, 3) = −π
3
for each region ∆ of K, contradicting (∗), so it can be

assumed that N > 0. Checking shows that there are ten cases that remain to be consid-
ered: (N = 1) Case 1: a = e; Case 2: a = e−1; Case 3: b = f ; Case 4: b = c; (N = 2) Case
5: a = e−1, c = f ; Case 6: a = e−1, b = f ; Case 7: a = e−1, b = c; Case 8: b = f , d = g;
Case 9: a = e, b = c; and (N = 3) Case 10: b = c = f .

Remark 1 In what follows much use will be made, often without explicit mention, of the
fact that vertex labels correspond to closed paths in the star graph Γ and of the assumptions
that G is torsion-free, G is non-cyclic and that a, d, e, g are non-trivial elements in G.
Indeed, unless otherwise stated, contradiction will mean a contradiction to one of these
assumptions.

Remark 2 Since c(2, 3, 3, 3, 3, 3, 3) = c(2, 2, 3, 3, 3, 4, 4) = 0 it follows that if c(∆) > 0 then
∆ has at least two vertices of degree 2; and if ∆ has exactly two vertices of degree 2 then
at most one of the remaining vertices has degree > 3.

Notation Suppose that l(v) ∈ {ww1, ww2, ..., wwk}. In what follows we use the notation
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l(v) = w{w1, w2, ..., wk} to indicate this. For example, l(vg) = gf{b−1, c−1} will mean
l(vg) ∈ {gfb−1, gfc−1}.

From now on let ∆ be a region of K such that c(∆) > 0. In Cases 1, 5, 8 and 9 we will show
that ∆ has a neighbouring region ∆̂, uniquely associated with ∆, such that c(∆̂)+c(∆) ≤ 0.
It follows that the total curvature c(K) of K is non-positive, which contradicts c(K) = 4π.

Case 1: a = e. Since c(∆) > 0, l(va) = ae−1 and l(ve) = ea−1 as shown in Figure
3.1(iii). First suppose that each of the remaining vertices of ∆ has degree 3. Then l(vg) ∈
{g2d−1, gd−2}. But if l(vg) = gd−2 then l(vf ) = b−1fc−1w and so (see the star graph
Γ) d(f) > 3, so let l(vg) = g2d−1 forcing l(vf) = b−1fa and l(vd) = dg−2. Given this,
l(vb) = f−1b{a±1, e±1}. But l(vb) = f−1b{a, e} implies a2 = 1, and if l(vb) = f−1b{a−1, e−1}
then d(vc) > 3. Now suppose that exactly one of the remaining vertices of ∆ has degree
> 3. If d(vb) > 3 or d(vc) > 3 or d(vd) > 3 then l(vg) = g2d−1 and l(vf ) = b−1fa as
shown in Figure 3.1(iv); and if d(vf) > 3 or d(vg) > 3 then l(vb) = f−1b{a±1, e±1} and each
choice uniquely determines l(vc) and l(vd) (otherwise there is a contradiction) as shown in
Figure 3.1(v)-(viii). In all cases add c(∆) ≤ c(2, 2, 3, 3, 3, 3, 4) = π

6
to c(∆̂) as shown in

Figure 3.1(iv)-(viii). Observe that in Figure 3.1(iv) if d(ve) > 2 in ∆̂ then c(∆̂) ≤ −π
3
,

or if d(ve) = 2 (as shown) then d(vf) > 3 in ∆̂ and c(∆̂) ≤ c(2, 3, 3, 3, 3, 3, 4) = −π
6
.

Observe also that d(vb) > 3, d(vg) > 3, d(vf) > 3, d(vd) > 3 in ∆̂ of Figure 3.1(v)-(viii)

respectively (otherwise there is a contradiction) and again c(∆̂) ≤ −π
6
in each case. Finally,

checking Figure 3.1(iv)-(viii) shows that ∆̂ does not receive positive curvature across more
than one edge; for example, if ∆̂ of Figure 3.1(iv) coincides with ∆̂ of Figure 3.1(vii) then
a = e = f−1 from (iv) and a = e = f from (vii), a contradiction. It follows that ∆̂ is
uniquely associated with ∆ in each case and c(∆̂) + c(∆) ≤ −π

6
+ π

6
= 0.

Case 5: a = e−1 and c = f . If l(va) = ae and d(vg) = 3 then l(vg) = gf{b−1, c−1}
which implies g = 1 or g = f−1 and the presentation P is aspherical by Lemma 2.1(v);
if l(vc) = cf−1 and d(vb) = 3 then l(vb) = be−1{c−1, f−1} and Lemma 2.1(iv) applies; if
l(ve) = ea and d(vf) = 3 then l(vf ) = gf{b−1, c−1} and again either g = 1 or Lemma 2.1(v)
applies; if l(vf ) = fc−1 and d(ve) = 3 then l(ve) = eb−1{c, f} and Lemma 2.1(iv) applies;
or if l(vc) = cf−1 and l(ve) = ea then l(vd) = g−1dbw and d(vd) > 3. Since c(∆) > 0,
it follows that we must have d(va) = d(vc) = d(vf) = 2 as shown in Figure 3.2(i). This
implies that each of d(vb), d(ve) and d(vg) is greater than 3 and so l(vd) ∈ {d2g−1, dg−2}.
If l(vd) = d2g−1 then d(vb) = d(vg) = 4 or d(ve) = d(vg) = 4 yields a contradiction and so

d(vb) = d(ve) = 4, d(vg) = 5 and add c(∆) ≤ c(2, 2, 2, 3, 4, 4, 5) = π
15

to c(∆̂) as shown in

Figure 3.2(ii). Observe (as noted above) that d(vc) > 3 in ∆̂ of Figure 3.2(ii) and moreover
l(ve) = a−1ew forces d(ve) > 3, so if d(va) > 2 or d(vf) > 2 in ∆̂ then c(∆̂) ≤ −π

3
; on the

other hand if d(va) = d(vf ) = 2 as shown then d(vg) > 3 and c(∆̂) ≤ −π
6
. Now suppose

that l(vd) = dg−2. Again d(vb) = d(vg) = 4 or d(ve) = d(vg) = 4 does not occur and so

add c(∆) ≤ π
15

to c(∆̂) as shown in Figure 3.2(iii). Observe that d(ve−1) > 3 in ∆̂, and,
moreover, d(va−1) > 3 otherwise l(v−1

a ) = a−1f−1c and the fact that l(ve) = a−1eb−1w in ∆
now forces d(ve) > 4 and c(∆) < 0. If d(vc−1) > 2 in ∆̂ then c(∆̂) ≤ −π

3
so let d(vc−1) = 2
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as shown. But now if d(vb−1) = 3 in ∆̂ then Lemma 2.1(iv) applies, so assume otherwise.
It follows that c(∆̂) + c(∆) ≤ −π

6
+ π

15
< 0 and checking Figure 3.2(ii), (iii) shows that ∆̂

is uniquely associated with ∆.

Case 8: b = f and d = g. There are seven subcases: (i) d(vb) = d(vd) = 2; (ii) d(vb) =
d(vf ) = 2; (iii) d(vb) = d(vg) = 2; (iv) d(vd) = d(vf) = 2; (v) d(vd) = d(vg) = 2; (vi)
d(vb) = d(vd) = d(vg) = 2; (vii) d(vb) = d(vd) = d(vf) = 2. In subcase (i) if d(vc) = 3
then g = c = d and P is aspherical by Lemma 2.1(iii);or if d(va) = d(vg) = 3 then
l(va) = a2e−1 and l(vg) = gbc−1 and again Lemma 2.1(iii) applies. In subcase (ii) if
d(vc) = 3 or if d(vg) = 3 then g = c = d and Lemma 2.1(iii) applies. In subcase (iii)
d(vc) ≥ 4 so c(∆) > 0 forces l(va) = ae−2 and either l(vf ) = fc−1d−1 and l(ve) = ec−1{b, f}
or l(vf ) = fc−1g−1 and l(ve) = ef−1c. But in each case G is then cyclic. In subcase (iv)
d(vg) ≥ 4 so c(∆) > 0 forces l(ve) = ea−2 and either l(vc) = cf−1d and l(vb) = bec−1 or
l(vc) = cf−1g and l(vb) = bac−1 and again G is then cyclic. In subcase (v) d(ve) = d(vf) = 3
forces l(ve) = a−1e2 and l(vf ) = dfc−1 so g = c = d and Lemma 2.1(iii) applies;or if
d(va) = d(vb) = 3 then l(va) = e−1a2 and l(vb) = gbc−1 and once more Lemma 2.1(iii)
applies. It follows that in subcases (i)-(v) c(∆) > 0 yields a contradiction or P is aspherical
by Lemma 2.1(iii). This leaves (vi) and (vii) to be considered. First consider subcase
(vi). The fact that l(vb) = bf−1 and l(vd) = dg−1 in ∆ means that if d(vc) = 3 then
l(vc) = g−1cf−1 which implies g = c and Lemma 2.1(iii) applies so assume that d(vc) > 3.
If d(ve) = d(vf ) = 3 then l(ve) ∈ {ea−2, e2a−1}. But l(ve) = ea−2 forces d(vf) > 3 and
l(ve) = e2a−1 forces l(vf) = dfc−1 and Lemma 2.1(iii) applies, so assume otherwise.

Let d(va) = d(vf) = 3 in ∆. Then l(va) = ae−2 and l(vf) = fc−1{d−1, g−1}. First let
l(vf ) = fc−1d−1. Then d(vc) > 4 and d(ve) > 4 otherwise there is a contradiction. Moreover
if l(ve) = 5 then l(ve) = a−1ec−1{d±1b, d±1c, d±1f, g±1b, g±1c, g±1f, ba−1, fa−1, be±1, fe±1}
and in each case A is cyclic, a contradiction. Add c(∆) ≤ c(2, 2, 2, 3, 3, 5, 6) = π

15
to

c(∆̂) as shown in Figure 3.2(iv). Observe that if d(vb−1) > 2 or d(vd−1) > 2 in ∆̂ then
c(∆̂) ≤ c(3, 3, 3, 5, 6) = −4π

15
; or if d(vb−1) = d(vd−1) = 2 as shown then d(vc−1) > 3 and

c(∆̂) ≤ c(3, 4, 5, 6) = − π
10
. Now let l(vf ) = fc−1g−1. Then again d(vc) > 4 and d(ve) > 4

otherwise there is a contradiction. Moreover if d(ve) = 5 then there is a contradiction except
when l(ve) = a−1ef−1be. But if we assume that, subject to having a minimum number of
regions, K has a maximum number of vertices of degree 2, then l(ve) = a−1ef−1be does
not occur since the bridge move [1] shown in Figure 3.2(v) increases the number of vertices
of degree 2 (and does not change the number of regions) in K. Add c(∆) ≤ π

15
to c(∆̂)

as shown in Figure 3.2(vi). If d(vb−1) > 2 or d(vd−1) > 2 in ∆̂ then c(∆̂) ≤ −π
3
; or if

d(vb−1) = d(vd−1) = 2 as shown then d(va−1) > 3 and d(vc−1) > 3 and again c(∆̂) ≤ −π
3
.

Let d(va) = d(ve) = 3 in ∆. Then l(va) = ae−2 and so l(ve) = a−1e2. Add c(∆) ≤ π
3

to c(∆̂) as shown in Figure 3.2(vii). Observe that d(vd−1) > 3 in ∆̂ otherwise Lemma
2.1(iii) applies. If d(vb−1) > 2 then c(∆̂) ≤ −π

3
by Lemmma 2.1(iii). If d(vb−1) = 2 as

shown then d(vc−1) > 3. If now d(va−1) > 3 then c(∆̂) ≤ −π
3
; or if d(va−1) = 3 then

l(va−1) = a−1e2 which forces d(vc) > 4 in ∆ otherwise Lemma 2.1(iii) applies and in this
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case add c(∆) ≤ c(2, 2, 2, 3, 3, 4, 5) = 7π
30

to c(∆̂) ≤ c(2, 2, 3, 3, 4, 4, 5) = −4π
15

as shown by
the dotted arrow.

Let d(ve) = 3 only. First let l(ve) = ea−2. Then l(va) = e−1ae−1w and l(vf ) = b−1fc−1w

forces d(va) > 4, d(vf) > 4 and c(∆) ≤ 0. Now let l(ve) = e2a−1. Then c(∆) > 0 forces
l(va) = e−1ae−1{b−1f, f−1b}. But a bridge move at va similar to the one shown in Figure
3.2(v) yields a contradiction to the number of vertices of degree 2 being maximal. Therefore
c(∆) ≤ 0.

Let d(vf ) = 3 only. If l(vf ) = fc−1d−1 then d(vc) > 4 and so l(ve) = a−1ec−1{b, f}. Add

c(∆) ≤ π
15

to c(∆̂) as shown in Figure 3.2(viii) in which l(ve) in ∆ forces d(vb−1) > 2 in ∆̂

and so c(∆̂) ≤ − π
10
. If l(vf) = fc−1g−1 then again d(vc) > 4 and if l(ve) = a−1ef−1b then

a = e, a contradiction, so l(ve) = a−1ef−1c. Add c(∆) ≤ π
15

to c(∆̂) as shown in Figure

3.2(ix). Observe that d(vb−1) > 2 in ∆̂ so c(∆̂) ≤ − π
10
.

Finally for this subcase let d(va) = 3 only. Add c(∆) ≤ π
6
to c(∆̂) as shown in Figure

3.2(x). If d(vd−1) = 3 in ∆̂ then l(vd−1) = f−1d−1{b, c} which implies d = 1 or d = c and
Lemma 2.1(iii) applies, so assume that d(vd−1) > 3. If now d(vb−1) > 2 then c(∆̂) ≤ −π

3
;

or if d(vb−1) = 2 as shown then d(vc−1) > 3 and c(∆̂) ≤ −π
6
.

Now consider subcase (vii) and so l(vb) = bf−1, l(vd) = dg−1 and l(vf ) = fb−1. If l(vc) =
g−1cf−1 or l(vg) = c−1g{b, f} then g = c and Lemma 2.1(iii) applies so assume that
d(vc) > 3 and d(vg) > 3. Let d(va) = d(ve) = 3. Then l(va) = a2e−1 and l(ve) = ea−2.
If d(vc) = d(vg) = 4 there is a contradiction, so add c(∆) ≤ c(2, 2, 2, 3, 3, 4, 5) = 7π

30
to

c(∆̂) as shown in Figure 3.2(xi). If d(vb−1) = 3 in ∆̂ then g = 1 or g = c and Lemma
2.1(iii) applies so assume d(vb−1) > 3. If d(vd−1) > 2 then c(∆̂) ≤ −π

3
; or if d(vd−1) = 2 as

shown, d(vc−1) > 3 and d(ve−1) > 3 then c(∆̂) ≤ −π
3
; or if d(vd−1) = 2, d(vc−1) > 3 and

d(ve−1) = 3 then this forces d(vf−1) > 4 and c(∆̂) ≤ −4π
15
; or if d(vd−1) = 2, d(vc−1) = 3

and d(ve−1) > 3 then l(vc−1) = fc−1{d−1, g−1} forces d(vf−1) > 4 and again c(∆̂) ≤ −4π
15
;

or if d(vd−1) = 2 and d(vc−1) = d(ve−1) = 3 then l(v−1
f ) = g−1cf−1bw forces d(v−1

f ) > 5,

so add c(∆) ≤ c(2, 2, 2, 3, 3, 4, 6) = π
6
to c(∆̂) ≤ c(2, 2, 3, 3, 3, 4, 6) = −π

6
as shown by the

dotted arrow in Figure 3.2(xi). Let d(va) = 3 only. Then any attempt at labelling to
obtain c(∆) > 0 yields a contradiction. Finally for this subcase let d(ve) = 3 only. Add
c(∆) ≤ π

6
to c(∆̂) as shown in Figure 3.2(xii). Observe that d(vb−1) > 3 in ∆̂. If d(vd−1) > 2

then c(∆̂) ≤ −π
3
; or if d(vd−1) = 2 (as shown) and either d(vc−1) > 3 or d(ve−1) > 3 then

c(∆̂) ≤ −π
6
; or if d(vd−1) = 2 and d(vc−1) = d(ve−1) = 3 then l(ve−1) = e−1a2 forces

d(vf−1) > 4 in ∆̂ and d(vc) > 4 in ∆ so add c(∆) ≤ π
15

to c(∆̂) ≤ − π
10

as shown by the
dotted arrow in Figure 3.2(xii).

This completes the distribution of curvature from ∆. Checking Figures 3.2(iv)-(xii) shows
that ∆̂ is uniquely associated with ∆ in each case and it follows from the above that
c(∆̂) + c(∆) ≤ 0.

Case 9: a = e and b = c. There are five subcases: (i) d(va) = d(vc) = 2; (ii) d(va) =
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Figure 3.3: regions ∆ and ∆̂ for Cases 9,3 and 2

d(ve) = 2; (iii) d(vc) = d(ve) = 2; (iv) d(vb) = d(ve) = 2; and (v) d(va) = d(vc) = d(ve) = 2.
In subcase (i) if d(vg) = d(vf) = 3 then l(vg) = d2g−1 and l(vf ) = b−1fa in which case P is
aspherical by Lemma 2.2(iv); or if d(vb) = d(vc) = d(vd) = 3 then l(vb) = f−1b{a±1, e±1}.
But if l(vb) = f−1b{a−1, e−1} then Lemma 2.2(iv) applies so either l(vb) = f−1ba, l(vc) =
gcf−1 and l(vd) = dg−2 or l(vb) = f−1be, l(vc) = dcf−1 and l(vd) = dg−2. But in each case
G is then cyclic. In subcase (ii) l(vb) = f−1ba−1w and d(vb) > 3 or Lemma 2.2(iv) applies;
and d(vd) = 3 implies l(vd) = c−1df and then l(ve) = e2w forcing d(ve) > 3. In subcase
(iii) l(vb) = ba−1w so either d(vb) > 3 or Lemma 2.2(iv) applies; and l(vd) = c−1dg−1w so
d(vd) > 3. In subcase (iv) l(vb) = ab−1w so either d(va) > 3 or Lemma 2.2(iv) applies; and
d(vc) = d(vd) = d(vf ) = 3 forces l(vc) = d−1cf−1, l(vd) = dg−2 and l(vf ) = b−1f{a±1, e±1}
and G is then cyclic. In subcases (i)-(iv) either c(∆) ≤ 0 or G is cyclic or Lemma
2.2(iv) applies. This leaves subcase (v) and ∆ is shown in Figure 3.3(i) where observe that
d(vd) > 3. If d(vb) = 3 then l(vb) = f−1ba−1 which implies a = f−1 and Lemma 2.2(iv)
applies, therefore d(vb) > 3 also. If d(vf) > 3 and d(vg) > 3 then c(∆) ≤ 0 so assume

otherwise. Let d(vg) = 3. Then l(vg) = gd−1{d−1, g}. If l(vg) = gd−2 then d(vf) >

3, indeed if d(vf ) = 4 then l(vf ) = b−1fc−1f and f 2 = 1, so d(vf) > 4. Moreover
d(vb) = d(vd) = 4 yields a contradiction and so c(∆) ≤ c(2, 2, 2, 3, 4, 5, 5) < 0. Let
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l(vg) = g2d−1. If d(vf) = 3 then a = f−1 and Lemma 2.2(iv) applies so d(vf) > 3.
Now d(vd) = 4 forces l(vd) = c−1dg−1f and given this, d(vb) = 4 or d(vf) = 4 yields a
contradiction, so c(∆) ≤ 0. Therefore d(vd) > 4 and c(∆) ≤ c(2, 2, 2, 3, 4, 4, 5) = π

15
. Now

let d(vf) = 3 and so d(vg) > 3. Then l(vf ) = b−1f{a±1, e±1}. But l(vf ) = b−1f{a, e}
implies f = a−1 or f = e−1 and Lemma 2.2(iv) applies; so l(vf ) = b−1f{a−1, e−1} and this

forces d(vb) > 4 and c(∆) ≤ π
15
. In each case add c(∆) ≤ π

15
to c(∆̂) as shown in Figure

3.3(ii). Then ∆̂ is uniquely associated with ∆ and, since either d(va−1) > 4 or d(vc−1) > 4
in ∆̂, c(∆̂) + c(∆) ≤ c(2, 2, 3, 3, 3, 4, 5) + π

15
< 0.

Case 4: b = c. In this subcase d(vb) = 2 forces d(vc) > 2 and so c(∆) ≤ 0.

Case 6: a = e−1 and b = f . There are four subcases: (i) d(va) = d(ve) = 2; (ii)
d(va) = d(vf) = 2; (iii) d(vb) = d(ve) = 2; (iv) d(vb) = d(vf) = 2. But d(vb) = 2
forces l(va) = ae−1w and then d(va) > 3; d(vf) = 2 forces l(ve) = ea−1w and then
d(ve) > 3; d(va) = 2 forces l(vb) = dbw and l(vg) = gfw therefore d(vb) = d(vg) = 3 will
yield d = c = g and P is aspherical by Lemma 2.1(i); and similarly if d(ve) = 2 then
d(vd) = d(vf) = 3 yields d = g and again Lemma 2.1(i) applies. It follows that either
c(∆) ≤ 0 or P is aspherical by Lemma 2.1(i).

Case 7: a = e−1 and b = c. There are five subcases: (i) d(va) = d(vc) = 2; (ii) d(va) =
d(ve) = 2; (iii) d(vb) = d(ve) = 2; (iv) d(vc) = d(ve) = 2; (v) d(va) = d(vc) = d(ve) = 2.
But if d(va) = 2 and d(vg) = 3 then l(vg) = gf{b−1, c−1} and P is aspherical by Lemma
2.1(vi); similarly d(ve) = 2 forces d(vf) > 3; if d(va) = d(vc) = 2 then l(vb) = gba−1w and
d(vb) > 3; and if d(vc) = d(ve) = 2 then l(vd) = c−1dbw and d(vd) > 3. It follows that
for subcases (i), (ii), (iv) and (v) either c(∆) ≤ 0 or P is aspherical by Lemma 2.1(vi).
For subcase (iii) d(ve) = 2 forces d(vf ) > 3 as above and if d(vc) = 3 then l(vc) = d−1cf−1

forcing l(vd) = c−1dbw therefore d(vd) > 3 and c(∆) ≤ 0.

In Case 10, s2(t) = at3dt−1et2gt−1 = 1 is solvable by Theorem 1 in [13].

For the final remaining cases let c∗(∆̂) denote c(∆̂) plus all the positive curvature ∆̂ receives
from other regions minus the amount of curvature ∆̂ gives to other regions as a result of the
curvature distribution that takes place. We show that c∗(∆̂) ≤ 0. Since c(K) ≤

∑

c∗(∆̂)
where the sum is taken over all ∆̂ that receives positive curvature such that c∗(∆̂) > 0, it
follows that c(K) ≤ 0, a contradiction to c(K) = 4π.

Case 3: b = f . Here c(∆) > 0 implies l(vb) = bf−1, l(vf ) = fb−1 and ∆ is given by
Figure 3.3(iii). Suppose that d(vc) = d(vd) = d(ve) = 3. Then l(ve) = ea−1{a−1, e}. Let
l(ve) = ea−2. Since l(vd) = d2g−1 implies d(vc) > 3 we must have l(vd) = dg−2 forcing
l(vc) = g−1cf−1. Add c(∆) ≤ π

3
to c(∆̂) as shown in Figure 3.3(iv) in which, observe, if

l(vf−1) = a−1f−1{b, c} there is a contradiction, so d(vf−1) > 3 and c(∆̂) ≤ −π
2
. Now let

l(ve) = e2a−1. Then l(vd) = dfc−1 forcing l(vc) = cb−1g−1; and l(va) = ae−2 which forces
d(vg) > 3. Add c(∆) ≤ π

6
to c(∆̂) as shown in Figure 3.3(v). Note that if d(vd) = 3 or

d(vg) = 3 in ∆̂ of Figure 3.3(v) there is a contradiction and so c(∆̂) ≤ −π
3
. This completes

the subcase d(vc) = d(vd) = d(ve) = 3. If d(vc) > 3 or d(vd) > 3 or d(ve) > 3 in ∆ then
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c(∆) > 0 implies d(va) = d(vg) = 3 which forces l(va) = a2e−1 and l(vg) = gbc−1. Add

c(∆) ≤ π
6
to c(∆̂) as shown in Figure 3.3(vi). Observe that if d(vf) > 2 in ∆̂ in Figure

3.3(vi) then c(∆̂) ≤ −π
3
, or if d(vf) = 2 as shown then d(vg) > 3 and c(∆̂) ≤ −π

6
. This

completes the distribution of curvature. It follows that if ∆̂ receives positive curvature from
exactly one region ∆ then c∗(∆̂) = c(∆̂) + c(∆) ≤ 0. If ∆̂ receives from more than one
region then we see from Figure 3.3(iv)-(vi) that ∆̂ is given by Figure 3.3(iv) and by Figure
3.3(vi) (in which it is assumed that d(vf) > 2) and it follows that c∗(∆̂) ≤ −π

2
+ π

3
+ π

6
= 0.

This leaves Case 2: a = e−1. Here c(∆) > 0 implies l(va) = l(ve) = ae. If now d(vf) = 3
then l(vf ) = gf{b−1, c−1} forcing d(vg) > 3. Since c(2, 2, 3, 3, 3, 4, 4) = 0 it follows that
either d(vf) = 3 or d(vg) = 3 and d(vb) = d(vc) = d(vd) = 3. Therefore ∆ is given by

Figure 3.3(vii). If d(vf ) = 3 then distribute c(∆) ≤ π
6
to c(∆̂) as shown in Figures 3.3(viii)

and (ix); and if d(vg) = 3 then add c(∆) ≤ π
6
to c(∆̂) as shown in Figures 3.3(x) and (xi).

Consider ∆̂ of Figure 3.3(viii). If d(va−1) = 3 then l(va−1) = fa−1{b−1, c−1} and this forces
d(vg−1) > 3, so c(∆̂) ≤ c(2, 3, 3, 3, 3, 4, 4) = −π

3
. For ∆̂ of Figure 3.3(ix) if d(va−1) > 2 or

d(ve−1) > 2 then c(∆̂) ≤ −π
6
; or if d(va−1) = d(ve−1) = 2 then d(vb−1) > 3 and , as in Figure

3.3(vii), either d(vf−1) > 3 or d(vg−1) > 3 and c(∆̂) ≤ −π
6
. In Figure 3.3(x), c(∆̂) ≤ −π

6
.

For ∆̂ of Figure 3.3(xi) if l(ve−1) = e−1a−1 then d(vd−1) > 3 and it follows that c(∆̂) ≤ −π
6
.

Let ∆̂ be a region that receives positive curvature in the distribution described above.
If ∆̂ receives from exactly one neighbour then c∗(∆̂) ≤ −π

6
+ π

6
= 0. An inspection of

Figure 3.3(viii)-(xi) shows that the only other possibility is that ∆̂ receives from exactly
two neighbours ∆1 and ∆2 say, and there are two cases. The first case is when ∆1 = ∆
of Figure 3.3(viii) and ∆2 = ∆ of Figure 3.3(x).But then c∗(∆̂) = c(∆̂) + c(∆1) + c(∆2) ≤
−π

3
+ 2

(

π
6

)

= 0 and note that gfb−1 = 1 in G for this case. The only other possibility
is ∆1 = ∆ of Figure 3.3(ix) and ∆2 = ∆ of Figure 3.3(xi) and here gfc−1 = 1 in G. If
c(∆̂) ≤ −π

3
then c∗(∆̂) ≤ 0 so suppose otherwise. Then d(va−1) = d(ve−1) = 2 and ∆̂, ∆1

and ∆2 are given by Figure 3.3(xii) where we note that if d(vg) ≥ 6 in ∆1 then c(∆1) ≤ 0
and d(vg) = 5 yields a contradiction, so d(vg) = 4 as shown and the same argument applies

to vf of ∆2. Distribute c∗(∆̂) ≤ π
6
to c(∆̂1) as shown and note that, as a result of this,

c∗(∆̂) is then at most π
6
− π

6
= 0.

Now repeat the above argument with ∆̂1 of Figure 3.3(xii) playing the rôle of ∆̂ of Figure
3.3(vii). Again either c∗(∆̂1) ≤ 0 or c(∆̂1) = −π

6
and ∆̂1 receives positive curvature

from exactly two neighbours. The key points to note is that positive curvature is always
distributed at each stage across (b, c)±1 or (c, d)±1 edges and that the region receiving
positive curvature is always itself negatively curved. It follows that the graph obtained
from the union of distribution paths so constructed contains no cycles and so this procedure
must each time terminate at a region ∆̂k, say, for which c∗(∆̂k) ≤ 0. This implies that the
total curvature of K is non-positive, a contradiction, which completes the proof under the
assumption l(v0) = 1 in G.

Now assume that l(v0) 6= 1 in G and let d(v0) = k0. A region of K is interior if it does
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not involve v0; otherwise it is said to be a boundary region. For each interior region ∆
such that c(∆) > 0 distribute c(∆) to the region ∆̂ exactly as before as shown in Figures
3.1-3.3 except possibly Figure 3.3(xii) of Case 2. As described above this formed the start
of a sequence of distributions that terminated at a region ∆̂k for which c∗(∆̂k) ≤ 0. The
difference here is if there is a ∆̂j where 1 ≤ j ≤ k which is a boundary region then the
distribution terminates at the first such region encountered and the 2 · π

6
remains with

∆̂j . We have shown that if ∆̂ is always interior then c∗(∆̂) ≤ 0 and so it follows that

c(K) ≤
∑

c∗(∆̂) where the sum is taken over all the boundary regions of K.

Let ∆̂ be a boundary region of K. Checking Figures 3.1, 3.2 and 3.3(i), (ii) shows that ∆̂
remains uniquely associated with ∆ and so the maximum curvature ∆̂ can receive is π

3
; for

Case 3 the maximum ∆̂ can received is π
3
+ π

6
(see Figure 3.3(iv)-(vi)); and for Case 2 the

maximum ∆̂ can receive is 2 · π
6
(see Figure 3.3 (viii)-(xii)). Suppose that ∆̂ has at most one

interior ( 6= v0) vertex of degree 2. Then c∗(∆̂) ≤ c(k0, 2, 3, 3, 3, 3, 3) +
(

π
3
+ π

6

)

= 2π
k0

− π
6
.

(Note that this clearly holds if k0 ≥ 3; and if k0 = 2 then at most one vertex of ∆̂ can
coincide with v0.) Now let ∆̂ have exactly two interior vertices of degree 2. Then ∆̂
cannot be the region ∆̂ of Figure 3.3(iv)-(vi) and so c∗(∆̂) ≤ c(k0, 2, 2, 3, 3, 3, 3) +

π
3
= 2π

k0
.

Finally suppose that ∆̂ has the maximum of three interior vertices of degree 2. Then either
c∗(∆̂) = c(∆̂) ≤ c(k0, 2, 2, 2, 3, 3, 3) = 2π

k0
or ∆̂ is given by Figure 3.2(iv), in which case

c∗(∆̂) ≤ c(k0, 2, 2, 2, 3, 5, 6)+
π
15

= 2π
k0

− 3π
5
. In conclusion it follows that c∗(∆̂) ≤ 2π

k0
for any

given boundary region ∆̂ and so c(K) ≤ k0 ·
(

2π
k0

)

< 4π, our final contradiction.
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