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We investigate the existence of topological phases in a dense two-dimensional atomic lattice gas.
The coupling of the atoms to the radiation field gives rise to dissipation and a non-trivial coherent
long-range exchange interaction whose form goes beyond a simple power-law. The far-field terms
of the potential – which are particularly relevant for atomic separations comparable to the atomic
transition wavelength – can give rise to energy spectra with one-sided divergences in the Brillouin
zone. The long-ranged character of the interactions has another important consequence: it can break
the standard bulk-boundary relation in topological insulators. We show that topological properties
such as the transport of an excitation along the edge of the lattice are robust with respect to the
presence of lattice defects and dissipation. The latter is of particular relevance as dissipation and
coherent interactions are inevitably connected in our setting.

PACS numbers: 03.65.Vf,32.80.-t,67.85.-d

Introduction. Recently, the pursuit of topological phases
in quantum many-body systems has been the focus of
intense research. The potential application of these to-
pological states for robust quantum computation [1, 2] is
one of the driving forces for this increased interest. So-
called topological insulators are usually characterized by
bulk bands separated by a gap and the presence of gapless
edge states whose properties are topologically protected
against local perturbations such as external disorder or
noise [3, 4]. Paradigmatic examples of these include the
integer and fractional quantum Hall effects, which were
initially realized on two-dimensional electron gases sub-
ject to strong magnetic fields [5–8]. Since their discovery,
several lattice models that do not require external mag-
netic fields have been proposed and some realized expe-
rimentally [9–24].

Due to the high degree of experimental control that
is achievable nowadays, cold atoms and molecules have
been proposed as platforms for the exploration of novel
topological phases of quantum matter [25]. In particular,
many-body systems that display long-range interactions
[26–31] – such as polar molecules [32–36], atoms with
large magnetic dipoles [37], and Rydberg atoms [38] –
have been shown to feature topologically non-trivial flat
bands and fractional quantum Hall states.

In this paper, we explore the topological properties of
a two-dimensional lattice of atoms where long-range in-
teractions arise intrinsically via coherent light scattering
between internal atomic states [39]. We consider the full
interaction – going beyond the usually employed near-
field approximation –, which is of relevance for atomic
separations comparable to the atomic transition wave-
length. This scenario is currently studied in various con-
texts, e.g., the exploration of collective light scattering
and super- and sub-radiant decay [39–46]. We study two

FIG. 1. (a): Internal atomic level structure. Time reversal
symmetry is broken via a magnetic field of strength ∆/µB

perpendicular to the lattice and the off-resonant coupling of
|+〉 to an auxiliary state |2〉 with ε ≈ Ω/2δ � 1. (b): Ha-
miltonian coefficients Ar [Eq. (6), solid line] and Br [Eq. (7),
dashed line] vs. r/λ. (c) and (d): Real space configurations
and first Brillouin zone for SL and HL, respectively. The red
circle represents the points of divergence and discontinuity of
the spectrum for a/λ = 0.1. (e) and (f): Dispersion rela-
tions for the SL and the HL, respectively, which exhibit the
existence of a one-sided divergence at |k| = 2π/λ.

lattice geometries (a square and a honeycomb lattice)
and find that this simple system can support topologi-
cally non-trivial phases. The often neglected far-field
terms of the interactions lead to one-sided divergences
in the single-particle spectrum. We explore the conse-
quences of the long-ranged character of the interaction
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on the relation between the topological properties of the
bulk and the boundary of a finite size system. We find
that the standard bulk-boundary relation [47, 48], well-
established for short-range interactions, does not gene-
rally hold [30, 31]. Furthermore, we find that neither
the presence of lattice defects nor dissipation destroy the
topological properties of the system. The latter is of par-
ticular importance as the considered system is inevitably
open: both dissipation and coherent exchange interacti-
ons originate from the coupling of the atoms to the radi-
ation field.

The system. We consider a two-dimensional optical lat-
tice withN sites in the xy plane (lattice spacing a), where
each site is occupied by a single atom. The j-th atom is
located at position rj with internal levels |g〉j (ground
state) and |−〉j , |0〉j , |+〉j (excited states) corresponding
to the J = 0 and J = 1 total angular momentum ma-
nifolds, respectively [see Fig. 1(a)]. This level struc-
ture is naturally available in a variety of systems such
as alkaline-earth-metal atoms [49–51], dysprosium atoms
[37], polar molecules [36, 52, 53] or Rydberg systems [38].

The coupling of the atoms to the quantized multimode
radiation field results in an effective long-range exchange
interaction and collective dissipation [54–56]. Within the
dipole and Born-Markov approximations, the dynamics
of the atomic system is described by the master equation

ρ̇ = − i
~

[H, ρ] +D(ρ), (1)

with

H = ~
∑
j 6=l

d†j · V jl · dl, (2)

and

D(ρ) =
∑
jl

dj · Γjl · ρd†l −
1

2

{
d†j · Γjl · dl, ρ

}
. (3)

Here, dj =
(
|g〉j〈+| , |g〉j〈−|

)T
are hardcore boson ope-

rators and

V jl =

(
Ajl Bjle

−2iφjl

Bjle
2iφjl Ajl

)
, (4)

Γjl =

(
A′jl B′jle

−2iφjl

B′jle
2iφjl A′jl

)
. (5)

Note that we have used here the fact that the dynamics
of |0〉 and the {|−〉 , |+〉} manifold are decoupled, furt-
her explained in the Supplemental Material [57]. The

coefficients in Eqs. (4) and (5) read

Ajl =
3Γ

8

[
−cosκjl

κjl
− sinκjl

κ2jl
− cosκjl

κ3jl

]
(6)

Bjl =
3Γ

8

[
cosκjl
κjl

− 3

(
sinκjl
κ2jl

+
cosκjl
κ3jl

)]
(7)

A′jl =
3Γ

4

[
sinκjl
κjl

− cosκjl
κ2jl

+
sinκjl
κ3jl

]
(8)

B′jl =
3Γ

4

[
− sinκjl

κjl
− 3

(
cosκjl
κ2jl

− sinκjl
κ3jl

)]
, (9)

where Γ is the single atom decay rate and κjl ≡ 2πrjl/λ
represents a reduced distance between the j-th and l-th
atom, with λ being the wavelength of the transition from
the ground to the excited state manifold [see Fig. 1(a)],
rjl = |rj − rl|, and φjl = arg(rj − rl) is the polar angle
between the atoms.

The many-body Hamiltonian (2) conserves the num-
ber of excitations in the system and describes their ex-
change among the atoms. The coefficients in this Hamil-
tonian [Eqs. (6) and (7)] decay as 1/r3 for short distances
(r ≤ λ) and as 1/r for r � λ [see Fig. 1(b)]. We will
study the topological properties of the system in an inter-
mediate regime, where the full potential needs to be con-
sidered. In particular, we fix the ratio a/λ = 0.1 [43, 51]
(the effects we demonstrate are not constrained to this
specific value) and systematically investigate two lattice
geometries, the square lattice (SL) and the honeycomb
lattice (HL) [see Figs. 1(c) and (d), respectively]. We
proceed by analyzing first the band structure of the Ha-
miltonian (2) and then studying the effect of dissipation
(3) on the edge transport in the topologically non-trivial
phases.
Band structure and divergences. To obtain the band
structure we express (2) in the reciprocal space as

H = ~
∑
k

ψ†k · V k · ψk, (10)

where

ψk =
1√
N

∑
l

dle
ik·rl , (11)

and

V k =
∑
r 6=0

eik·rV r, (12)

with r being the relative distance between any pair of
atoms. Note that the potential (14) (due to the terms
that decay as 1/r) makes the sum in Eq. (12) not con-
vergent. Potentials with similar features have been shown
to lead to interesting physical effects, such as supersonic
spreading of the correlations [15–22, 58]. Such potentials
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are also encountered in self-gravitating systems [59] or in
electrons in solids subject to the Coulomb force [60].

To evaluate the sum (12) we employ the Ewald sum-
mation technique [57, 60, 61]. As a result, we find that
V k features one sided divergences in the ground state of
the spectrum occurring for wavevectors lying on a cir-
cle of radius κ = 2π/λ in reciprocal space. More spe-
cifically, the potential diverges as limk→κ+ 〈V k〉 = −∞,
while limk→κ− 〈V k〉 remains finite. This situation is de-
picted in Fig. 1(e) (SL) and Fig. 1(f) (HL). In this work
we only study cases where the divergence falls inside the
Brillouin zone, a/λ < 1/2 for SL and a/λ < 1/3 for HL.

Note that in the derivation of the master equation (1)
the finite propagation time of the radiation modes medi-
ating the exchange of photons in the system is neglected,
i.e. the interaction is considered to be instantaneous
[54, 62, 63]. While this is typically a valid approximation
for a finite system, when calculating the band structure
the potential is considered in the thermodynamic limit, a
situation that is ill-defined and which leads to the appea-
rance of the unphysical divergences and non-analyticities
in the spectrum.
Chern numbers. In the language of differential geome-
try, the topological properties are studied in terms of
differentiable fibre bundles assuming a differentiable Ha-
miltonian map H : T 2 →M, mapping the Brillouin zone
(represented as a two-dimensional torus T 2) to some tar-
get space M [64]. Here the topology is characterized by
the Chern number defined as

C =
1

2πi

∫
T 2

dkFxy(k), (13)

where Fxy(k) = ∂xAy(k) − ∂yAx(k), Aµ(k) =
〈n(k)|∂µ|n(k)〉 is the Berry connection, |n(k)〉 is an eigen-
state of the Hamiltonian (10), ∂µ = ∂/∂kµ, µ = {x, y},
and k ∈ T 2.

In the present case the assumption of differentiability
is in principle not satisfied due to the discontinuity of
V k. However, formally it is still possible to evaluate the
Chern number using the algorithm of Ref. [65], where one
avoids the points in the Brillouin zone where V k diverges.
This corresponds to evaluating (13) with an effectively
bounded Hamiltonian, which in turn yields integer values
of C.

Hamiltonian (2) is invariant under time reversal sym-
metry (TRS), generated by T = σxK, where σx is the
Pauli matrix and K the conjugation operator. It has
been shown that for such Hamiltonian, at least in the
near-field limit where the interactions can be considered
short-ranged, breaking TRS is a necessary condition to
achieve topologically non-trivial phases in two dimensi-
ons [36, 66–70]. This can be achieved by lifting the dege-
neracy of the states |±〉 by means of a uniform magnetic
field of strength ∆/µB [see Fig. 1(a)]. Alternatively, one
can couple the state |+〉 via a microwave field to an auxi-
liary hyperfine state, |2〉 [36]. Assuming this coupling

FIG. 2. (a): Phase diagram in the ∆−ε plane for the SL. (b):
Phase diagram as a function of ∆ for the HL. The numbers in
the square brackets indicate the Chern numbers and are or-
dered from the lowest to highest energy bands. (c) and (d):
Spectrum in the infinite strip geometry for the SL [Ny = 15
atoms, ε = 0.17, ∆/Γ = −0.05, red cross in (a)] and HL
[Ny = 20 atoms, ∆/Γ = −5, bearded zigzag boundary con-
ditions [71], red line in (b)]. Note that with these boundary
conditions b =

√
3a denotes the spacing between neighboring

unit lattice sites in the y direction. The size of the points
indicate the weight of the given eigenmode on one (red) or
the other (blue) edge of the strip (schematically shown on the
right).

to be off-resonant, such that the detuning of the micro-
wave field, δ, is much larger than its Rabi frequency Ω,
the state |2〉 can be adiabatically eliminated. Defining
ε = Ω/2δ � 1, the effective potential (4) becomes, up to
the second order in ε,

V jl=

(Ajl + ∆δjl)
(
1− ε2

)
Bjle

−2iφjl

(
1− ε2

2

)
Bjle

2iφjl

(
1− ε2

2

)
Ajl −∆δjl

, (14)

where δjl is the Kronecker delta symbol.
After calculating the Chern number of each band for

a range of TRS-breaking parameters, the resulting phase
diagrams are shown in Fig. 2(a) (SL) and Fig. 2(b) (HL).
We note that in the SL case it is required that ε 6= 0 in
order to access the topologically non-trivial region (non-
zero Chern numbers) whilst in HL several topologically
distinct regions can be accessed by tuning ∆ alone (i.e.,
ε = 0). Here, each change in the Chern number is related
to the closing of the bulk gap (see [57] for the discussion
of the finite-size effects).
Edge states. A hallmark of the non-trivial topology of the
bulk is the appearance of edge states. They can be iden-
tified by considering an infinite strip keeping the system
finite in the y direction, such that the edge states appear
as gapless states that cross the gaps between the bands
formed by bulk states [see Fig. 2(c) (SL) and Fig. 2(d)



4

(HL) for a fixed value of the TRS-breaking parameters].
It is easy to verify that in the example shown indeed the
Hall conductivity or, equivalently, the sum of the Chern
numbers of the filled bands below a band gap, determines
the net number of edge states crossing that gap (bulk-
edge correspondence) [47, 48, 72]. Note, that in the SL
the edge states are nearly degenerate and “energetically
hidden” [36, 69] making it difficult to access them expe-
rimentally. However, in the HL relatively well separated
bands form, which motivates us to focus on the HL.

One important consequence of the long-ranged cha-
racter of the interactions in the context of topological
systems is that the bulk-edge correspondence, well esta-
blished for systems with short-range potentials does not
necessarily hold (see [31] in the context of 1D free fermi-
ons). In the present case we interpret this breaking of the
bulk-edge correspondence in terms of the overlap of the
edge modes with the bulk [57]. We discuss a specific ma-
nifestation of this phenomenon in the form of inhibited
excitation propagation along the edge of a finite system
in the next section.
Finite system: quasi-momentum and driven-dissipative
dynamics. In a finite system, to obtain a measure of
whether any given mode has a chiral edge conductivity
associated with it, we define a quasi-momentum follo-
wing a similar approach to [69, 73]. When an excitation
hops from site to site, it accumulates a phase. If this
phase is constant around the edge of the lattice, the hop-
ping occurs in a given direction. If the hopping phase
is random between different lattice sites, however, there
is no preferred direction of hopping. We therefore define
the quasi-momentum, q, as the average phase difference
between neighbouring lattice sites:

q =
1

Nedge
Im

ln

Nedge∑
l=1

d†ldl+1

|d†ldl+1|

 , (15)

whereNedge is the number of atoms in the outermost edge
of the lattice. In Fig. 3(a) we show the quasi-momentum
spectrum for a HL of hexagonal shape with a total of 486
atoms. We have overlayed the band structure results for
an infinite strip with the same number of atoms in the y
direction (Ny = 20) for comparison.

Another defining characteristic of an edge state is
that the most of its weight is on the physical edge of
the system. Writing an eigenstate of the system as
|ϕ〉 =

∑
µ,j c

j
µ |µ〉j , where µ ∈ {−,+} and j index the

internal degrees of freedom and the spatial position re-
spectively, we quantify the weight of the eigenstate on
the edge of the system as w =

∑
µ,j ∈ edge |cjµ|2. The blue

and red dots in Fig. 3(a) correspond to states where
w < 0.95 and w > 0.95, respectively. The spatial dis-
tributions of the excitation in two eigenstates located in
the middle and lowest gaps are shown in Figs. 3(i) and
(ii) [which we denote as states (i) and (ii) in the follo-
wing]. An eigenstate in the bulk is shown for comparison

FIG. 3. (a): Energy vs. quasi-momentum of a finite HL of
hexagonal shape with the total of 486 sites (dots) together
with the spectrum of the infinite strip geometry [grey lines,
same parameters as in Fig. 2(d)]. The blue (red) dots re-
present states with less (more) than 95% spatial support on
the edge of the lattice (see text for details). (i-iii) show the
spatial configuration of the indicated eigenstates. (b) and
(c): Excitation dynamics (direction of travel given by the
arrows) and the steady state (with defects and dissipation)
under the driving of a single atom on the edge (indicated by
the star in the leftmost panels) with detuning −2Γ and −10Γ,
respectively.

in Fig. 3(iii). The size of the red circles correspond to
the probability of excitation at a given site.

In order to further characterize the edge states in the
finite system, we model the dynamics of an excitation
in the lattice under the Hamiltonian (2). Specifically,
we drive a single atom on the leftmost corner of the HL
[marked by a star in the leftmost panels of Figs. 3(b) and
(c)] with weak driving strength and σ− polarisation. We
fix the detuning to −2Γ and −10Γ [Figs. 3(b) and (c),
respectively], so that we resonantly address the states (i)
and (ii), respectively. In the first two panels, snapshots
of the propagation at τ = 20Γ and 40Γ, we observe that
in both states the excitation dynamics is chiral with cloc-
kwise propagation. The third panel shows the excitation
in the steady state.

One of the features of the edge states is their robust-
ness against local perturbations. In order to probe this,
next we simulate the excitation dynamics including 5%
of uniformly distributed lattice defects, i.e., empty sites
due to an imperfect loading of atoms [fourth panels in
Figs. 3(b,c)]. We observe a clear difference in the ex-
citation propagation when driving the state (i), where
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the propagation is clearly interrupted, and the state (ii),
where the excitations still populate a significant part of
the edge. This strongly indicates that only state (ii) is
a topological edge state [57]. The behaviour persists in-
dependently of the state one chooses to address in both
gaps. This is in contrast to what one might expect from
the equilibrium bulk analysis, where the edge state con-
ductivity, proportional to the sum of the Chern numbers
of the filled lower lying bands, is the same for both states
(i) and (ii).

Finally, as the mechanism that is responsible for the
existence of coherent interactions is also responsible for
the dissipation in the system, we simulate the dynamics
above including the dissipative term (3). As it was shown
in [74] and also observed in [75], all states that lie outside
the circle |k| = κ are subradiant, i.e., they decay with a
rate much smaller than the single atom decay rate Γ.
Hence, remarkably, we find that while in the case (i) the
dissipation makes the excitation decay after only a few
sites, the excitation in the case (ii) is much less affected
by the dissipation (see discussion in [57]).

Experimental considerations. One of the main attractive
features of this system is the relative experimental sim-
plicity of the setup. A lattice gas of alkaline earth metal
atoms such as strontium [51, 76] or ytterbium [77] re-
presents a promising platform for the realization of the
present scheme. For example, in bosonic strontium the
transition between the triplet states 3P0 − 3D1 has an
associated wavelength λ = 2.6µm. It was shown in [51]
that these atoms can be trapped in an optical lattice
with λlatt = 412.8 nm, entailing a/λ ≈ 0.08 (SL) and
0.03 (HL). Another alternative for the creation of such
subwavelength lattices is based on photonic crystal wa-
veguides [78]. Finally, the detection of these topological
phases could be achieved via light scattering of a weak
laser field from the lattice [79–82].

Conclusions and outlook. We have found the existence
of topologically non-trivial phases in a dense atomic two-
dimensional lattice system coupled to the radiation field.
We show that one can excite edge states that allow for
the transport of an excitation over long distances along
the edge of the lattice that are robust to the presence
of defects. Moreover, these edge states are remarkably
long-lived due to the collective character of the dissipa-
tion (this effect has also been investigated in [74, 75]). Fi-
nally, we have found that, due to the long-ranged charac-
ter of the interactions, the bulk-boundary relations, well
established for topological insulators with short-range in-
teractions, are not generally valid in our setting.
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