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Role of non-Markovianity and backflow of information in the speed of quantum evolution
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We consider a two-level open quantum system undergoing pure dephasing, dissipative, or multiply decohering
dynamics and show that whenever the dynamics is non-Markovian, the initial speed of evolution is a monotonic
function of the relevant physical parameter driving the transition between the Markovian and non-Markovian
behavior of the dynamics. In particular, within the considered models, a speed increase can only be observed in
the presence of backflow of information from the environment to the system.
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I. INTRODUCTION

The inevitable interaction between any system and its
surroundings makes the study of open system dynamics
indispensable [1–3]. This is especially true within the quantum
realm, wherein the environment has in general a major
detrimental effect on the quantum features of the system
and thus hinders the performance of quantum technologies
[4,5]. However, when the system-environment correlation
time approaches any of the time scales characterizing the
system dynamics, i.e., within the so-called non-Markovian
regime [6], it may happen that reservoir memory effects give
rise to revivals of the quantum properties of the system, a
phenomenon that is known as backflow of information from
the environment to the system [7–16]. The possibility to
exploit the environment itself to combat decoherence is one
of the many reasons that have recently attracted tremendous
interest into the characterization, detection, and quantification
of non-Markovian dynamics [17–20].

In particular, some effort has been recently devoted to
investigating the role played by non-Markovianity in the speed
of evolution of a quantum system [21–26], whose control is
an essential ingredient in many operational tasks [27]. For
example, when the open quantum system is used as a quantum
memory, one needs longer coherence time and thus slowing
down the noisy dynamics can be beneficial [28]. On the other
hand, if one is performing a quantum logic gate on the system,
it is instead the speeding up of the evolution that will be
desirable in order to reach the fastest possible computation
time [29]. The authors of Refs. [21–26,30] investigated the
effect of non-Markovianity on some instances of quantum
speed limits holding for open quantum processes, expressed
as lower bounds to the evolution time necessary to go from an
initial state to a target state through a given noisy dynamics
[21,31–33]. More specifically, they analyzed the tightness of
these lower bounds, compared with an actual fixed evolution
time, when changing the relevant physical parameter that
determines the transition between the Markovian and non-
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Markovian regime of the dynamics. In Ref. [21], it was shown
that some examples of quantum speed limits can get less
tight when increasing the degree of non-Markovianity of the
dynamics of a two-level atom on resonance with a lossy cavity.
On the other hand, in Ref. [22] it was shown that the same
quantum speed limits adopted in Ref. [21] become tighter when
increasing the degree of non-Markovianity of the dynamics of
the polarization degree of a photon undergoing pure dephasing
due to the interaction with the frequency degrees of freedom
of the photon itself. However, it is still not clear whether the
fact that a quantum speed limit becomes, e.g., less tight by
increasing the degree of non-Markovianity implies that also
the corresponding actual evolution time is decreasing and thus
non-Markovianity is speeding up the evolution.

In this paper, we analyze the behavior of the actual speed
of the evolution of a two-level quantum system undergoing
paradigmatic examples of purely dephasing, dissipative, and
multiply decohering dynamics amenable to an analytical solu-
tion. We show that when the dynamics is non-Markovian, the
initial value of the speed of evolution is a monotonic function of
the relevant physical parameter driving the transition between
Markovianity and non-Markovianity of the evolution (see
Table I), while this need not be the case when the dynamics
is Markovian. More specifically, within the aforementioned
models, we show that a speedup of the evolution can only
happen in the presence of information backflow from the
environment to the system. This clarifies the role of specific
non-Markovian signatures in achieving speedups, which may
have relevant implications for quantum technologies.

II. NON-MARKOVIAN DYNAMICS

The evolution ρ(t) over the time interval t of any initial
quantum state ρ(0) can be characterized by a one-parameter
family {�t |t � 0,�0 = I} of completely positive and trace-
preserving (CPTP) maps, so-called dynamical maps, as fol-
lows [35]:

ρ(t) = �t [ρ(0)]. (1)

If the quantum system is closed, it undergoes a reversible
unitary evolution so that the corresponding family of dynam-
ical maps is a one-parameter group, i.e., (i) it contains the
identity element; (ii) it is closed under composition of any two
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TABLE I. A summary of the regions of CP-indivisibility and presence of backflow of information (as defined in Ref. [7]), as well as
of the squared initial speed of evolution corresponding to paradigmatic instances of single-qubit purely dephasing, dissipative, and multiply
decohering dynamics as a function of the relevant physical parameter driving the transition between Markovian and non-Markovian regimes.

Dynamics CP indivisible Backflow of information v2(0)

Ohmic pure dephasing s > 2 s > 2 2ω2
c�[s + 1] sin2 θ

Photon polarization pure dephasing ξ1 � ξ � ξ2 [22] ξ1 � ξ � ξ2 [22] 1
2 (�n)2

[
2σ 2 + ω2

1 + ω2
2 − (

ω2
2 − ω2

1

)
cos 2ξ

]
sin2 θ

Jaynes-Cummings on resonance γM > λ/2 γM > λ/2 γ 2
Mλ2 sin4 θ

2

Jaynes-Cummings with detuning [34] [34] (4W 2 − �2) sin4 θ

2

Pauli channel with γ3(t) = −(ω/2) tanh(ωt) 0 < ω � λ −4λ2 cos2 θ − (λ2 + ω2) sin2 θ

Pauli channel with γ3(t) = (ω/2) tan(ωt) ω > 0 ω > 0 −4λ2 cos2 θ − (λ2 − ω2) sin2 θ

elements; (iii) such composition is associative; and (iv) the
inverse �−1

t of every element exists and is also an element
of the family. On the other hand, when the quantum system
is open, it undergoes a noisy irreversible evolution, which
prevents the corresponding family of dynamical maps from
being a group, as property (iv) is inevitably violated, i.e., either
�−1

t does not exist for some t or if �−1
t does exist for any t it is

not contained within the family of dynamical maps describing
the evolution.

A particular and well-known class of open evolutions
is such that the corresponding family of dynamical maps
forms a one-parameter semigroup [36,37], which satisfies all
the remaining properties (i), (ii), and (iii). The semigroup
property of a family of dynamical maps can be succinctly
characterized by the following relation: �t = �t−s�s , holding
for any 0 � s � t . This property means that the map can be
divided into infinitely many identical steps, in such a way
that the ensuing dynamics can be intuitively interpreted as
being memoryless. This class of open evolutions represents
the prototypical example of Markovian dynamics.

The semigroup property can be easily generalized by
introducing the notion of completely positive (CP) divisibility
[8,38–40]. The dynamics {�t } is said to be CP divisible if
there exists a two-parameter family {�̃t,s} of CPTP maps,
which need not be within the family {�t }, such that

�t = �̃t,s�s, (2)

for any 0 � s � t . Analogous to the case where the family of
dynamical maps forms a semigroup, a CP-divisible dynamics
can be seen as the concatenation of infinitely many other dy-
namical maps, can be loosely interpreted as being memoryless,
and is commonly considered to be Markovian.

Yet the border between Markovian and non-Markovian
dynamics is still elusive as consensus on where to draw it and
on how to quantify non-Markovianity of maps beyond such
border is still lacking in the current literature [17–20]. On
one hand, in the CP-divisibility paradigm one may quantify
the non-Markovianity degree by measuring how much the
intermediate map �̃t,s appearing in Eq. (2) is far from being
CPTP [8,38–40]. On the other hand, one may consider the
backflow of information from the environment to the system as
a genuinely non-Markovian signature. Information manifests
itself in many forms, such as quantum state distinguishabil-
ity, coherence, and correlations. All these manifestations of
information share a common property, i.e., being contractive

under CPTP maps, which is due to the fact that CPTP maps
are the mathematical counterpart of noise and thus can only
produce a loss of information. However, if the dynamics is
not CP divisibile, the fact that the intermediate map �̃t,s is
not CPTP may give rise to temporary revivals of information
throughout the evolution. This alternative paradigm thus
estimates the degree of non-Markovianity by measuring how
much information flows back to the system during the entire
evolution [7–16]. When considering this paradigm in the
following, we will specifically adopt the indicator of backflow
of information based on trace distance as introduced in Ref. [7].

III. SPEED OF QUANTUM EVOLUTION

Information theory stands as the fundamental bridge linking
non-Markovianity of a dynamics with the speed of the corre-
sponding evolution [31,33,41,42]. The latter can be indeed
naturally introduced by resorting to any CPTP-contractive
Riemannian metric g defined on the set of quantum states,
which assigns to the neighboring states ρ and ρ + dρ the
squared infinitesimal distance

(ds)2 = gρ(dρ,dρ). (3)

Indeed, by using Eq. (3), the speed of the quantum evolution
ρ(t) = �t [ρ(0)] at time t can be immediately defined as

v(t) = ds

dt
=

√
g(t), (4)

where g(t) = gρ(t)(ρ̇(t),ρ̇(t)). The Morozova-Chencov-Petz
theorem states that there are infinitely many such metrics [43],
two paradigmatic examples of which are the Bures-Uhlmann
metric [44,45], also known as quantum Fisher information
metric, and the Wigner-Yanase metric [46]. In this paper, we
will adopt the former, for which the following useful relation
holds as well [47]:

g(t) = −2
d2

dt2
F (ρ(0),ρ(t)), (5)

where F (ρ,σ ) = (Tr(
√√

ρσ
√

ρ))2 is the Uhlmann fidelity
between the states ρ and σ .

We now investigate the behavior of the initial speed of
evolution of a two-level quantum system undergoing typical
dynamics. We will impose the initial condition ρ(0) = |ψ〉〈ψ |,
corresponding to the qubit being in an arbitrary pure state
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|ψ〉 = cos θ
2 |0〉 + eiφ sin θ

2 |1〉, with Bloch vector

�n(0) = {sin θ cos φ, − sin θ sin φ, cos θ}, (6)

where θ ∈ [0,π ] and φ ∈ [0,2π [. We will calculate the fidelity
between ρ(0) and ρ(t) via the general formula [48,49]

F (ρ(0),ρ(t)) = 1
2 {1 + �n(0) · �n(t)

+
√

[1 − �n(0) · �n(0)][1 − �n(t) · �n(t)]}, (7)

where �n(t) is the Bloch vector of the evolved state ρ(t).

IV. RESULTS FOR PURELY DEPHASING DYNAMICS

We begin by considering a purely dephasing dynamics,
described by the following time-local master equation [3]:

ρ̇(t) = γ (t)[σzρ(t)σz − ρ(t)], (8)

where γ (t) = −Ġ(t)/G(t) is the decay rate and G(t) is the
decoherence function accounting for all the environmental
features relevant to the system dynamics. Inserting into
Eq. (7) the Bloch vector of the initial state, given by
Eq. (6), and of the corresponding evolved state, given by
�n(t) = {Re(eiφG(t)) sin θ, − Im(eiφG(t)) sin θ, cos θ}, we get
F (ρ(0),ρ(t)) = 1

4 [3 + cos 2θ + 2Re(G(t)) sin2 θ ]. Therefore,
by using Eqs. (4) and (5), we immediately obtain that the
squared speed of evolution at time t is given by

v(t)2 = −Re(G̈(t)) sin2 θ. (9)

We explore two particular physical instances governed by
the master equation of Eq. (8). We first consider a qubit
interacting with a bosonic reservoir at zero temperature with
Ohmic spectrum [50–52], whose decoherence function is

G(t) = e−ϒ(t), with ϒ(t) = 2
∫ t

0 γ (t ′)dt ′, (10)

where γ (t) = ωc[1 + (ωct)2]
−s/2

�[s] sin [s arctan(ωct)], with
ωc the cutoff frequency, s the Ohmicity parameter, and �[x]
the Euler function. This dynamics is CP divisible when
s � 2, while it is CP indivisible and manifests backflow of
information for any s > 2 [7,8,53]. By substituting Eq. (10)
into Eq. (9), we get that the squared initial speed of evolution
is

v(0)2 = 2ω2
c�[s + 1] sin2 θ, (11)

which is a strictly monotonically increasing function of s for
any s > 2, i.e., in the whole non-Markovian region, while it is
not a monotonic function of s anymore when s � 2.

We then consider another physical example of purely
dephasing dynamics, wherein the two-level open quantum
system is implemented by the polarization degree of freedom
of a photon with its frequency degrees of freedom playing the
role of the environment, which is coupled to the system via a
birefringent material [22,54]. The corresponding decoherence
function is given now by

G(t) = e− σ2(�n)2 t2

2 (eiω1�nt cos2 ξ + eiω2�nt sin2 ξ ), (12)

where �n is the difference between the birefringent material
refraction indexes for a photon in the vertical and horizontal
polarization, respectively, while σ , ω1, ω2, and ξ are the pa-
rameters characterizing the bimodal distribution representing

the probability of finding the photon in a mode with a given
frequency. More specifically, σ is the common width of the two
peaks, which are centered at the frequencies ω1 and ω2, and
ξ ∈ [0,π/2] is the parameter controlling the relative weight of
the two peaks. This dynamics is not CP divisible and manifests
backflow of information when ξ ∈ [ξ1,ξ2], with ξ1 and ξ2

provided in Ref. [22]. By plugging Eq. (12) into Eq. (9), we
get that the squared initial speed of evolution is given by

v(0)2 = 1
2 (�n)2

[
2σ 2 + ω2

1 + ω2
2 − (

ω2
2 − ω2

1

)
cos 2ξ

]
sin2 θ,

(13)

which is a strictly monotonically increasing (resp. decreasing)
function of ξ for any ξ ∈ [0,π/2] when ω2 > ω1 (ω1 > ω2).

V. RESULTS FOR DISSIPATIVE DYNAMICS

Let us now study the initial speed of evolution of a qubit
undergoing amplitude damping, a paradigmatic example of
dissipative evolution. This is described by the following master
equation [3]:

ρ̇(t) = γ (t)[σ−ρ(t)σ+ − {σ+σ−,ρ(t)}/2], (14)

where γ (t) = −2Re(Ġ(t)/G(t)) is the decay rate,
G(t) is the decoherence function, and σ± = σx ± iσy

are the raising and lowering operators of the qubit.
By imposing the initial condition Eq. (6), we get
that the Bloch vector of the evolved state is �n(t) =
{Re(e−iφG(t)) sin θ,Im(e−iφG(t)) sin θ,1−|G(t)|2(1− cos θ )}.
The fidelity between the evolved state and the initial state,
according to Eq. (7), is thus given by F (ρ(0),ρ(t)) =
1
2 [1 + cos θ − 2|G(t)|2 cos θ sin2 θ

2 + Re(G(t)) sin2 θ ]. By
using Eqs. (4) and (5), the squared speed of evolution is then

v(t)2 = −Re(G̈(t)) sin2 θ − 2|G(t)|2γ (t) cos θ sin2 θ
2 . (15)

We now consider the Jaynes-Cummings model as a physical
implementation of an amplitude-damped qubit [3]. This model
consists of a two-level atom immersed in a lossy cavity with
Lorentzian spectral density, with decoherence function

G(t) = e− (λ−i�)t
2

[
cosh

(
�t

2

)
+ λ − i�

�
sinh

(
�t

2

)]
, (16)

where � = √
λ2 − 2iλ� − 4W 2, W = γMλ/2 + �2/4, λ is

the width of the reservoir spectral density, which is centered at
a frequency that is detuned from the atomic frequency by the
amount �, and finally γM is the effective coupling constant.

When the Jaynes-Cummings model is on resonance, i.e.,
� = 0, the dynamics is divisible when γM � λ/2, while it
gives rise to both CP indivisibility and backflow of information
for any γM > λ/2. On the other hand, by increasing the
detuning �, the threshold value of γM/λ above which the
dynamics is CP indivisible decreases [7,34,55].

By replacing Eq. (16) into Eq. (15), we get that the squared
initial speed of evolution is given by

v(0)2 = (4W 2 − �2) sin4 θ
2 , (17)

which is a strictly monotonically increasing function of γM .
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VI. RESULTS FOR MULTIPLY DECOHERING DYNAMICS

We finally consider an example of multiply decoher-
ing dynamics, that is, a qubit undergoing a Pauli channel
[38,56–58]. This evolution can be described by the following
time-local master equation:

ρ̇(t) =
∑3

j=1
γj (t)[σjρ(t)σj − ρ(t)], (18)

where the γj (t)’s are the decay rates. The solution of the above
master equation is given by ρ(t) = ∑3

j=0 pj (t)σjρ(0)σj ,

where p0,1(t) = 1
4 [1 + λ1(t) ± λ2(t) ± λ3(t)] and p2,3(t) =

1
4 [1 − λ1(t) ± λ2(t) ∓ λ3(t)] with λj (t) = e−(ϒk (t)+ϒl (t)) (j 	=
k 	= l ∈ {1,2,3}), and ϒj (t) = 2

∫ t

0 γj (t ′)dt ′. By imposing
again the initial condition expressed in Eq. (6) and as-
suming λ2(t) = λ1(t), we get that the Bloch vector of
the evolved state is given by �n(t) = {λ1(t) cos φ sin θ, −
λ1(t) sin φ sin θ,λ3(t) cos θ}. The fidelity between the above
evolved state ρ(t) and initial state ρ(0) is thus simply obtained
by using Eq. (7), yielding F (ρ0,ρ(t)) = 1

4 {2 + λ1(t) + λ3(t) +
[λ3(t) − λ1(t)] cos 2θ}.

Therefore, by using Eqs. (4) and (5), we easily get that the
squared speed of evolution at time t is given by

v(t)2 = − 1
2

{
λ̈1(t) + λ̈3(t) + [

λ̈3(t) − λ̈1(t)
]

cos 2θ
}
. (19)

Let us first consider the case with decay rates given by
γ1(t) = γ2(t) = λ/2 and γ3(t) = −(ω/2) tanh(ωt), i.e.,

λ1(t) = λ2(t) = e−λt cosh(ωt), λ3(t) = e−2λt , (20)

where 0 � ω � λ. This dynamics is CP divisible when ω = 0,
while it is CP indivisible for any 0 < ω � λ. However, there
is no backflow of information for any value of ω [38,59]. By
replacing Eq. (20) into Eq. (19) we get that the squared initial
speed of evolution is given by

v(0)2 = −4λ2 cos2 θ − (λ2 + ω2) sin2 θ, (21)

which is a strictly monotonically decreasing function of ω.
Let us now turn to considering the case of γ1(t) = γ2(t) =

λ/2 and γ3(t) = (ω/2) tan(ωt), i.e.,

λ1(t) = λ2(t) = e−λt | cos(ωt)|, λ3(t) = e−2λt , (22)

where λ � 0 and ω � 0. This dynamics is CP divisible when
ω = 0, while it is both CP indivisible and manifests backflow
of information for any ω > 0 [38,59]. By replacing Eq. (22)
into Eq. (19), we get that the squared initial speed of evolution

is given in this case by

v(0)2 = −4λ2 cos2 θ − (λ2 − ω2) sin2 θ, (23)

which is a strictly monotonically increasing function of ω.

VII. CONCLUSIONS

The control of the speed of quantum evolution is an
indispensable feature in several technological applications
[28,29,60]. By performing an in-depth analysis, we have
shown that, whenever the dynamics is non-Markovian, the
initial speed of evolution of a qubit undergoing prototypi-
cal instances of purely dephasing, dissipative, and multiply
decohering channels is a monotonic function of the rele-
vant physical parameter determining the crossover between
Markovianity and non-Markovianity of the evolution (see
Table I), which in turn may be experimentally controlled
in different settings, e.g., in quantum optics [54,61]. More
specifically, within the considered models, we have shown
that a speedup of the evolution can only be observed in the
presence of information backflow from the environment to
the system (as defined in Ref. [7]). This analysis reveals that the
presence of information backflow, which is a specific facet of
non-Markovianity attracting increasing interest [17–20], may
play a key role as an enhancer for quantum technologies relying
on fast and accurate control of open-system dynamics.

Our study sheds further light on the interplay between
nondivisibility and the speed of evolution of an open quantum
evolution. While previous studies were more concerned with
(not necessarily saturated) lower bounds to the speed of evo-
lution and how they are affected in the non-Markovian regime
[21–26], this study reveals a precise connection between
the actual initial speed of evolution and the relevant model
parameters driving the manifestation of non-Markovianity
(CP indivisibility). Yet a general criterion determining exactly
when (and under which physical conditions) an increase of the
parameters driving the transition to non-Markovianity amounts
to speeding up rather than slowing down the evolution is still
missing and certainly deserves future investigation.

ACKNOWLEDGMENTS

This work is supported by the European Research Council
(ERC) Starting Grant GQCOP “Genuine Quantumness in Co-
operative Phenomena” (Grant No. 637352), and by the Foun-
dational Questions Institute (fqxi.org) Physics of the Observer
Programme (Grant No. FQXi-RFP-1601). S.M. acknowledges
financial support from the EU Collaborative Project QuProCS
(Grant Agreement No. 641277), the Academy of Finland
(Project No. 287750) and the Magnus Ehrnrooth foundation.

[1] E. B. Davies, Quantum Theory of Open Systems (Academic
Press, London, 1976).

[2] R. Alicki and K. Lendi, Quantum Dynamical Semigroups and
Applications, Lecture Notes in Physics Vol. 286 (Springer,
Berlin, 1987).

[3] H. P. Breuer and F. Petruccione, The Theory of Open Quantum
Systems (Oxford University Press, Oxford, UK, 2002).

[4] W. H. Zurek, Rev. Mod. Phys. 75, 715 (2003).

[5] M. A. Schlosshauer, Decoherence and the Quantum-to-
Classical Transition (Springer-Verlag, Berlin, 2007).

[6] M. M. Wolf, J. Eisert, T. S. Cubitt, and J. I. Cirac, Phys. Rev.
Lett. 101, 150402 (2008).

[7] H.-P. Breuer, E.-M. Laine, and J. Piilo, Phys. Rev. Lett. 103,
210401 (2009).

[8] Á. Rivas, S. F. Huelga, and M. B. Plenio, Phys. Rev. Lett. 105,
050403 (2010).

012105-4

https://doi.org/10.1103/RevModPhys.75.715
https://doi.org/10.1103/RevModPhys.75.715
https://doi.org/10.1103/RevModPhys.75.715
https://doi.org/10.1103/RevModPhys.75.715
https://doi.org/10.1103/PhysRevLett.101.150402
https://doi.org/10.1103/PhysRevLett.101.150402
https://doi.org/10.1103/PhysRevLett.101.150402
https://doi.org/10.1103/PhysRevLett.101.150402
https://doi.org/10.1103/PhysRevLett.103.210401
https://doi.org/10.1103/PhysRevLett.103.210401
https://doi.org/10.1103/PhysRevLett.103.210401
https://doi.org/10.1103/PhysRevLett.103.210401
https://doi.org/10.1103/PhysRevLett.105.050403
https://doi.org/10.1103/PhysRevLett.105.050403
https://doi.org/10.1103/PhysRevLett.105.050403
https://doi.org/10.1103/PhysRevLett.105.050403


ROLE OF NON-MARKOVIANITY AND BACKFLOW OF . . . PHYSICAL REVIEW A 96, 012105 (2017)

[9] X.-M. Lu, X. Wang, and C. P. Sun, Phys. Rev. A 82, 042103
(2010).

[10] R. Vasile, S. Maniscalco, M. G. A. Paris, H.-P. Breuer, and J.
Piilo, Phys. Rev. A 84, 052118 (2011).
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