! I P | This manuscript was accepted by J. Chem. Phys. Click here to see the version of record. |

Publishing lonization of pyridine: interplay of orbital relaxation and electron
correlation

A. B. Trofimov,?® D. M. P. Holland,? I. Powis,* R. C. Menzies,* A. W. Potts,’ L.
Karlsson,® E. V. Gromov,’ I. L. Badsyuk,? and J. Schirmer ®

! Laboratory of Quantum Chemistry, Irkutsk State University, Kaw. 1, 664003
Irkutsk, Russia
* Favorsky's Institute of Chemistry, SB RAS, Favorsky Str. 4, 664433 Irkutsk, Russia
3 Daresbury Laboratory, Daresbury, Warrington, Cheshire-d/A D,*United Kingdom
* School of Chemistry, University of Nottingham, Nottin nﬁlQLZ , United Kingdom
> Department of Physics, King's College, Strand, Ldndon 2LS, United Kingdom
% Department of Physics and Astronomy, Uppsala Univegsity, box 516, SE-751 20 Uppsala,
SwedeQ
" Max Planck Institute for Medical Research, Yghns ra/)"QZQ, 69120 Heidelberg, Germany
8 Theoretische Chemie, Physikalisch—CMzgis;‘lL }tv-fitut, Universitit Heidelberg, Im

Neuenheimer Feld 22?,\{ Héidelberg, Germany
\

‘\Ab\tract

The valence shell ionization spe%l}ymﬁne was studied using the third-order algebraic-

diagrammatic construction JAD roximation scheme for the one-particle Green's
function and the outer-valencem function (OVGF) method. The results were used to
interpret angle resol dwelectron spectra recorded with synchrotron radiation in the
photon energy range of 19, — 420 eV. The lowest four states of the pyridine radical cation,

namely 2A2(1 1),

£
1(79{' ]), 2B1(2b171), 2Bz(Sb[I), were studied in detail using various

high-level electroni¢ structure calculation methods. The vertical ionization energies were

establishedwusing the equation-of-motion coupled-cluster approach with single, double and

_12 n orbitals, electron density difference plots, and a second-order perturbation theory
treatlsent for the relaxation energy. Strong orbital relaxation and electron correlation effects
S w\ shown to accompany ionization of the 7a; orbital, which formally represents the
nonbonding o-type nitrogen lone-pair (nc) orbital. The theoretical work establishes the

important roles of the m-system (m-n* excitations) in the screening of the no-hole and of the

 Email: atrof@math.isu.runnet.ru, abtrof@mail.ru



http://dx.doi.org/10.1063/1.4986405

AllP

| This manuscript was accepted by J. Chem. Phys. Click here to see the version of record. |

Publishing relaxation of the molecular orbitals in the formation of 7ai(nc) " state. Equilibrium geometric

parameters were computed using the MP2 (second-order Mgller-Plesset perturbation theory)
and CCSD (coupled-cluster singles and doubles) methods, and the harmonic vibrational
frequencies were obtained at the MP2 level of theory for the lowest three cation states. The
results were used to estimate the adiabatic 0-0 ionization energies, Wl?él were then compared
to the available experimental and theoretical data. Photoelectron dni %\Parameters and
photoionization partial cross-sections, derived from the experi er%tra, were compared
to predictions obtained with the continuum multiple scatteri proach.
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Publishing I. INTRODUCTION

_—
renorm

Pyridine (Figure 1) is an important heterocyclic molecule, and is closely related to
benzene and more complex six-membered nitrogen-containing aromatic molecules. Such
molecules occur as structural units in many biological compounds. Hence, an understanding

of the electronic structure of pyridine is essential to many fields’ of organic chemistry

photon source, provides an ideal means of exploring le‘(yar electronic structure. The

including biochemistry, medicinal and pharmaceutical chemistry."

Photoelectron spectroscopy, especially when carried outywvit continuously tunable
results obtained from such experiments can be interpreted-with*the help of quantum chemical
calculations. The latter can be performed using various pro)imate computational schemes
ranging from Hartree-Fock (HF) theory (Koopmans! theorﬁn) to highly sophisticated methods

aiming to eliminate shortcomings of the one<electr aplp'['oximation.3 The improvements with

respect to the Koopmans level of theory aNa i1scussed in terms of two effects, namely
orbital relaxation and electron correl tion.%s orbital relaxation (i.e. the response of the
electronic structure to a hole created %ﬁccupied orbitals) can be accounted for using HF
calculations performed separatel Nl initial and final states [the so-called delta self-

consistent field (ASCF) approa\hctron correlation can be treated only through methods

going beyond the HF lével ofitheory.
Orbital rel ati(}n d selectron correlation are treated consistently in the Green's
propag

function (elec(&én a,t{'_)r) methods.** Here, computational schemes within the algebraic-
diagramm ie)cons ction (ADC) approach’'' have proved to be very useful, ™" %'

especially the third-order ADC schemes [ADC(3)] using the Dyson equation,”™ or a more

direct -/Dy§0n framework.”!! Results of a similar quality can be obtained in many cases

using th% closely related two-particle-one-hole Tamm-Dancoff,” 3+,'* and nondiagonal

ized second-order'> methods, as well as the simpler outer-valence Green's function
VGF)"'*'® and partial third-order quasiparticle'"'® diagonal self-energy methods.

"% Reliable results for ionization potentials (IPs) can also be obtained within the

framework of the equation-of-motion (EOM) coupled-cluster (CC) theory (EOM-IP-CC)"*!

at the level of singles and doubles (CCSD) and higher CC models,” or by using the
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PUb”Shing theoretically equivalent symmetry-adapted cluster configuration interaction (SAC-CI)

method.”® Accurate predictions of ionization energies for the lowest cationic state in each
spatial symmetry are possible when separate CC calculations for the neutral and cationic
species are performed (ACC approach).

The methods mentioned above normally yield consistent 4 , suitable for the
unambiguous interpretation of valence-shell photoelectron spectr e@?‘[f%certain difficult

cases where the theoretical predictions diverge. One such example congerns the two lowest

awre close in energy, and

states, “A;(nc”") and *Ax(n"), of the pyridine cation. Th

24-39

their vertical ordering has not been established conglusivel her experimentally or

35,40-48

theoretically, ased on experimental evidence,

5

although there is a general cq;ensu
that the A;(nc™") state is at least adiabatic ow‘)he *Ax(n") state. The calculated
| -
s con

ionization energy of the *A(nc') state yani iderably, depending on the theoretical

treatment, whereas the results for the > (i& are more stable.
cg

rate energy levels, due to the ionization of non-

Similar effects concerning neatly, dege
bonding no-type lone-pairs (LP{gr;d -orﬁ’cals, has been observed in other heteroaromatic
9-51

1 e

- 5
\ m

. . 50.5 . . . .
nitrogen atoms. In thymine,”” % uracil, and the uracil derivatives,

belong to the oxyge:%; tside the aromatic ring; and in guanine’'”">® the LPs have a
mixed nitrogen-oXygen‘charagter.

Anothe imx)\r‘[a\'G 's{ue related to the theoretical treatment of the nearly-degenerate nc-

molecules, such as adenin % and purine,”® where the LPs belong to the

3456 the LPs involved

T pairs i t}% the no- and m-states are initially always strongly separated at the HF
(Koo an/s' thegrem) level of theory, but merge together when a more accurate treatment is
employed: h{ shifts in the HF ionization energies are non-uniform, and are much larger for
th nc-le§els than for the m-levels. This effect is more pronounced in the propagator

-

resu1$f35’47’48’ 205359 than in those employing the EOM-IP-CC approach.”

S Previously, the ionization of pyridine has been studied theoretically by Suzuki and
-

Suzuki,*" using the continuum multiple scattering Xo. (CMS-Xo) method, by Wan et al.,*

and Kitao and Nakatsuji,* using the SAC-CI method, and by Plashkevych et al.** using

Kohn-Sham density functional and transition potential methodology. Yang et al.** used the
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PUb”Shing direct static exchange approach, which takes cross-section effects into account, to investigate

the photoelectron spectra of pyridine and some of its derivatives. Lorentzon et al.** computed

the lowest ionization potentials using second-order complete-active space perturbation theory

(CASPT2). Walker et al.* studied a large number of cationic states spanning the entire outer-
4

valence energy domain using multi-reference configuration interacti

ethods with singly
and doubly excited configurations (MRD-CI). The ionization s@f pyridine has also
or

35,47,
an

1988, has been provided by Innes et al.** Many of th early S

been treated using many-body Green's function techniques.

A comprehensive review of the corresponding expe , carried out prior to
ies focused on identifying
the molecular orbitals giving rise to the first twofbands ¢ photoelectron spectrum. The
outermost band in the Hel excited photoelectr gatiuba” 3% observed at binding energies
between 9.2 and 10.2 eV, is predicted to, comespond to ionization from the 7a;(onrp) and
lay(m) orbitals. This band is partially o er@y he second band, centred around 10.5 eV
and due to the 2b;(m) orbital ioni %\s{d shape considerations led Gleiter et al.* to
associate the 7a; and la, orbitals with\the Eghest occupied molecular orbital (HOMO) and
HOMO-1, respectively, al oug“\x'g et al.,”’ based upon fluoro-substituent effects,
preferred the reverse orderin&

Another experimental approach which is often useful in assigning a particular molecular

orbital to a spe€ific sohotoelectron band involves measuring the photoelectron angular

distributions.@d'q{e was used in the Hel excited photoelectron study performed by
%11.29 t

Utsunomiya etermine the anisotropy parameters, as a function of binding energy,
t bands of pyridine and dimethylpyridine. For the dimethyl substituted

lecule, efmolecular orbital sequence is well established. A comparison between the

tropbparameters for dimethylpyridine and those for pyridine resulted in Utsunomiya et

al. aésigning the lowest ionization in pyridine to the 7a; orbital.

S Photoelectron angular distribution experiments have also been performed by
.y

Piancastelli et al.>' employing synchrotron radiation. Their measurements showed that the
anisotropy parameter for the high binding energy region of the first band increased more

rapidly as the photon energy increased from 13 to 27 eV than did the anisotropy parameter for
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Publishi NE the low binding energy region. Since a rapid increase in the value of the anisotropy parameter

is typical for electron ejection from a m-orbital, Piancastelli et al.*' associated the low binding
energy region of the first band predominantly to contributions from the 7a;(oxrp) orbital.
Similar conclusions were reached by Berg et al.** using multiphoton ionization.

Subsequent experimental studies include photoelectron spectraZZ

miwith Hel”** or
synchrotron®° radiation, a resonance-enhanced multiphoton i iz&n study,”” and mass

analyzed threshold ionization (MATI) investigations.*®*’ The emphasis ef these recent studies

lay in obtaining an improved understanding of the spect c@' roperties of the pyridine

cation. In contrast, the valence shell photoionization d amics ga not been investigated in a
detailed manner, either experimentally or theoreticdlly.

The results from earlier calculations ha ;gb'weil?lany of the bands observed in the
photoelectron spectrum to be assigned but, astalreadyymentioned, inconsistencies remain with

respect to the position of the *A, (nc%{&o some of the other states. The difficulty

concerning the “A;| (no ") state is related to“a more general issue regarding the ionization of

no-orbitals in heteroatomic molécules. The present work addresses this issue by analyzing the
\

lowest o- and m-type catio% pyridine in terms of orbital relaxation and electron

correlation effects. We use the C(3), OVGF and EOM-IP-CC methods and present an
analysis of relaxatiofi energies based on second-order perturbation theory, together with
electron density differénce ‘plots, and Dyson molecular orbitals. We also measure valence

shell photoe@{s{‘ ér distributions and photoionization partial cross-sections, and
Xperi

compare these ental results to theoretical predictions obtained with the CMS- Xa

approdch, t}) help characterize the photoionization dynamics.

4

—
I% AND COMPUTATIONAL DETAILS OF ELECTRONIC STRUCTURE
“CA LATIONS

§The computation of the energies and photoelectron intensities of the outer- and inner-

S valence vertical ionization transitions of pyridine was based on the ab initio Green’s function

(GF) electronic structure methods as used in our previous studies of halogenated benzenes'"'?

and other heterocyclic molecules.”***>>” More specifically, the ADC(3) scheme for the one-
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PUb”Shing particle Green’s function®® was employed. For the outer valence orbitals the less rigorous but
more economic OVGF method”'* was also used. The results of the calculations were
analyzed with the aid of Dyson molecular orbitals for the lowest four ionization transitions.
The electron density difference maps for HF and coupled-cluster doubles (CCD) densities
were plotted, and the second-order perturbation-theoretical treatmentZ

(\Kelflxation energy
was employed to obtain a better insight into the electron corre ti@and orbital relaxation

effects in the ionization of these orbitals.

particle Green’s function

D
A. Third-order algebraic-diagrammatic constru@oach to the one-
S

In the ADC(3) scheme for the one-particle{Green’ ction,” the vertical ionization

energies and the corresponding transition prob ilitie@e obtained as the solutions of the
Hermitian eigenvalue problem: \\
BX=XE, X'Xx=1, E\ (1)
he 1

where the matrix B 1s defined aceord ~
£+X(0) (U g\

B=| U’ (K+(>x\\o~\

U ‘0\ (K+C)

Here ¢ is the diagonalmatrix of the HF orbital energies, and X(0) is the constant part of the

2)

\' ié are defined with respect to the space of one-hole (1/4) and one-

self-energy. Q( qua
particle ( )@ﬁgur ions with respect to the HF ground state. The matrices (K +C)* and
U* a r&%&%o as matrices of effective interactions and effective coupling amplitudes,
regpectively. TPheir definition involves configuration spaces of two hole-one particle (24-1p)
an two}article-one hole (2p-1h) configurations, indicated by “minus” and “plus”
ﬂs-:lpenicripts, respectively. The elements of the (), (K+C)", and U* matrices have the
\ fo\ of the finite perturbation theoretical (PT) expansions through third order with respect to
the residual electron interaction beyond the HF picture. In the present version of the ADC(3)
method, the constant part X(c0) is treated at least through fourth order according to the

procedure described in Ref. 6, which significantly improves the quality of the results. The
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Publishing specific form of the matrix B originates from the treatment of the Dyson equation in which

the ADC representation of the dynamic self-energy part, X(®), is used. The fact that the
(N-1)- and (N+1)-electron spaces are coupled is a consequence of the Dyson equation

. . . 3,59,60
connecting respective parts of the Green’s function.™

The eigenvalues e, (E,, =e€,0,,) of Eq.(l) are the negzwmal ionization
energies e, =—(E) ' —E,) and electron affinities e, =—(E, — &, ”) of the system under
consideration. They are the poles of the one-particle Green’s fanctionin its spectroscopic
representation. The corresponding residues are defin ja)..é”k)xq")* products of the

eigenvector components x(p”) =X ,,. The quantities ()"7? also referred to as spectroscopic

factors, define, for ionization, the probability of finding inal ionic state “PnN 71> in the

form of a pseudo-state a, “Pév > , produced by4the dd;D ejection of an electron out of the
-

molecular orbital ‘(pp> in the initial statew cre a, is the appropriate destruction

operator):

\

(n) _ [\@N-1 N
= (W) a, | d). » 3)
The spectroscopic factors ;") (algo n as Feynman-Dyson amplitudes) allow one to

evaluate the "pole strength" P,sgwhich is used as an approximate measure of the relative

N
,/\ (4)

rformed over the whole range of molecular orbitals (MOs).

Int QC(?») method, both e, and xg’) are treated consistently through third order of
PT re$pect to the main photoelectron transitions (producing cationic states of 1k-type).

The photoeleétron satellite states characterized as 2A-1p excitations are treated consistently

ated by such transitions. Nevertheless, the ADC(3) method allows a fairly reliable

~onl ro)gh first order, so that a less accurate description is afforded in spectral regions
e

\J

description of cationic states characterized as strong 14/2h-1p mixtures. Such mixtures are
often encountered at higher ionization energies where a "break-down of the one-electron

picture of ionization" may occur.* This capability is not only important for an adequate
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PUb”Shing description of the inner-valence region of the ionization spectra, but also for the treatment of

heterocyclic molecules (which includes pyridine) where an early onset of the "selective"
break-down phenomenon, characterized by the strong redistribution of intensity from the
inner n-type MOs to various satellites, has been observed.®":*

In general, the ADC(3) method takes into account all physical ts, such as electron
correlation in the initial and final states, and orbital relaxation; elev%omzatlon The
computational procedure of the ADC(3) scheme is size- con31ste can be implemented

as an n° scaling of the computational effort, where n is ber of molecular orbitals

(disregarding here the improved fourth-order treatmen of Y () )« This represents one of the

best trade-offs between computational effort and t@etic curacy available today.
B. Dyson orbitals \md “
The Dyson orbitals (DOs) ¢, (1;) akkl % as overlaps of the initial N-electron

ground-state wavefunction “I’O > and th \"(W—l) electron wavefunction “{’N 1> for the

Q§>Q (g% ) Ay (5)

where the integration is perform

n-th state of the cation:

1
¢, (x))=(N)2 [ W (xg,

over the space-spin coordinates x; of (N-1) electrons. Eq.

(5) can be rewritten using the econd-quantization formalism as follows:

%& Nz

where thess natl is performed over all available HF orbitals ‘(0p> The expansion

?,); (6)

(n)

, readily identified as the spectroscopic factors (Eq. (3)) of the one-particle
/

electson rom the molecule. From Eq. (6) it is also clear that in the HF approximation (where

QL5 on)> the DOs ‘¢p> coincide with the canonical HF orbitals ‘¢p> = ‘gop> . For correlated
methods, the DOs are linear combinations of the HF orbitals; usually there is a single
dominant term when there are no closely lying interacting cationic states, and the one-electron

picture of ionization holds.
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The following important relation can be obtained for DOs:
(#ld,)=2 15" P =P, (7
P

This implies that the norm of |¢n> is given by the pole strength P, of the corresponding
transition. According to Eq. (3), the spectroscopic factors, and t the pole strengths,
decrease when the 2/-1p character of “Pf,v ’1> increases, as is the/asewhen the one-electron

picture of ionization breaks-down.* In such a situation, the DOS\are n onger appropriate for

the analysis of changes in the electronic structure upon i iz@n. Even if 2A-1p admixtures
~—

do not compromise the one-electron picture of ionization, the ective changes are hardly
reflected by the DOs. This shows the limitation; of the,DOs" with respect to e.g. such an

important effect as orbital relaxation, manifesting f b‘y)’Zh- 1p admixtures in the final wave

. 566 -
function.”™

The Dyson orbitals can be used @ivarious ionization related phenomena,®”

! as well as for the visualization of the resuits of the Green’s function calculations.*> In the

present study we employ Dyson Kbitah analyze the ADC(3) results for pyridine.

C. The electron density éﬁireqron density differences

Another option z«a%: the“changes in the electronic structure upon ionization is to

consider the manygelectron density differences. The initial N-electron ground-state density

2

function p" (r )is ﬁ/ned/according to the well-known expression:’

2
5&[ \P(])v(l'l,sl,l‘z,sz,...,l‘NSN) dl‘z.dI'N 5 (8)

wher ‘P$> as

rlier is the ground-state wavefunction; the integration is performed over the
space* coo 'Jétes r, of (N-1) electrons and the summation is performed over all spin

A£00 'nat; s;. Analogously, the final-state (N—1)-electronic density can be written as:

_ _ 2
Sp,? 'm)=N-1 Y ”‘PN N, 80,1580, Py Sy_p) | dry...dry 9)

S 5].--SN -1
-

where “P,I:[ _1> is the wavefunction for the cationic state under consideration and the
integration is performed over the coordinates of (N-2) electrons.

The density difference function Ap™"", defined as

10
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Ap, M ()= p, " (1) = py (1), (10)

shows the changes in the electron density upon ionization. In contrast to the Dyson orbitals,

N-1/N

Ap, is not affected by the limitations with respect to 24-1p admixtures, and correlated

wave functions of arbitrary complexity can be studied. In the pr?ént work, we inspect

N-1/N

Ap, to qualitatively investigate orbital relaxation and electro bﬁ{aﬁon effects in

pyridine, using densities computed at the CCD level of theory.

The electron density differences provide a possibility, Mg different theoretical

approximations. By comparing the cationic electron densiti cmuted using the HF and

ASCEF approaches the changes due to the orbital relaxatign, Aﬁ‘v -1{rel) (r), can be isolated and

analyzed: L ,)
) N

Ap}i\/-l(rel) (r) = p,i\/-l(ASCF) (r)— p}iv-l(HFK\r

Similarly, when the ASCF elecq]}e\\gity or a cationic state is compared to the

density computed using the CCD<{approach _based on relaxed ASCF orbitals (within the

(11)

unrestricted HF framework), a dénsity di ference function of the form

Ap,i\/-l(cor)(r)z przlv-l( Dx(*)_\n (ASCF)(r) (12)

allows for an insight into‘the role of the electron correlation effects.
To display Ap(r) ,"which depends on three spatial coordinates, we use two-dimensional

contour plots/w tW(ycoordinates are varied and one coordinate remains fixed). As

£
h
sections v@ plane of the pyridine ring and the parallel plane 0.5 A above the
ne.

molecular
Secon {der perturbation theory for the relaxation energy

£
N N4s h‘nentioned above, the ASCF approach allows one to fully recover the relaxation

enerér. The ASCEF results can, in turn, be analyzed by perturbation theory (see Refs. [66,73]

S Qd references cited therein), providing useful insight into the nature of the relaxation

Processes.

11
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The starting point here is the assumption that the ASCF result for the IP of the 4-th
orbital can be expressed as the Koopmans' result (neutral ground-state HF orbital energy ¢,

taken with the opposite sign) corrected by subtraction of the relaxation energy AE[ .66
IP, (ASCF)=—-¢, — AE}. / (13)

The relaxation energy AE; for the k-th orbital through second ord &SM one half of the

screening energy AE (k) for that orbital:®
R __ l N \
AE{ = AE* (k) +0(3). ) (14)

Here and further on O(3) denotes the remainder of pert rb‘;{ionsse ies beyond second order.

The screening energy AE®(k) can be expresged-as the.didgonal matrix element of the

so-called screening operator Apk defined with s&rt@ k-th orbital.®® The perturbation
)

r\
(kk | ai)

AE® (k) = (k|Ap, k) =2 (2 (k ' ak))(

i#k,a a i)

expansion for AE® (k) through second ord

+0(3). (15)

Here, i and a denote occupied a uno}i'ed orbitals, respectively, in the HF ground-state.
The Coulomb two-electron atrix\ﬁw\e s (pq|rs) are given in the “1122” notation, and ¢,
denote the HF orbital energi&@hd further on in this section the expressions are given in
the spin-free form w re.th}slmmation over spin variables has been performed so that only
spatial orbitals come iI}O

For furt?é use Teanfbe convenient to rewrite the relaxation energy as follows:

AE —§ S(k,1a) +0(3). (16)

In Eq. 6feac term S(k,ia) consists of the two parts:

S(ky'a =S8,(k,ia)—S,(k,ia), (17)
Eher
S, (k,ia)=2M, (18)
\ ~ (8(1 - gi)
and

_ (kk | ai) (ki | ak)

S, (k,ia) @ —2)

(19)

12
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Publishing Here we also note that the matrix element (kk | ai) can be considered as the matrix element

<i|j . |a> of the familiar Coulomb operator .J, for orbital £.

E. Details of the computations
The ADC(3) calculations were performed using the origin?/ code™ linked to the

Gamess ab initio program package.”” The cc-pVDZ basis set’® wi ‘Sjrteﬁ representation

of the d-functions was employed in the calculations of the spectral prefiles. Additionally, the
vel usi
T~

low-lying ionization transitions were computed at the ADC(3) ng the cc-pVTZ basis
set.”® Block-Davidson diagonalization techniques weré used in,_the evaluation of the most
prominent transitions at lower binding energies. The‘_l?l -Lalizos procedure was applied in
the generation of the entire spectral envelope; there‘by allowing low-intensity satellite

contributions to be taken into account. Thegheoreti al‘"spectral profiles were constructed by

convoluting the ADC(3) energies with N of 0.4 eV FWHM (full width at half
maximum). <=

The ground-state geometr'cal\§&m{¢rs of pyridine were obtained through a full
t

geometry optimization using, MP \N together with the cc-pVTZ basis sets.”® The MP2
calculations were carried out us aussian package of programs.”’

Several basis set§ weresed in the OVGF calculations.”'® Besides the cc-pVDZ basis,

allowing for a condpariso

£
D, T Q,5) a?(aug-

—p%Z (n =D, T, Q) correlation consistent basis sets’® with spherical
representa '0&.31“ d-functions were also used.

f the OVGF and ADC(3) results, the hierarchy of cc-pVnZ (n =

e en-core approximation was adopted in the ADC(3) and OVGF calculations,

that is, e/ car})on and nitrogen K-shell orbitals were not correlated. This frozen-core model

has been Sdo ted in the notation of the molecular orbitals throughout this paper.
o results of the OVGF calculations allow the convergence of the ionization energies
ith fespect to systematic improvements in the basis set to be studied and to extrapolate to the

CBS limit. Here we use the three-parameter exponential formula:”**

E(n)=Ecps+Be™", (20)

13
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PUb”Shing where 7 is the cardinal number of the basis set (2, 3, 4, 5 for D, T, Q, and 5 sets, respectively),
Eqps 1s the estimated ionization energy for the CBS limit (as n — o), and B, y are further
parameters found by fitting Eq.(20) to the computed energies FE(n). This type of
extrapolation is known to provide sufficiently reliable results,”®*® although some other
techniques can be more advantageous for extrapolations of the ionizaz nergies.®’

The outer-valence vertical ionization energies were also c@ the EOM-IP-

CCSD method,'”** as implemented in the Q-Chem program packagés! The aug-cc-pVTZ

basis set’® was used in these calculations. ‘) —~

The restricted Hartree-Fock (RHF) and unrestri ted Hai -Fock (UHF) calculations

were performed to obtain HF, RHF/ASCF, aQt:U SCF ionization energies. The

calculations were carried out using the Gafigsiaf, aChem,gl and Gamess’> program
L
to the'l

packages. In the ASCF calculations, in addit1 A, ground-state of neutral pyridine, the

2A1(7ar), 2Ax(1a:7Y), 2Bi(2bi ), 2By bLQS of the pyridine cation-radical were also

considered. \
In the “A”-approach, the tQtal en ies of the initial and final states are computed, and

the transition energies are ej@ total energy differences. In the present work the
energi

A—approach to ionization was applied at the AMP2 (second-order Moller-Plesset
PT), AMP3, and AMP4 levels, as well as by using coupled cluster methods at the ACCD
(coupled cluster doubles), ACCSD, and ACCSD(T) (singles and doubles with perturbative
treatment of ( es) le ls/. The calculations were carried out using the Gaussian’’ program
within the/lUHF and frezen-core frameworks.
he }O -CC calculations of vertical ionization energies were carried out using the
followin odels: CCSD, CC3 (CCSD model with approximate treatment of triple
_f‘:z( i ati0n§), CCSDT (the full coupled cluster singles, doubles and triples model). Whereas
%’ZFSD and CCSDT calculations were done within the EOM-CC approach for ionization
energies (EOM-IP-CC),""** for the CC3 calculations the EOM-CC approach for the excitation
e\nergies (EOM-EE-CC3) was employed in which the continuum orbital approximation®
allows for the evaluation of ionization energies. The EOM-CC calculations were performed

with the CFOUR program® within the frozen-core framework.
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In order to obtain the adiabatic and 0-0 transition energies, the geometry optimization
for the %A (7a; "), *Ax(lay™"), B1(2b, "), and “B,(5b, ') cationic states was performed at the
MP2 and CCSD levels of theory using the cc-pVTZ basis set. The geometry optimization for
the “B,(5b,") state carried out using the UHF-based MP2 method failed. Regardless of the
initial guess, large gradients were obtained which caused a redz of the molecular
symmetry to the C; point group. All cationic states then fal@ne irreducible
representation, and the variational UHF method converges to_theMgweStgtate 2Az(lazfl). The
optimized geometric parameters for the “As(lay') st ‘vang\the efore obtained. The
equilibrium electronic ground-state geometry of neutra@;: s also computed using the

M

same methods for a reference. For all states where imized geometric parameters
could be obtained, the harmonic vibrational frégue ies‘aere evaluated at the MP2 level of

L
theory. The calculations were carried out uw ussian’’ program within the UHF and

frozen-core frameworks.
\
The second-order perturbatio Lbe»ory r the relaxation energy, presented in Sec. IID,

was implemented as a supplemént to oufr ADC software.” The calculations were performed
using the compact 6-31G* b iggw) implify the analysis of the results.

The Gaussian Cube utility “ayas used to generate the total electron densities p(r) and
the electron density differencés Ap(r). The Ap" " (r) function (Eq. (10)) was evaluated at
the CCD level @f thgory within the UHF and frozen-core frameworks. The ApYeeh
function (Eq ) wa {nerated from the RHF/ASCF and HF densities. The latter were
obtained fa]yws: the neutral ground-state HF orbitals were given as the initial guess for the
cationiC-state REF calculations and the SCF procedure was terminated before the onset of the

£
iterations. hef, ApY 1€ function (Eq. (12)) was obtained using the CCD and UHF/ASCF

ities.&‘he cc-pVTZ basis set was used in these calculations. The GaussView program®

was éjnployed to produce contour plots. The contour values suggested by GaussView, 0.001,
0.002, 0.004, 0.008, 0.02, 0.04, 0.08, 0.2, 0.4, 0.8, 2, were adopted. The Molden software®®
-

was used to plot the Dyson orbitals computed by our one-particle Green’s function program’*

at the ADC(3)/cc-pVDZ level of theory.
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F. CMS-Xa calculations of photoionization cross-sections and photoelectron
angular distributions

Photoionization dynamics calculations were performed using the CMS-Xa. approach,
following procedures similar to those described previously.®”** Briefly, a model potential is
constructed using overlapping, spherical atomic volumes, placed at centres determined from

4

wled (x0.85) as

previously described.® We then iterate to achieve a self-consist g}und state potential in

the MP2/cc-pVTZ optimized geometry, with atomic radii selecte

which the exchange contribution to an effective one-electron potential is represented using the

Xa local density approximation. A final state cation poter%dng the correct asymptotic
t

-y
Coulombic form was subsequently generated from this \ground %a neutral potential. Electron

wavefunctions, expanded in a symmetry adaptedbasis o rical harmonic functions, and

with radial terms obtained by direct numerieal inteér tion, are then obtained in these

potentials and used to construct the electric*dipole photoionization matrix elements in an
AN

independent electron, frozen core app ma.kFinally, photoionization cross-sections and
re C

photoelectron anisotropy paramete ws puted from these matrix elements, and thus

™
represent ionization of a fixed gégmetryjnon-rotating, non-vibrating molecule.

The spherical harmon Mxpansions for the initial neutral state were truncated at

values, [, of 5, 2 and-l_in, respectively, the outer molecule region, the non-hydrogenic
atomic regions, and’the hydrogen atoms regions. For the final continuum state, the outgoing

é;ed }‘nto higher /-waves by the anisotropic ion potential, and so the

electron can ?}‘ S
correspond'itru\lc{ion 1mits were extended to /,,.. =9, 4, and 3.

. E RINF TAL APPARATUS AND PROCEDURE
—

Photoelectron spectra of pyridine were recorded using a rotatable hemispherical
“electron-energy analyzer and synchrotron radiation emitted from the Daresbury Laboratory
orage ring.* Detailed descriptions of the monochromator” and the experimental procedure

have been reported.”’
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Publishing The photoionization differential cross-section in the electric dipole approximation
assuming randomly oriented targets and electron analysis in a plane perpendicular to the

photon propagation direction, can be expressed in the form

E4n

do ZM{1+%(3P00526+1)} / @D

where Gl 15 the angle-integrated cross-section, f is the photoel tr%h&opy parameter,

0 is the photoelectron ejection angle relative to the major polarization axis and P is the degree

of linear polarization of the incident radiation. At each p to‘rbrlsfg » photoelectron spectra

were recorded at 0 = 0° and 0 = 90°, thus allowing the fanisotro arameter to be determined

once the polarization had been deduced. The degiee o}arization was determined by
L

recording Ar 3p and He 1s photoelectron spect nEDon of photon energy, and using the

o
well-established p-parameters for these gase$. >

The spectra were analyzed byﬁ}“ithe binding energy range into the regions
e

specified in Table 1 to obtain otg%l ctrn anisotropy parameters and B-independent
branching ratios. The branchinQ&\a\sf)eciﬁc region is defined as the intensity in that
particular region divided by Q\‘oga"\ﬁue intensity in all the energetically accessible regions.
Since the binding energies for e of the orbitals are very similar, the corresponding

photoelectron band: erlap fo some extent, and for these bands a complete separation

between the ionicistates is not:possible.

The bé&b%ra 10s (not shown) for the outer valence shell were used to derive

absolute @n\izaﬁon partial cross-sections (regions 1 — 8, Table I) as follows. First, the
tal

absol%\@
p otoabsorpti

“absolute photoionization partial cross-section for a particular region (Table 1) was then

toionization cross-section was obtained as the product of the absolute

=) \ro

cross-section” and the photoionization quantum efficiency.” Secondly, the

deterhmined by multiplying the appropriate branching ratio with the absolute total

S photoionization cross-section.
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Publishing IV. RESULTS AND DISCUSSION

A. Pyridine molecular orbitals

According to our HF calculations, the ground-state valence-shell electron configuration

of pyridine can be written using C,, point group notation as

Inner valence: 1a12 2a12 1b22 3a12 2b22

Outer valence: 4a;” 3by” 5a,> 4by” 6a,° 1b;% 5by” 7a,% 2b,° 1a 3\
where the core orbitals are excluded from the orbital numbering'scheme, The character of the
outer-valence orbitals can be understood from the Mul ehtomi populations given in
—
Table II. o
The MOs can be assigned as o- and n-typ&:s 1Ssusual for aromatic molecules. The

aromatic system comprises three m-orbitals (lb,, 2br, T@z). A characteristic feature of the

o
pyridine molecule is the non-bonding G-typN%;‘ orbital of the nitrogen atom (7a;). This

orbital appears in the spectrum at a lo bm energy, although the exact location remains

uncertain. According to the Mulliken populations (Table II), the nonrp orbital shows a

substantial localization on nitrogen, a gh'some of the electron density is delocalized over
&

W

are essentially o-type bondinhfals with significant delocalization over the ring and

hydrogen atoms. \

B. Vertical ionization energies
The

the hydrogen atoms. The other o rming the outer- and inner-valence shells of pyridine

nﬁﬁw intensities of the vertical transitions belonging to the outer-valence

ionization spectrum, computed using various methods, are listed in Table III.

sults are obtained using the HF, OVGF, ADC(3) and EOM-IP-CCSD

ﬂ
thods 1§ mbination with the cc-pVDZ and aug-cc-pVTZ basis sets. Experimental values
iven for comparison.

the basis set effect can be studied in more detail using the data given in Table IV,

S comparing the OVGEF results for the aug-cc-pVnZ and cc-pVmZ series up to n = Q and m = 5.

Since the accuracy of the OVGF results above 16 eV is not sufficient for a reliable

extrapolation, due to increased configuration interaction effects in this energy region, the data
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Publishing  for the Say, 3b; and 4a,; orbitals were not included. Beyond the cc-pVTZ level, the results are

nearly converged, so that the cc-pVTZ and aug-cc-pVTZ sets can be used for a stringent
comparison with both experiment and between different theoretical schemes. The cc-pVDZ
basis set, on the other hand, is more appropriate for a qualitative description of the spectrum
yielding ionization energies typically 0.25 eV below the basis set lim/J

Considerable corrections to the HF ionization energies cane @m results of the

correlated methods for almost all states. Exceptions are the“ignization energies of the

outermost m-orbitals, 2b; and la,, which are surprisingly stable vith respect to the theoretical

treatment used. There are two groups of orbitals, (1a, ‘2%1, a)and (5a;, 3by), where the

energetic ordering changes with respect to the HF predictions’when more accurate methods

are employed. Limitations of the one-electro p x}ié)don also play a role in the 1b, ",

3b,”!, and 4a,”" states, where reduced intensw(t» corresponding transitions are predicted

at the ADC(3) level. Here, configur iou@ ion in the final cationic states becomes

important, and the HF and OVG me%ho are no longer strictly appropriate. This, for

example, can be seen in the larg€ discr an?y‘ between the OVGF and ADC(3) results for the
X

3b," state, which otherwis@ mutual agreement. Typically here the presence of

satellites, acquiring their intensity, from the respective 14 main state, can be expected.’

Overall, the one-paﬂ@)e of ionization® holds to a good approximation over the entire
outer-valence region. /
he presg

&

In genej nt ADC(3), OVGF, and EOM-IP-CCSD results are fairly consistent
with the pe@l\enﬁﬁata. Disparities, such as those for ionization of the 3b, and 4a, orbitals,
can most 13(6 e explained by the possibility that the measured peak positions do not strictly

teh, th ertital ionization energies. The two quantities can deviate from each other due to
extended §ibrational progressions and overlapping spectral structures. As already mentioned,

—
the ﬂsst band in the photoelectron spectrum encompasses two closely spaced transitions due

S to lay(m) and 7a;(on Lp) orbitals. In view of the error margins in the computational results
.y

(Table III), the correct energetic ordering of these states becomes an issue. Whereas the
ADC(3) and OVGF methods predict the state ordering to be lay(m)™" followed by 7a;(on )

at slightly higher energy, the EOM-IP-CCSD calculations indicate the reverse order.
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C. Cationic states ?Aq (7a1'), ?Az (1a2"), 2B (2b17"), and 2B, (5b,™")

The lack of agreement amongst the theoretical methods with respect to the low-energy
part of the ionization spectrum calls for further attention. To address this issue, in Table V we
list the results for the four lowest vertical ionization energies obtai in the present work
using different computational approaches, as well as those from eﬂ’)h(’nqies.3 5404246 Ag
can be seen, the difficulty arises mainly from the large variation i the estimates for the
nitrogen LP orbital, 7a;(oxLp), Whose ionization energy de n&%tron on the method used.

The 7a;(onrp) ionization energy, being gros§ly«overestimated at the HF level
(11.37 eV), is shifted down by 2.73 eV to 8.64 eV _at the RI}F/ASCF level of theory. The
corresponding shifts for the other orbitals, 1a,(m), bl(n)35b2(cs), are less pronounced (0.85,
0.96, 0.86 eV, respectively). As a result, the 7a;( pS'l state moves from the third lowest
place in the spectrum to the second, and l‘)anearly degenerate with the lowest state,
lay(m)”'. The UHF/ASCF method prmitatively similar results, but yields even
smaller ionization energies tha thog?‘t‘ﬁmined in the RHF treatment, due to the lower
energies of the cationic-state O&N e UHF level.

Methods going beyo&\.e\ﬂF level treat both electron correlation and orbital

75}&>Lp)_1 state to a lower energy with respect to the HF value. As a
s

ecomes the second lowest state in the AMP2, AMP3, AMP4,

relaxation, and shift t

ACCD, ACCSBD, O , afhd ADC(3) treatments, and the lowest in the results of the other

correlated ods T Table V. The energy gap between the 7a;(ox1p) ' and lay(m)' states is

ntly*seduced, especially at the ACCSD, ACCSD(T), EOM-IP-CCSD, and CASPT2
levels 0 {eorywhere the two states are nearly degenerate.

=
At tye ighest level of theory (EOM-IP-CCSDT) employed in the present work, the

Q;(GN LP ! state is predicted to lie vertically below the laz(n)_1 state by 0.12 eV. The EOM-

S

SDT/cc-pVTZ results, owing to the high-level of the CCSDT approximation and the
c\c‘-pVTZ basis (Table I'V), provide a very accurate description of the electronic structure.
Using the EOM-IP-CCSDT/cc-pVTZ results as benchmarks for the other computational

schemes in Table V, one notices that the n-states, in general, converge faster with the level of
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Publishing theoretical treatment than do the o-states. According to the absolute mean error and the

maximal errors, the EOM-IP-CC3 and EOM-IP-CCSD results are in best agreement with the
EOM-IP-CCSDT benchmarks. The CC3 model is clearly superior to the CCSD method with
respect to the “difficult” 7a;(oy LP)_1 and 5b, ((5)_l states, while for the st-type states the two
schemes show roughly equivalent performance. The ACCSD(T) 5(4 shows nearly the
same numerical performance as that for the EOM-IP-CCSD s@y larger mean
absolute errors of 0.1-0.2eV occur for the ADC(3), OV and_ ACCSD schemes.
Interestingly, the OVGF results appear to be somewha Q.&u ate than the ADC(3)
results. As expected, the simple ACCD model is the 1 st satisfa ry among the CC and GF
methods. It is noticeable that the ACCD ioniza@c:;ene igs are almost identical to those

A

obtained using the AMP3 scheme. The accuracy, a decD)y the AMPn schemes is relatively
poor in comparison with the CC and GF metheds. A better level of accuracy is attained in the

third-order GF schemes, ADC(3) and V@a so in the CCSD scheme which, however,

is consistent only through second or e.S
Despite the differences i basi$ sefs and geometrical parameters, the results from

tte\‘“
previous theoretical studies% sistent with the present calculations. The ADC(3)

vertical ionization energies obtaingd by Moghaddam et al.*> are systematically 0.2-0.3 eV
lower than the presefft, ADC(8) values (Table V). For the n-type states, 1a,”' and 2b, ™, the
ADC(3) results® dre very similar to the SAC-CI data of Wan et al.* However, for the o-type
states the verfical ioni tlén energies obtained in the latter work are somewhat too small.
Similarly tha;gREX results of Walker et al.** clearly underestimate the ionization energy
of the al(gN Lp)orbital, predicting it to be only 8.84 eV; the overall accuracy is similar to that
ofsthe —Q‘f calculations. The CASPT2 results of Lorentzon et al.*® (unavailable for
ib o) sﬁate) appear to be very accurate and show only minor deviations from the EOM-IP-

CCS?T energies.

S In view of the apparent complexity of the lowest cationic states of pyridine, a more
.y

detailed analysis seems appropriate. First, one can look at the Dyson orbitals, which represent
many-electron effects in orbital form, visualizing the molecular domain left by the emitted

electron (Figure 2). The Dyson orbitals for the lay(m) ™" and 2bi(n)”" states closely resemble
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Publishing e corresponding canonical HF molecular orbitals, both being of typical n-character. The

Dyson orbital for the 7a;(onp) ' state is also rather similar to the corresponding HF MO. Its
lone-pair character is clearly reflected in the characteristic density maximum, directed
perpendicular to the ring plane, at the nitrogen site. For the 5by(c) ' state the Dyson and HF
orbitals describe o-bonding of the N-C,, C;3-C,4, and C-H atoms. /

More information can be gained from the density differen @%aring the total
correlated electron density in the electronic ground state of neh«l\p' ine and its cationic
states. Since total densities cannot be obtained in the A@}j&ch, they were evaluated
using the CCD method for both the initial and final sta s?lz“ig ¢'2). This should be sufficient
for a qualitative analysis. The regions in the dgnsity differénce plots shown in blue are
depleted as a result of electron emission. The s d&fthga areas agrees with the shape of the

o
Dyson orbitals when the phase structure is diSrggarded in the latter.

—

The Dyson orbitals and the density,diffetence plots are equally useful for visualizing
;%Bhiity difference plots, however, also give an idea
Ty

regions of decreased electron densit

of the density redistribution in thie cations due to orbital relaxation and electron correlation. In
re

Figure 2, the regions plott in\a characterized by increased electron population and
reflect the rearrangements taking“place in the cationic states. As can be seen, the areas of

increased density ar@cy located in the central part of the molecule, mainly on the
bonds forming th€ sixsmembered ring. This can be understood in that the remaining density
tends to stren{ the

Th ob%ved rearrangements can also be interpreted as a screening of the positive

nds in the cation-radicals compensating for the loss of an electron.

nodal plabe of the m-orbitals. For states of o-symmetry, A, (7a;”') and “B; (5by"), in
—

contrgst, some increase of electron density can also be seen above (and below) the molecular

\
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Publishing D. Orbital relaxation and electron correlation effects

It has yet to be explained why the ground-state HF orbital (Koopmans' theorem)
provides such a poor description of the 7a;(ox 1p) ' state, necessitating a large correction at
the higher computational levels. It is instructive to note that the ASCF treatment yields quite
reasonable estimates for the relative ionization energies (or spacing) agSociated with the three
lowest states, laz(n)_l, 7a;(on Lp)_1 and 2b1(n)_1. The ASCF sche ﬁ\gy acegounts for orbital
relaxation but disregards electron correlation, which indicate§ that relaxation is a crucial
factor in the description of the 7a;(on 1p)” state. Electr 'c%n, on the other hand,

——

improves the absolute ionization energies by shifting both the neutral ground state and the

cationic states to lower energy. The resulting correctio deﬁngd by these two shifts, is state

G
\D
1. Orbital relaxation \
In order to see how relaxation ¢ @ocalizaﬁon properties of the 7a;(on Lp) and
x

other molecular orbitals, in Table WF>

specific.

are their Mulliken atomic populations in the
-
electronic ground state (closed Is) ‘and in the respective cation radicals (half-occupied

shells). Table VI shows tha&%ﬂik n atomic population of the 7a;(ox Lp) MO changes

dramatically upon ionization. The ‘nitrogen character increases by about 25%, from 62% in

% pyridine cation-radical. The 7a;(on Lp) MO is significantly

neutral pyridine to

more localized on 'trdgety’n the cationic state than in the (neutral) ground state. This can be

seen not onlyé decreased contribution of the carbon atoms, but also in a quite substantial
(7%) dec SA] the contributions of the hydrogen atoms. By contrast, the m-orbitals, 1a(m)
and 2B, (m)¢ hardly change upon ionization, and largely retain their localization properties in
the cation-radical. The localization properties of the 5by(o) orbital change moderately. Here a
~certai dérease of N- and C,- character and the corresponding increase of C;- and Cy-
charagter occurs.

S «. The changes in the total electronic density distribution caused by relaxation can be
visualized by the density difference plots (Figure 3) for the 7a;(on Lp) and 5by(c) orbitals.

Similar plots for the lay(m) and 2b,(m) orbitals, together with above-plane density difference
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Publishing plots for all four orbitals, are shown in Figure S1 in Supplementary Material. These plots

compare the cationic states in terms of the unrelaxed (neutral ground-state HF) density and
the fully relaxed density obtained from the ROHF calculations for the state under

consideration.

For the 2A(7a;") state the density difference surface is Vewé , especially in the
vicinity of the nitrogen atom. This implies that a strong rearrang@lectron density
due to relaxation takes place. When relaxation is taken into accouat, e electron density is
withdrawn from the area surrounding the nitrogen atom, @)ﬂ?her is an increase in the
electron density on the molecular peripheral domains c‘l-l}ding hydrogen atoms and C-H
bonds. The in-plane and above-plane cross—se@ns S a similar relaxation pattern,

although — as expected for states of o-sy try — th‘e)effect is much weaker above the
| -
ent

molecular plane. This description is in agr ith the picture based on the Mulliken

atomic populations given in Table VI, r%a more pronounced lone-pair character for
the 7a; orbital at the level of the ASCE t;xt.

The density difference surfaces Whe\n-states, A, and B, are rather flat (Figure S1),
which means that there is @ed relaxation effect. For the m-states, the density
difference above the molem%&@e has to be considered. It shows density redistribution
patterns similar to thésshapes of the corresponding 1a, and 2b; orbitals. Interestingly, there is
also a notable intplané relaxation effect leading to quite different and substantially more

symmetric dq{ ity redi ré)ution patterns. In both cases, the in-plane electron density is

transferre fr@’h—membered ring towards the hydrogen atoms.

tI‘OI}g in=plane relaxation effects can be seen for the “B,(5b, ') state (Figure 3). Here
the electr deﬁsity is transferred from the bonds adjacent to the C,4 atom to the bonds on the
_c.)\p site sjde of the molecule adjacent to nitrogen. The in- and above-plane reorganization

effecﬁ)s differ somewhat, as can be seen from the respective surfaces (Figure S1).

?Electron correlation

The orbital relaxation effects in the pyridine cation-radicals considered above are

characterized by a strong non-local density redistribution, resembling to a certain extent intra-
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Publishing molecular charge transfer. In contrast, when electron correlation is taken into account the
resulting changes to the electron distribution are essentially local. This is evident from the
characteristic pattern in the total electron density difference maps (Figures 3 and S2 in
Supplementary Material) obtained by comparing the relaxed UHF densities for the cationic
states with the densities derived from CCD computations using the lz rbitals. For all four
states considered here, one sees that electron correlation introd esbhections which
decrease the density on the chemical bonds and increase the density neasatoms. This leads to

a more balanced electron density distribution, comparéd, to case when only orbital

relaxation effects are taken into account, and is ir@e with the earlier findings

concerning the role of the electron correlation effegfs*’
gﬂe tc:}lectron correlation can be seen in

Considerable in-plane density redistributign

| -
the m-states, “A, and *B; (Figure S2). As alw ioned, the correlation induced changes

modify the local bonding situation. T mkplane cuts of the density difference maps do
not facilitate a simple interpretatio i&h@{ly indicate that for both m- and o-type states
correlation related changes in &og‘density arise throughout the entire molecular

environment, including regi s.d{ m the ring plane.
The electron correlation effects for the ionization energies, as obtained by the ACCD

approach, are quite siderable, amounting to 1.57, 1.18, 1.30, 0.81 eV for the Tai(orp) ',

lay(m) ™!, 2by(m) Sby(c) “states, respectively (Figures 3 and S2). These corrections are

roughly of the“same (ér of magnitude as the relaxation shifts (-2.73, —0.85, —0.96,
—0.86 eV re@h), but have the opposite sign (Figures 3 and S1). Except for the
Tai(cf) )ta this leads to a rather effective compensation of the two effects, resulting in
dest o aH/corrections (Figure S3 in Supplementary Material). For the 2A(7a,™") state,

howgver, ~ﬂle relaxation effect is much more substantial than the correlation contribution, so

—

the tStal correction is large (—1.16 eV). The electron density difference maps (Figure S3 in
wSu lementary Material), incorporating both effects, support these findings. One can

-

therefore state that the neutral ground-state HF description of the 61 p MO in pyridine — and
most likely in other heteroaromatic compounds — is inappropriate for the associated cationic

states.
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3. Perturbation treatments

As addressed in Sec. IID, the ASCF calculations can be analyzed by perturbation theory.
The results of a PT2 analysis for the four highest occupied orbitals are given in Table VII.
The ASCF and HF ionization energies are also listed, establishing theg'full relaxation energy,
AE® (ASCF), according to Eq. (13). As can be seen, the PT2 appr c‘h)%q the relaxation
energy surprisingly well. The mean error for the n- and o-typeistatesds only 0.2 and 0.1 eV,
respectively, with AE® being overestimated in the forme aﬁa)unde timated in the latter.
The IPs derived from PT2 and ASCF are in good agreenient as Tl‘.\

The five largest terms in the PT2 expansioni 0 E,f&Eq. (16)) for the 7a;(onrp),
lay(m), 2bi(m), and Sby(c) orbitals are shown in “Cable ‘QSII, together with the dominant S;
terms (Eq. (18)), the (kk |ai) integrals, anddhin(:& gf)ﬁrbital energy differences (the latter

ominaf

two quantities appear in the nominator andN

terms listed in Table VIII shows tha th&\@mous differences between the cationic states
our
O3

or, respectively, of S}). Inspection of the

of onLp-, -, and o-type. According t results, the oy Lp relaxation is driven mainly by the
two-electron integrals of (onap M <n 5

Jonip |n*> type describing the coupling of the
onrp charge to the electron de\tyth'etributed in the m and ©* orbitals. The large relaxation

effect in the 7a;(oLp) #Stateis reflected in the substantial magnitude of that Coulomb integral.
Also, the small mAT* ene.lzjap plays an important role (Table VIII). This finding implies
that the n-sy%p@&nﬁctive role in the screening of the oy p-hole and in the relaxation
accompan 'ng)tMation of an on 1p electron (Eq. (14)). This is also in agreement with the
density/difference plots demonstrating a considerable above-plane relaxation component for
ionii\at /of tgz orp-orbital. Indeed, according to our results, more than 50% of the relaxation
energy of«she oLp orbital is due to the n-system contribution (as indicated by the AEY value in
‘Table ). In contrast, the n-system contributes only 28% to the relaxation energy of the

o) state (Table VII), which clearly shows here a distinctly different relaxation

meéchanism. For the n-type states, lay(r)"' and 2by(n)”', the main relaxation effect appears to

be due to the o-system, since the m-system supplies, in both cases, only 11% of the relaxation
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Publishing energy (Table VII). Thus, the most important two-electron integrals here are of

(tmloc*) E<cs|jn |cs*> type (Table VIII).

An important distinction between the relaxation mechanism in the 7a;(on p) " state and
that in the lay(n)™", 2by(n)", and 5by(c) ' states is the existence of a si gle dominant term in
the PT2 expansion (Table VIII). According to our results the large ontribution for the
7ai(onip) | state provides 24% of the total relaxation energy, bu only E\3%nd 10% in the
lax(m)™!, 2bi(n)”", and 5by(c) ™' states, respectively. In the latter cases no single major
contribution can be identified; the individual contributiens he elaxation energy are

relatively small as a consequence of small matrix elem@g minators and large energy

gaps in the denominators.

unoccupied ©*-MOs having similar loca opertles as the occupied m-MOs, is

From the above considerations it is clgar at‘hle n-system, with the low-lying
tion
essential for an efficient screening of K\cﬂ_%wles the pairs of orbitals 2b;(m)-3b;(n*) and
On

lay(m)-2a,(n*) fulfill this requiremefit other hand, the nc-orbital is well localized, so

that large < J_|n

n|J * 1ntegrals ned Large-magnitude <n|j k|n*> matrix elements,
similar to those discussed r\kitlon to valence shell ionization, occur in K-shell

ionization, where k are hlgh;y%EWZf:d 1s-MOs. Huge relaxation shifts are typical for such

core-hole states.*®
The charg screé n1n in the orp MO by the m-electrons is accomplished by n-n*
excitations. claxation effects are generally taken into account via electron interaction of
ith eh

1h-states 3h-2p- and higher excited states. Through first order of many-body

pertu ati(}l theqry, the interaction of the 14-state |q)k> and 2h-1p-state ‘CD ,g.a> (representing a

result.of st lefelectron excitation from occupied orbital j to unoccupied orbital a with respect

bads

Ks (@, |H,| @y, ) = (ka | jk) = (k| ja) (22)

A

@ere the usual Moller-Plesset partitioning H, = H — H, of the Hamiltonian H into the

zero-order Hartree-Fock part H, , and the interaction H ; 1s assumed. The second term on the
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Publishing right-hand side of Eq. (22) is readily identified as the Coulomb integral < j |j p |a> discussed

\

above in the context of the PT2 relaxation energy analysis.

The first-order interaction of the 14- and 24-1p-states is explicitly taken into account in
the ADC(3) and EOM-IP-CCSD schemes and contributes to the treatment of the orbital
relaxation effects. Indeed, inspection of our ADC(3)/6-31G results Z e 7aj(onLp) ! state
shows that the total weight of the 2/4-1p configurations in the AD@‘[OI‘ amounts to
11%, and the most important of these configurations are; 7 < 2b1_1 3by, 7a1_1 2b1_1 4b,,
7a1_1 laz_l 2a, (that is, the excitations from the occupied 2 @w-orbitals into the virtual
3by, 4b;, and 2a, w*-orbitals). The extension of the bﬁ:ﬁ om, 6-31G to cc-pVTZ hardly
influences the results. In the higher-order EOM-IP-€C3 éOM—IP—CCSDT schemes, the
interaction of the 14- and 34-2p- states comeséi gﬁlay}his improves the treatment of the

-

orbital relaxation effects and, consequently, Its for the cationic states where such

effects are important. Within the AD h@ a similar improvement is expected at the
imp

level of the ADC(4) scheme, the pr QS entation of which is still not available.
~

E. Geometric structure a dm al analysis

Having discussed the vertica ization energies of the four lowest cationic states, we

now look at the geo ic‘ﬂnscture and vibrations. The optimized geometrical parameters for

the 2A1(7al_l), A 1a2_1), d B, (2b1_1) states, obtained at the MP2 and CCSD levels using
£

the cc-pVTZ %lsis aré given in Tables IX and X, respectively. MP2 results for the

By(5by 71 could not be obtained, since here the optimization procedure converged to the

lower-lyfing “A5(1a, ") state, but CCSD/cc-pVTZ results for this state are included in Table X.

The ﬁarrg@mc vibrational frequencies for the *A;(7a; "), 2Ax(1a,™") and *B; (2b,") states
=

arg listed4n Table XI.

.

geometrical parameters predicted by the MP2 and CCSD methods are in fair

eement with each other. Whereas for neutral pyridine in its electronic ground state the
MP2 method predicts slightly larger bond lengths than those obtained using the CCSD
method, the opposite trend is observed for the cationic states. The largest inconsistencies are

found for the A (7a, ") state, where differences up to 0.02-0.03 A occur for the C-C and C-N
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Publishing bond lengths. For both computational schemes, the bond lengths in the neutral ground-state
are slightly smaller than the experimental values.”® Consistent results are obtained for the
angles, and agree well with the experimental data.”® The neutral ground-state frequencies
calculated in this work using the MP2 method agree very well with the, experimental data of
DiLella et al.”” The calculated normal modes are consistent with té

\Qcal definitions
given by Langseth and Lord”® and by Zerbi et al.”” The origin n@ions of Langseth and
0
00

Lord were therefore adopted, while some insight into the nat ¢ vibrations can be

c et .

gained from the qualitative descriptions introduced by Ku alSo given in Table XI.

The vibrational frequencies of the cationic state§ are less well studied but Lee et al.”

have calculated B3LYP/cc-pVTZ frequencies, diff(r:g from.those of the neutral ground state,

for the 2A1(7afl) state. In our calculation for Ce\l(ﬂ;}l) state two imaginary frequencies
-

(of by and b, symmetry) were obtained. Th eans\that here the symmetric C,, molecular

structure represents a saddle point on he@ energy surface, and one can expect that
ort1

certain in-plane and out-of-plane i;ﬁ'o of the molecular configuration will lead to

er studies are necessary to ascertain whether this

bound.

F. Assignment ftl}eﬁrum
i 4

1. Vertical i?z
The theoretieal ionization spectrum of pyridine computed at the ADC(3)/cc-pVDZ level

structures with lower total energy. F
result is an artifact of the m@u whether the structures with reduced symmetry are

of theo a&'n in Figure 4, together with a complete valence shell photoelectron spectrum

recorded at'a photon energy of 80 eV, and at 6 = 0°. The present theoretical spectrum agrees

1 with p \‘fé)us ADC(3) calculations.*>*’ It reproduces the main features observed in the

a:;g-@ al spectrum and therefore can be used for qualitative assignments. The numerical
data h)r the outer-valence region can be found in Tables III, IV and V.

S “. According to the ADC(3) results, the photoelectron band occurring between ~9.1-

10.3 eV is formed by the closely spaced transitions into the lay(m)™' and 7a;(on1p)” states.

This is in agreement with the results of the other theoretical methods used in the present work
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Publishing and in the previous studies (Table V). However, the vertical ordering of the lay(m)™' and

\

7a)(on1p) ! states cannot be determined unambiguously since the energy separation is smaller
than the accuracy margin afforded by the computational schemes, especially for the
7ai(on Lp)_l state, as discussed in Sec. IVC.

Obviously, the best estimates of the vertical ionization energie/ the 7a;(on Lp)_l and
lay(m)™" states are provided by the present EOM-IP-CCSDT/CC-@EM (9.61 and
9.73 eV, respectively). These values can be improved further<by ing the AE, CBS
correction (defined as AE, = E, (cc-pVwZ) — E, (cc-p Du&g the results given in
Table IV), to obtain 9.72 and 9.85 eV, respectively. Fc‘E g;;mp risen, Reineck et al’® reported
vertical ionization energies of 9.66 and 9.85 eV forthe and HOMO-1 orbitals, from
their Hel excited spectrum. Similar accurate theor 'cil- sults, of 9.54 and 9.65 eV, were
obtained previously only in the CASPT2, s of Torentzon et al.*® As can be seen from

Table V, other theoretical methods giv le@te results for the lowest two cationic states,
and in some cases reverse the order s@s by the CCSDT benchmarks.
~

We have used the SD geometries (Tables IX and X) to compute the
adiabatic ionization edergies,and to evaluate the adiabatic energy corrections (AF,q) to the
vertical ionizatio :g;lb} (Table V). The AE, corrections are obtained as the
differences be{&een / to}él energies (Ei) for the cationic state at its optimal geometry (CS)

and the g unﬂ%\optimal geometry (GS): AFEy = Eior (CS) — Eyo (GS). The final-state

vibratiofnal uencies were computed at the MP2 level (Table XI), and the corresponding 0-

2. Adiabatic ionization \\
M&\\R‘SC

0 corre 'o/ns (}rEo_o) to the adiabatic ionization energies were evaluated (Table V). The latter
a deﬁnesi as the difference between the zero-point vibrational energies (ZPVE) for the
“cationic*state and the electronic ground state: AEy_o= ZPVE (CS) — ZPVE (GS). The AEy
S§ adiabatic and AEy ¢ MP2 0-0 corrections as well as the AE, CBS correction were
added to the EOM-IP-CCSDT vertical ionization energies to obtain the best estimates (Eo_o)

of the 0-0 ionization energies (Table V).
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Publishing Our best estimate for the 7a;(onrp) ' 0-0 transition energy is 9.31 eV. This energy is
still slightly higher than the E,_ values, 9.199,**9.197,%° 9.1978,* and 9.1215,% eV, obtained
in recent experiments. It is interesting to note that Riese et al.”® attempted to characterize the
lowest cationic state using density functional theory with a B3LYP functional and the aug-cc-
pVTZ basis set. The resulting cationic ground state was predicted to Z °B, symmetry, with
a molecular structure differing considerably from that obtain€d DhCSD/CC-pVTZ
treatment of the 2B2 state.

The best estimate for the 0—0 transition energy o ;)ag@_ state obtained in the
present theoretical work is 9.65 eV. The correspond: n? experimental value is difficult to
determine due to the complexity of the lowest pliotocle 33and, to which this transition
contributes. The only experimental value, 9.2 eg&, is}zuch lower than our prediction. In

view of the very small vertical gap betweenﬂ*&%?t:)1 and lay(m) ™ states (0.12-0.13 eV

at the EOM-IP-CCSDT level of theory), @ ikely that these two states are subject to
'WpXQ)ly also involves the 2b,(n) "' state, which lies

strong vibronic coupling. This coupli
0.7 eV above the lay(m)™ stat%‘%bth ).\The characteristic appearance of the first two
in t

photoelectron bands observ .u\ excited spectrum recorded by Liu et al** supports
this suggestion. Below the m%q (at ~9.7 eV) of the first photoelectron band the spectrum
is dominated by well*rgsolved, vibrational excitations. These excitations become exceedingly
dense near the dandmaximum but disappear at binding energies above ~10 eV. No
vibrational SQ{ re is bé:rved either on the high energy portion of the first photoelectron
band or a osahweﬁﬂfe second photoelectron band, which occurs between 10.3 and 11.0 eV.
Previotis ‘?eo ical work has shown that resolved vibrational structure is usually absent
above, the oin( of a conical intersection between potential energy surfaces, as here the nuclear
iy micsSbecomes strongly non-adiabatic and give rise to numerous irregular vibronic
transisions.101 (See, for example, Ref. 12 which shows photoelectron spectra of the
S clls orobenzenes where vibronic coupling occurs between the lowest two ionic states). In
pyridine it seems plausible to suggest that the lack of vibrational peaks above ~10 eV marks

the presence of a conical intersection between the 7a;(oy Lp)_1 and 1a2(7t)_1 states. In such

situations, accurate vertical and adiabatic transition energies can be extracted from
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W

results of high-level electronic structure methods.'*''*

The second band in the photoelectron spectrum, with a maximum near 10.5 eV, can be
attributed unambiguously to the 2b;(n)”' final state. While the Z’tical energy of this
transition is reproduced rather accurately by most of the theoretical ods (Tables III-V),

the absence of any resolved vibrational structure in the experime algectra indicates a more

complex situation that can be understood only within the frameéwork “ef a suitable vibronic

coupling model. Our best estimate for the 2b;(r) ionizatio r@g&\lo. 6 eV, obtained at the

EOM-IP-CCSDT level of theory using CBS extrapola@i;: cellent agreement with the

measured value (Table III). Our theoretical result forE,—o, 35 eV, is also in accord with the

0-0 transition energy of 10.315 eV reported by 'rrg?ek L{t)l.%

The next group of bands is located ﬁ%
o

15 eV. The observed structure, due to %pmg bands, is quite complex, with maxima
Se

occurring at 12.454, 13.2 13.8 and 4S ! These features correspond to peaks 4-7 in the
. ~

erimental spectrum between ~12 and

theoretical spectrum (Figure 4){ which, according to our calculations, can be assigned to
ionization of the 5by(o), 1b n&and 5by(o) orbitals, respectively. The vertical EOM-
IP-CCSDT energy for ionizati%%he 5b,(o) orbital, 12.88 eV (CBS limit), is slightly higher
than the measured value (12.454 eV3O). A shift in the same direction occurs for Eq_, where
our calculated value off12.3% eV compares with the experimental result of 12.257 eV.** The
vertical ioniz! n en ‘1/es, 13.27 and 14.04 eV, of the 1b)(n) and 6a;(c) orbitals,
respectiv y,@rhkﬂ at the ADC(3) level, are in good agreement with the corresponding
meas em;nts able III).

“Ou alofllations predict that satellites begin contributing to the spectrum above 14 eV.
Ee ral lbw—intensity 2h-1p transitions, including shake-up satellites associated with the
132(765, 5by(o), and 6a;(c) main lines, appear in the theoretical spectrum (Figure 4) at 14.16 ,
and 14.79 eV. These satellites have relative intensities of <0.01, 0.02, and 0.04,
respectively, compared to the corresponding main line. According to our ADC(3) results, the

intensity of the 1by(m) main line is 0.72, which means that almost 30% of the intensity has
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Publishing been diverted to satellites. While not individually resolved, these satellites increase the width
of the observed bands.

The next two bands in the experimental spectrum, with maxima at 15.838 eV and

17.1 eV, are relatively easy to assign. The first is due to ionization of the closely spaced

3by(o) and 5a;(o) orbitals, and the presence of these two conﬁibz\%eﬂected in the

relatively high spectral intensity.”® The second band can be associ tealith the 4a;(c) orbital.

Our calculations predict extensive satellite structure in ing energy range

b
encompassing the 4a;(c) main line, so the observed WiQ&l creased due to these
—

In common with many other organic compounds, Simple one-particle picture of

unresolved contributions.

ionization"®"** becomes inappropriate at binding erg,:i)s above 18 eV, as here a strong
o
mixing of 14 and 2A-1p configurations no longer allows a distinction between main lines and

satellite states. The experimental spe@yrldine (Figure 4) contains a broad band
m at

between 19 and 21 eV, with a maxi IS 9.5 eV. Our calculations suggest that this band

is formed by three major comp@nents, xhi\b‘lting strong contributions from the 3a; and 2b,
u

orbitals, together with a la ;Q\of medium or low intensity 2k-1p-type transitions
related to the 4a;, 3a;, and 2b, orbitals.
The complexity“ef the photoelectron spectrum increases further towards higher binding

energy. The broad band between 22 and 26 eV, with a maximum at ~24 eV, and the band

between 26 0 eV,wyith a maximum at ~28 eV, are formed by various states reflecting a

strong mi in@betwe the 1by, 2a; and la; hole states and a large number of 24-1p

to alh stebe is shared amongst a manifold of final states and there is no longer a dominant 14
—

state.SThis situation is referred to as the "break-down of the orbital picture of ionization".*

\ <
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G. Photoelectron angular distributions and photoionization partial cross-
sections

Photoelectron angular distributions can often be used to help assign the type of orbital

(m, o or non-bonding) associated with a specific band even in congested regions of the

[61:103.104

spectrum where the individual bands partially overlap. Previous e?)erimenta and

. 112,41,105
theoretical ="

work has established that anisotropy parameters du¢ to'®, ¢ or non-bonding
orbitals exhibit differing energy dependences, and that these “di anes are particularly

evident in the photon energy range ~ 40 - 60 eV. The B-parameter egrresponding to ionization

of a m-orbital tends to lie close to zero at threshold, and then'rise$ rapidly as the photon energy

increases to reach a plateau value of at least 1.5 at hv,~ 60 e¥V. In contrast, the value of an
anisotropy parameter associated with a o-orbital rises more slowly as the energy
increases. In favorable circumstances, these differing eﬂe)gy dependencies allow the type of
orbital associated with a specific photgel mnd to be identified through simple
comparison of photoelectron spectr :GQ\Q either parallel or perpendicular to the
polarization vector of the incident p ng%(')la ized radiation.
™

Figure 5 shows an example ‘Where comparison of perpendicular and parallel
photoelectron spectra enabl a to a m-orbital to be distinguished from neighboring
bands associated with c-orbitals. band due to the 1b;(m) orbital, whose maximum occurs
ronget in the spectrum recorded at 8 = 0° than it is in that recorded at

around 13 eV, is m

06 = 90°, bec:?,
than that of 0—‘0%% us, the band due to the 1b;(r) orbital is readily distinguished from
those du%ldjac nt 5b,(c), 6a;(c) and 4by(c) orbitals. A full analysis of parallel and

perp dim}lar cordings, extended across all measured bands, allows quantitative

experimen éisotropy parameters to be derived as a function of photon energy from our
o zesaly

ashotontenergy of 40 eV, the B-parameter of a m-orbital is much higher

ed spectra.

Ll

29,31,34

Yn previous experimental studies the variation of the B-parameter, as a function of

b\ir\lding energy, for the outermost photoelectron band of pyridine, encompassing contributions
from the 7a;(on Lp) and 1a,(m) orbitals, has been used as an indication of the ordering of these

two orbitals. These analyses suggest that the ionization energy of the 7a; orbital is lower than

that of the la, orbital. Our present results do not allow such a definite conclusion on the
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Publishing orbital sequence to be reached. Although at some photon energies the value of the [-

parameter for the low binding energy region of the band is lower than that for higher binding

. . . . 2931
energies, in accord with earlier analyses,””

at other photon energies the opposite variation
has been found. Moreover, at many photon energies the B-parameter ?es not appear to vary
significantly across the band. Such a behavior would be consistent 4vith,that expected from

two substantially overlapping bands whose ionization energies ar@m calculations

predict, and as previously suggested by Liu et al.** It should alsobe noted that at low photon
energies, such as those used in earlier experiments,zg’%g)n\iza ion process may be
influenced by autoionization, which is known to affect —I;Z;}a eter values.

Figure 6 shows photoelectron anisotropy pt:lete of the lay(m), 7ai(on Lp), 2bi(7)

and 5b,(o) orbitals measured in the present experiment Qether with theoretical predictions.
-

A complete set of experimental and theo}b%‘ arameters for all the energy regions
m

specified in Table I is available in t %en ary Material. In general the agreement
onab

between experiment and theory is réa nd demonstrates the expected differing energy

dependencies for ionization from a o- _orbital. The [B-parameter for the 2b;(r) orbital rises
rapidly with increasing ener a:Qm by both experiment and theory) in contrast to that
for the 5by(c) orbital where theyincrease in the P-value is more gradual. Indeed, this

contrasting energy V.

i t% evident in the theoretical predictions for the outermost band,
comprising contributions from the 7a;(on rp) and lay(m) orbitals. The calculated B-parameter
for the 1a, o iﬁ s{s more rapidly than that associated with the 7a, orbital, with the

individua m@es reaching similar values for a photon energy of ~100 eV. These two

contri uti(}ls not resolved experimentally and in the photon energy range 20 - 50 eV the
asure is{tropy parameter lies between those predicted for the 7a; and la, orbitals. It
should be&moted that the representation of the 7a; orbital in these calculations includes none of

-
the psst HF refinements discussed above.

S The experimentally derived and the calculated absolute photoionization partial cross-
~

sections for the lay(m), 7a;(on Lp), 2bi(m) and 5by(c) orbitals are plotted in Figure 7. Again, a
complete set of results is available in Supplementary Material. The overall agreement between

experiment and theory is satisfactory, especially at photon energies above ~30 eV. For some
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\

Such effects have been observed previously in fixed geometry CMS-Xa calculations.'® The
inclusion of vibrational averaging tends to both reduce the magnitude of the resonance and to

increase the peak width.

V. SUMMARY AND CONCLUSIONS 3\

The outer- and inner-valence shell ionization spectra of pysidinéwyere investigated using
the ADC(3) approximation scheme for the one-partic (‘ﬁyen's nction. The vertical
ionization energies and the corresponding spectral intenSities e strengths) were computed,
and these were used to interpret the experimentill otoe&ctron spectra. To limit the
computational cost, the relatively compact chVDZS basis sets were used in these
calculations. These, nevertheless, allow a q alM‘tOrrect description of the spectrum to
be obtained.

Outer-valence ionization trans'tiok@?o computed using the OVGF and EOM-IP-

CCSD methods. Here, the larger aug—m basis sets were used as these allow the outer-

valence ionization to be describe N

convergence study was carried out employing the cc-pVnZ and aug-cc-pVmZ (n=D, T, Q, 5,
and m =D, T, Q) sets B'wiapolation results were obtained.

The theoretigal r;:s

across the GJJ/II'G i diné energy range, and enabled the structure observed in the

antitative manner. At the OVGF level, a basis set

re found to be in good agreement with the experimental data

photoelect hb\to be assigned. The outer-valence ionic states are well described within

the ongfelectton picture of ionization. The lowest satellite (2A-1p) states appear at about

14 eV, 6/ acg)aire their intensity from the innermost m-orbital. Hence, the spectral intensity
=

ofithe n_ls}ﬂam state is somewhat decreased, as is typical for heteroaromatic molecules.®’ The
ioniza of the inner-valence orbitals is influenced by large electron correlation and orbital

xation effects. These effects are reflected in our calculations in strong 14 and 2A4-1p
(Iﬁlﬁguration mixing and in the transfer of intensity from the main (1/) state to a manifold of

final states. This situation, also referred to as the break-down of the one-electron picture of

ionization,* occurs in the spectra at binding energies above 20 eV. In the ADC(3) method, the
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Publishing 25- 1p states are treated less accurately (first order) than the 14 states (third order), thereby
affording only a qualitative description of the inner-valence spectral regime.
The effects of electron correlation and orbital relaxation can also be important for outer-
valence ionization. This is demonstrated by our study of the lowest four states, 2Az(laz_l),
2A1(7al_l), 2B1(2b1_1), and 2B2(5b2_1), of the pyridine radical cation. ﬂ{

‘&%Ve positions of
the corresponding energy levels, particularly that of the 7a1(n@:€1, has been a major
lar

issue in the theoretical and experimental literature. For a definiti ation, we have used
high-level electronic structure methods, including the EO PDC@ scheme, together with
the high-quality cc-pVTZ basis set and CBS limit x?apo atien. According to our best
estimates, the 7a1(nc5)71 state is the ground state-of t ridine cation, with a vertical
ionization energy of 9.72 eV, followed by the ;g?r)_t‘t)te at 9.85 eV, the 2b;(n) ™ state at
10.56 eV, and the 5by(c) ™ state at 12.88 ¢V. ‘\

For each of the four lowest cati iq&t ¢ equilibrium geometry parameters were
computed using the MP2 and CCS m%ho and the harmonic vibrational frequencies were
obtained at the MP2 level. Thesé gesults‘were used to estimate the adiabatic (0-0) ionization
energies (9.31, 9.65, 10.3 LK xcept for the lay(n)™' state, the theoretical 0-0
estimates are in accord with the experimental data. For the lay(m)™" state, vibronic coupling to
the lower 7a;(nc) ™' sfate may\play a role, as indicated by the small energy gap between the
two states and therathet complex appearance of the 1a,(m) photoelectron band.**

The or ta% 'o{and electron correlation effects in the 7a;(no), lax(n), 2b;(w), and

5by(o) tr si@s were analyzed in detail. Often an ionic state is reasonably well described as

alh confi

£

otbitals. t i€ the first-order Koopmans description of ionization. At the second-order level,

ration where the unaffected electrons reside in the ground-state (frozen) HF

eleetron cbrrelation and orbital relaxation comes into play, and it is interesting to analyze the

-
corre'sponding changes in the electron density in the ionic states. To this end, we have
co

S uted total electron density difference maps, allowing the frozen and relaxed densities to
~
be compared.

A very strong orbital relaxation effect, amounting to —2.73 eV, was found for the

7a)(nc) ' state. This is much larger than the corresponding values of —0.85, —0.96, and
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Publishing -0.86 eV for the three other low-lying cationic states, lay(m)', 2bi(n)”, and 5bx(c)” ,

\ <

respectively. In contrast, the electron correlation contributions, 1.57, 1.18, 1.30, and 0.81 eV,
respectively, are more uniform. The exceptionally large relaxation shift for the nitrogen lone-

pair state poses an obvious challenge to the electronic structure methods used here.

An explicit PT2 expansion of the relaxation energy allowed th rb%tion effect in the

2/

no lone-pair state to be analyzed in detail. More specifically, by oying the'PT2 approach,

the main contributions to the relaxation energy in terms of two-elegtron integrals were

1 ;Db;Qlle (oo|mm*) E<n|j0|n*>

identified. The screening of the nc positive charge is des
integral reflecting the coupling of the o charge to the er?s\lty in the highest m and the lowest

n* orbitals. According to our results, more than SK:f thewglaxation energy of the nc orbital

is due to the m-system contribution. This is idag me‘a with the density difference plots
| -
predicting for the nc orbital considerable c es iythe electron density distribution above
the molecular plane. For compariso tws em contributes only about 20% to the

Ny

The relaxation mechanism discussed above seems to be rather general and can be

present in other heteroarom iu&w possessing m-systems and nc-type lone-pairs of the
ygen):

heteroatoms (nitrogen or ox t may be responsible for the near degeneracy between the

relaxation of 5by(c) " state.

no and 7 levels notic inp})ious works on such molecules.*® This will be checked in our
future studies. y

Photoelgction an {opy parameters and photoionization partial cross-sections for the
outer-val c%hﬁave been measured from the ionization threshold to a photon energy of

erimental data have been compared to the corresponding theoretical

PLEMENTARY MATERIAL

See supplementary material for contour plots of pyridine total electron density
differences showing the effects of orbital relaxation and electron correlation for ionization

from the 7a;(onrp), 1ax(m), 2bi(m),and Sby(c) orbitals. Supplementary material also contains a
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Publishing complete set of experimental and theoretical B-parameters, and a complete set of experimental

and theoretical absolute photoionization partial cross-sections for all the regions specified in

Table 1.
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Table 1. Binding energy regions used in the analysis of the angle resolved photoelectron

spectra.
Region Binding energy range (¢V) | Encompassed orbitals
1 8.7-10.2 132(1'5), 731(0]\] LP) y.
2 102 11.4 7 ym) L
3 B LERS P NAT. 5b(0) /—\\
4 1275-135 tom S/
5 13.5-14.0 6,(c)
6 140-15.15 oy
8 16.5 - 18.4 [ 4ai0),
9 18.4—21.4 _ 3dK0). 2b)o)
ff ’
10 21.4-34.0 ‘le(pl,_%al , la,(0)
2
\ <
i\
\ \ =
y Q&/
£
_
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Table II. Mulliken atomic popu

electrons; sum over all atoms is 2)ca

1 i

Lo

d at the HF/cc-pVDZ level.

_—

<

‘\Q\

& ;ter—valence molecular orbitals of pyridine (units are

-

Ta, la, o 20 Lsb, 1b, 6a, 4b, 5a, 3b, 4a,

Atom
(onrp) () \Q ) (o) (m) (o) (o) (o) (o) (o)
N 124 00l 59 016 053 034 002 005 036 0.4
C, | 015 |, 04N, 009 020 | 037 | 0.4 | 031 | 016 | 031 | 026
C; | 012 NDS2. %27 | 025 025 | 012 | 031 | 032 | 033 | 0.19
068 | 029 | 022 | 058 | 003 | 007 | 032 @ 031

Co oo \Q{
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Table III. Energies £ (eV) and intensities<P.of outer-valence vertical ionization transitions in pyridine calculated
using the HF, OVGF, ADC(3), and ECQ—%SD methods and the cc-pVDZ and aug-cc-pVTZ basis sets. The

experimental values are also listed. \
y ;

OVGE/ 3 cc-pVDZ * EOM-IP-
Molecular N b
il | TP aug-cg—pﬁy}\ HF OVGF ADC(3) CCSD/ Exp.
E \E"‘"‘ E E | P E | P aug-cc-pVTZ
7a, onie | 9.0 SGO80% | 1129 1 957 | 089 | 98 | 088 9.78 9.66
la, NS090 | 939 | 941 1 090 | 952 | 089 | 980 | 985
2b, 089 1034 1016 | 090 | 1024 = 0.88 10.52 10.51
5b, U090 1404 1267 090 1288 090 1294 12454
b, 0.81 = 14.62 082 1327 072 1370 132
6a, 0.88 | 15.62 0.89 | 14.04 | 0.83 14.10 13.8
4,/ | 1 088 | 1620 | 1462 | 089 | 1480 085 14.5
L 0.86 = 17.87 | 1579 | 087 | 1623 . 0.70 16.04 15.838
Asa, 0.87 1773 . 1610 . 087 . 1613 = 081 16.23 15.838
S 1956 1758 086  17.69 = 0.76 17.74 17.1
\{t;ian representation of d-function was used.
) Peak'maxima reported by Reineck et al.*

4
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Table IV. Vertical ionizati rgies of pyridine (eV) calculated at the OVGF level of

theory using the series of basis séts.cc-pVnZ and aug-cc-pVnZ with improving quality (n =
D, T,Q,5),and rew r the complete basis set (CBS) limits (n — ).

==

Basi &‘Q& la, 2b, Sb, 1b, 6a; 4b,
t
asis SE \@LP) (m) (m) (o) () (0) (5)

958 | 942 | 1007 | 1268 | 1324 | 1387 | 14.63
985 | 960 | 1029 = 1288 | 1346 @ 1407 | 148l
980 | 9.60 | 1036 | 12.83 | 1337 | 1401 | 1475
990 | 9.67 | 1044 | 1291 | 1346 | 1409 | 14.82
987 | 967 | 1044 | 1289 | 1342 | 1407 | 14.80

augkcc-pVQZ | 991 | 970 | 1047 | 1292 | 1346 | 1410 & 14.83
de-pVsz 990 | 970 | 1047 | 1291 | 1344 | 1409 | 14.82
/ ccpVeoZ 991 = 972 | 1049 = 1293 1345 | 1411 = 14.83

Caug-ce-pVooZ | 991 | 972 | 1048 | 1293 | 1346 | 1411 | 14.83
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Table V. Energies, E,, of the four lowest vertical ionization transitions of pyridine obtained
using various computational schemes and the cc-pVTZ basis set in comparison with the
previous results; complete basis set (CBS) correction, AE,; MP2 and CCSD adiabatic
corrections to the vertical ionization energies, AF,q; MP2 0—0 correction to the adiabatic

ionization energies, AFy_o; the best estimates for 0-0 ionization energies, £y . All values are

ineV. Z

Tailonie) | lay® Dby K 5b:(0)
Y
RHF/Koopmans' 11.37 9.44 ) 1&{2) 14.10
RHF/ASCF 8.64 8.59 946 N 1324
UHF/ASCF * 834 817 ANsSI 1289
AMP2 10.73 10.1900, 1143 1427
AMP3 10.22 9.78\, 1079 1404
AMP4 10.33 95 41099 13.74
ACCD 10.21 L% Y 1076 1405
ACCSD 9.67 4+ 903" 1038 13.18
ACCSD(T) 971 4 978 10.51 12.92
OVGF 9.86\-...%,‘}%_‘9.60 10.36
ADC(3) 10,06 \\ 9.65 10.39
EOM-IP-CCSD 4 0/ o7 10.43
EOM-EE-CC3" N9ss. 970 10.41
EOM-IP-CCSDT 961" 9.73 10.43
EOM-IP-CCSDT.,* 972 9.85 10.56
apc)t £ 9.78 9.44 10.15 12.73
sac-clc 4 N 9.23 9.36 1002 1248
caspT2 8 4 N 954 9.65 037
MRD-Qf \/ 8.84 9.53 10.13 12.91
NEAOVGE) ™ 0.1 0.12 0.13 010
' -0.66 -0.16 -0.30’ _
-0.52 -0.16 —0.18 057
0.11 -0.04 —0.08’
931 9.65 10.30 1231

" The calculated S* values are 0.89, 1.22, 1.12, and 1.35 for the 1a, '(n), 7a; (o Lp),
2b,'(n), and 5b, (o) states, respectively.

® EOM-EE-CC3 method with continuum orbital approximation.®

“Estimated CBS limit obtained by adding the AE,, correction to the EOM-IP-CCSDT/cc-
pVTZ result.

I Ref. 35. ° Ref. 42. " Ref. 46.° Ref. 40.

" See text for details (Sec. IV.F.1).
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Pu b|IShIng ' See text for details (Sec. IV.F.2).
I Cyy molecular structure (saddle point, as indicated by the two imaginary frequencies).
¥ See text for details (Sec. IV.F.2).
' Obtained using the expression: Ey_o = E, (EOM-IP-CCSDT,,) + AE,4 (CCSD) +
AE, ¢(MP2). For the 5by(o) transition the A£,_o (MP2) term is omitted, since the MP2
geometry optimization failed for the final state.

//5/\
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Table VI. Comparison of M

iken’

&

)

mic population in the four highest occupied molecular

orbitals of pyridine in its singlet elecir ic ground state and the pyridine cation radicals in doublet

electronic states obtainéd_by ioni
orbital populations, equal to“two

pVDZ level of the o~

ation of the respective MOs (units are percent of the total
nd one, respectively). Calculations performed at the RHF/cc-

‘\\

Population in molecular orbitals

Neutral ground state

Cation radicals

la, 2b, Sb, Ta, lay 2b; Sb,
(on1p) (m) (m) () (onrp) (m) (m) ()

P N \ 62.0 0.5 29.5 8.0 88.0 0.0 29.0 3.0
s 75 235 45 . 100 . 30 230 40 . 30
Y N 60 260 135 125 20 260 120 210
£ }4 1.5 1.0 34.0 14.5 0.0 1.0 40.0 27.0

1 100 100 68 98 100 100 78
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Table VII. Relaxation energies, AE®(eV), and ionization potentials,
IP (eV), for the highest occupied orbitals of pyridine, computed using the
second-order perturbation-theoretical (PT2) approach and the ASCF method.
Contribution of the m-type orbitals to the total relaxation energy, AEIIIe (eV).
The percent of AEII: in the total AE® is shown in parentheses. The HF IPs
are also given for comparison. Calculations performed using’the 6-31G*
basis set. .\
. 73.1 la2 2 “ 5b2
uantit
Quantity (ox 1) m g (0)
.
AE" (PT2) 2.54 0.98 G%"---.. 0.67
AE*® (ASCF) 2.63 077 [ o8 0.77
IP (PT2) 8.70 8d5 . om 13.36
IP (ASCF) 8.60 Q.5 9.42 13.27
IP (HF) 1123 4 933, © 1028 14.03
| T
R
| AE; (PT2) 1.38 (5%\.&21 ) 0.11(11) 0.19 (28)
\S ~
/Q&/
V.
DN
)
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Table VIII. Five largest terms S(k,ia) in the second-order perturbation-theoretical expansion

of the relaxation energy (Eq. (4)) for the highest occupied orbitals k of pyridine. The dominant

S, terms together with the (kklai) and (s,

—&,) quantities entering their nominator and

denominator (Eq. (6)). All quantities are in eV; calculations performed using the 6-31G* basis

set.
k i a Stk.ia) | S, (kia) | (Mlai) | (g,-g)
7a (onw) | 2b(m) | 3b (n¥) 0.598 0.636 4 9,080 13.61
lay () | 2a (%) 0.182 0.183 4 1.096 13.12
by (m)  3b (%) 0.134 0.144 S 1187 17.89
3, () | 9b,(c¥) 0.107 0@2‘3 271 31.60
Wy (m) | 4by (%) 0.105 , Q_\ 1071 19.90
\
1a () 4b,(c) | 6by(c¥) 0.127 4o, \\Lﬂ) -1.248 23.97
4a(0) | 8a (%) 0.084 1~ 0086 11058 25.99
5a,(c) | 10a(c®) 0058,  , 0062 -0.907 26.50
5by(c)  7bs (0% 6,054 \‘6.055 0.795 2291
6a ()  9a (c¥) \Q‘O4 0042 0.710 23.82
2b, (1) 4by(c) | 6by(oP) \5\089 0.089 -1.035 23.97
42, (c) | Say(c*)\_ 2 0085 0.088 11,068 25.99
6a(c)  9an(sE) “\ 0.060 0.061 0.854 23.82
sa,(0)  £10a, (65 C 0.053 0.056 10.860 26.50
5by(0) | Tha(c®)~ . 0.049 0.050 0.758 2291
o~
5b, () ab, (&) b (c%) 0.064 0.065 -0.882 23.97
a, (n)\ Ba, (1) 0.060 0.061 0.978 31.46
/ A©) 4 8a (%) 0.058 0.055 -0.847 25.99
“2b, (! 3b, (n) 0.049 0.051 0.911 32.85
/N sate | 10a(c%) | 0045 0.043 -0.755 26.50

g\

)

<
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Table IX. The equilibri eometrical parameters of pyridine (Figure 1) in its
electronic ground-state, @,—)ﬁld the lowest cationic states, “A(7a;"), *Ay(1a,™"),
and *B,(2b, "), obtainedwsing tﬁ

degrees). \

P2/cc-pVTZ approach (bond lengths in A, angles in

Ar(7ar7)  Ar(1a) B (2byh

Exp.*
(onLp) (m) ()
1204 1328 1369 1344
1359 & 1.450 1340 1399
1369 . 1375 | 1423 | 1398
1.082 1.083 1.080 1.094
1080 ~  1.082 1080 -

1082 1079 = 1.081

115.2 123.7 121.7 124.6
118.2 119.9 118.0 117.8
122.0 116.6 120.2 119.1
131.2 116.0 120.4 116.2
119.8 117.0 114.8 115.2
—
5 * Equilibrium ground-state geometrical parameters of neutral pyridine.”®
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Table X. The equilibrium geometrical p r.amkof}yndme (Figure 1) in its electronic ground-state, 'A,(GS), and
the lowest cationic states, “A(7a;™"), 1 ’By(2b, "), and *By(5b,™"), obtained using the CCSD/cc-pVTZ

approach (bond lengths in A, angles 1 egreeL

&
2 - 2 -1 2 1 2 -1
Parameter A ((@\\3 - Ax(la27)  "Bi(2b) - B> (5b27) Exp. 'A))*  Exp. CA)) b
vl onrp) () () (o)
Bond lengths ~ o

N-C, 13355 . “1.310 1326 1.368 1.340 1344 1339

CrC Cu3on | 1393 1.451 1.367 1.392 1.399 1.392

CeCi g N9 © 1301 1385 1432 1.391 1398 1390

C-H  N_OH082 1081 1.083 1080 1.083 1.094 1.082

c3- 9,080 1.080 1.081 1.080 1.081 1.082

1.081 1081+ 1.079 : 108 | 1.081 1.082

Angle\ ), |

“Neof 123.9 1143 124.2 122.6 123.8 124.6 114.2

185 1189 19.s 176 . 1187 117.8 119.3

1184 1212 1167 1199 1183 1191 1218

116.9 132.5 116.0 119.7 116.8 116.2 131.2

y 115.9 119.9 116.8 115.3 115.9 1152 119.7

. a’gquilibrium ground-state geometrical parameters of neutral pyridine.”®
Geometrical parameters of the pyridine cation-radical obtained from the MATI spectra using a Franck-Condon
. fitting procedure.*
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Table XI. The harmonic vibrational frequencies (cm™') of pyridine in its electronic ground-state,
'A|(GS), and the lowest cationic states, *A;(7a,”"), Ay(1a,™"), and B;(2b,™"), computed using the
MP2/cc-pVTZ approach.

Vibrational modes v 'AL(GS) A(7a Y | 2Ay(1ayY) | ?Bi(2b 7Y Exp. Exp.
and assignment * ! (ox1p)
a; modes
6a or 602 662
I ar 1009 980
12 ar 1048 1135
18a BCH 1093 1220
% BCH 1242 1234
192 vr 1508 1564
8a vr 1632 1832
20a vCH 3201 3240
13 vCH 3219 3249
2 vCH 3244 3273 &
b, modes \\
16b or
11 yCH
4 or
17b yCH
5 yCH
b, modes
6b or
18b pcH £ 1099 1126
15 pcd \Qu7d 1184
3 sl 4 13%0 1262
14 Ay N 1359
19b A Vi 1475 1602
s, & Jvi | 162 1989
M, NCH 3199 3244
/ by
20 ACH 3236 3271
fomodes” SN SRS R
o ) o 382 496 197 338 380 317
W02~ | ycH 906 909 788 934 884
Wa yCH 998 1187 1065 1151 980

S “&The normal mode is numbered according to Langseth and Lord”® and its description is given in

terms of the ring (r) and bonds stretching (v), out-of-plane deformations (y), in-plane deformations

(B), in-plan ring deformation (ct), and non-planar ring deformations (¢).'"

® Equilibrium ground-state vibrational frequencies of neutral pyridine.”

¢ Vibrational frequencies obtained from the MATI spectra.”
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S

Figure 1.

Schematic representation of pyridine showing the atomic numbering.

Figure 2. /\
Plots of the 7a;(on1p), lax(m), 2bi(n), and 5by(c) Dyson orbita@:r‘lizat on of pyridine
lec

computed at the ADC(3)/cc-pVDZ level of theory, and the tota density difference

plots Ap in the respective cationic states and the pyri e}qu&l- tate computed at the

CCD/cc-pVTZ level of theory for two positions o the plot "plane (coinciding with the
molecular plane and elevated by 0.5A above the Qr'}ecu anec). The molecular orientation
W

in the contour plots is chosen with N at the eSt vertgx; red and blue contours indicate

L
increase and decrease of density, respectiv&\

\
Figure 3.

Contour plots of pyridine total{e e&d?ﬂsity differences showing the effects of orbital
relaxation and electron corr a% ization from the 7a;(on1p) and 5by(c) orbitals. The
differences showing the rela‘%‘ffect were produced by subtracting the density obtained in
the HF/cc-pVTZ caléulations\ for the 'A; ground-state from the densities obtained in the
ROH/cc-pVTZ ealculations« for the cationic states. The differences showing electron
correlation S W /obtained by subtracting the UHF/cc-pVTZ densities from the
densities gbtai e‘dkhe CCD/cc-pVTZ calculations based on the UHF orbitals. The plot

plane oin}ide ith the molecular plane with the molecule orientated to place the N atom at

Vei{ex; the red and blue contours indicate increase and decrease of density,

e

Figure 4.
(a) The valence shell photoelectron spectrum of pyridine recorded at a photon energy of 80

eV and at 6 = 0°. (b) The theoretical photoelectron spectrum of pyridine obtained using the

ADC(3) method.
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Figure 5.
The valence shell photoelectron spectrum of pyridine recorded at a photon energy of 40 eV

for 6 = 0° and 6 = 90°.

é\

The experimental and theoretical (CMS-Xa) photoelectron am ameters of pyridine
associated with the 7a;(ox 1p), lasx(m), 2bj(n) and 5b2(6) b1 corresponding to binding

energy regions 1 — 3 specified in Table I.

Figure 7.

The experimental and theoretical (CMS-X %h{bzatlon partial cross-sections of pyridine
associated with the 7a;(on Lp), lax(m), %\n »(0) orbitals, corresponding to binding
energy regions 1 — 3 specified in T Xexperlmental partial cross-sections have been
obtained by combining the m ra\nng ratios with the absolute photoabsorption
cross-section and the phot K\\antum efficiency determined by Tixier et al.”> See

text for details. 0\
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Photoelectron intensity (arbitrary units)
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