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Abstract 12 

Building-integrated photovoltaic (BIPV) panels are generally expected to operate for over 25 years 13 

to be viewed as an economically viable technology. Overheating is known to be one of the major deficiencies 14 

in reaching the targeted lifespan goals. Alongside the thermal degradation, the operational efficiency of the 15 

silicon-based solar panel drops when the surface temperature exceeds certain thresholds close to 25℃. 16 

Wind-driven cooling, therefore, is widely recommended to decrease the surface temperature of PV panels 17 

using cavity cooling through their rear surfaces. Wind-driven flow can predominantly contribute to cavity 18 

cooling if a suitable design for the installation of the BIPV systems is considered. 19 

In general, various correlations in the form of 𝑁𝑢𝑥 = 𝐶𝑅𝑒𝑥
𝑎 are adapted from heat convection of 20 

flat-plates to calculate the heat removal from the BIPV surfaces. However, these correlations demonstrate a 21 

high discrepancy with realistic conditions due to a more complex flow around BIPVs in comparison with the 22 

flat-plate scenarios. This study offers a significantly more reliable correlation using computational fluid 23 

dynamics (CFD) technique to visualize and thus investigate the flow characteristics around and beneath BIPVs. 24 

The CFD model is comprehensively validated against a particle velocimetry and a thermography study by 25 

(Mirzaei, et al., 2014) and (Mirzaei & Carmeliet, 2013b). The velocity field shows a very good agreement with 26 

the experimental results while the average surface temperature has a 6.0% discrepancy in comparison with 27 

the thermography study. Unlike the former correlations, the coefficients are not constant numbers in the 28 

newly proposed correlation, but depend on the airflow velocity. 29 
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The performance of the newly developed correlation against precedent regressions (upstream velocity = 1m/s) 32 

Keywords: Building; Photovoltaics; CFD; cavity cooling; wind-driven, surface temperature 33 

1. INTRODUCTION 34 

The utilization of photovoltaics (PV) has been continuously growing within the power sector and 35 

shows a phenomenal increase among all renewable energy sources over the last five years (Renewable 36 

Energy Policy Network for the 21st Century (REN21), 2014). Building-integrated photovoltaics (BIPV) systems, 37 

in particular, are one of the most promising applications of solar power technologies and offer considerable 38 

potential in responding to building energy demands. Roof-mounted applications of BIPV are currently holding 39 

the dominant position in all BIPV markets with a share of 80%. The rest of the market is mainly focused on 40 

facade integrated technologies (Krawietz, 2011). A typical roof-mounted BIPV system is assessed to be 41 

capable of supplying 14.5-57.8% of a building’s energy demands, depending on the local available solar yields, 42 

mounting geometry and climatic weather conditions (International Energy Agency (IEA), 2002). 43 

The electrical performance of a solar power panel can be predicted from a linear expression with 44 

known reference data measured at standard testing conditions (STC) - where solar radiation is 1000𝑊 𝑚2⁄  45 

at ambient temperature, 𝑇𝑎 = 25°C. However, the efficiency of the silicon-based PV panels, as the dominant 46 

type of photovoltaic technology in the market, drops inversely with increasing cell temperature, also known 47 

as operating temperature. The decline ratio is addressed in many studies and is most likely to vary from 0.1 48 

to 0. 5%/°C (Skoplaki & Palyvos, 2009). This indicates that cooling is becoming an essential technique to 49 

maintain the BIPV electrical performance, especially in hotter climates. 50 

A variety of strategies has been proposed to enhance heat removal from solar cells, including the 51 

circulation of water flow through the BIPV’s front surface, utilization of hybrid systems with thermal 52 

collectors, and using forced ventilation through the cavity (Krauter, 2004; Enteria & Akbarzadeh, 2013). 53 

Natural winds around the stand-off mounted BIPV can also assist the cooling by placing a sufficient air cavity 54 
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to remedy the lack of convection at the rear side. Skoplaki and Palyvos (2009) summarize the current 55 

analytical correlations used for the determination of the operating temperature. 56 

The main challenge in predicting the thermal behavior of the BIPV corresponds to the complex 57 

airflow regimes around these panels. Many studies in this area have been carried out both experimentally 58 

and numerically. For example, the Nominal Operating Cell Temperature (NOCT) defined in nominal terrestrial 59 

environment conditions and the Sandia National Laboratories (SNL) model are two common mathematical 60 

correlations that have been developed from empirical datasets (King, et al., 2004). The latter is preferable to 61 

the former as it encompasses both the wind effect and the solar radiation intensity (King, et al., 2004). 62 

Nonetheless, both of these models prove weak in understanding the effects of wind direction and terrain 63 

characteristics on the wind profile as well as the influence of the cavity size of the mounted BIPV. D’Orazio, 64 

et al. (2014) assessed these two models by comparing them with in situ experiments for three different roof 65 

installations: fully integrated and stand-off by 0.2m and 0.04m cavity sizes. The SNL model overestimates the 66 

back surface temperature in all scenarios. On the other hand, for all scenarios calculated by NOCT model 67 

overestimations of the heat removal from rear side were found to be significant on sunny, breezy days while 68 

on a typical windy day the predicted values were lower than measurements for stand-off BIPV. The largest 69 

deviations between the NOCT model and site measurement were 12°C and 8°C, respectively. The NOCT 70 

model was around 2.5% more accurate in its projection of the annual energy production in comparison with 71 

the SNL model. It was also recommended by D’Orazio, et al. (2014) that a 0.04m cavity gap is enough to 72 

supply sufficient cooling to the BIPVs in a typical Mediterranean climate. 73 

Similar investigations on the effect of the cavity gap are carried out in several simulation studies. For 74 

example, Guiavarch and Peuportier (2006) used a commercial tool, COMFIE, to test the dynamic performance 75 

of three different BIPV installation methods on roofs: rack mounted, stand-off and shingling without an air 76 

cavity. Mono-crystalline and amorphous silicon solar cells were examined in two climates, Paris and Nice, 77 

with a vertical façade application for a social residential building and an inclined roof application for a single 78 

family house. Annual PV productivity was forecast to have a 6% increase with the excess heat from the back 79 

ventilation employed for space preheating purposes. Shingling was found as the least preferable option 80 

having both low yields and efficiency. In another study, Mei et al. (2003) utilized a building energy simulation 81 

tool (TRNSYS) to model the thermal condition of façade integrated photovoltaic panel with forced air cavity 82 

ventilation. The intention was to use the air heated up in the cavity for heating purposes during winter time.  83 

Computational fluid dynamics (CFD) was broadly used to investigate the cavity cooling, taking into 84 

account the BIPVs performance by in detail representations of velocity, temperature and turbulence fields. 85 

An example is shown in the research by Li and Kavara (2012) where they recommended the use of the 86 

Renormalization Group (RNG) k-ε model as turbulence model to provide a better overall performance in 87 
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comparison with other turbulence models for an unglazed transparent collector with PV/T systems under 88 

forced convection. Controversially, Getu et al. (2014) indicated that although k-ε models could provide a 89 

more accurate prediction for air and insulation layer temperature in comparison with the k-ω model, the 90 

latter has strength in prediction of the temperature distribution. The utilized k-ε model was based on the 91 

assumption of the presence of high turbulence, however leading to less agreement with the experimental 92 

scenario conduced in lower airflow velocities. The drawback of k-ω model was mentioned to be its instability, 93 

depending on the free stream ω value generated by the leading edge effect as discussed by Liao et al. (2007). 94 

Liao et al. (2007) conducted a CFD study to model the cavity cooling performance of a façade with integrated 95 

hybrid solar/thermal system. Experimental measurements were obtained using particle image velocimetry 96 

(PIV) for the validation of the CFD model. By using of computational results, a regression relation was 97 

proposed for the surface heat transfer (convection coefficient) in addition to a correlation with Nusselt 98 

number (Nu) against average air speed and cavity size. The predicted channel flow velocity, however, was 99 

higher than the measured values, also resulting into stronger predicted turbulence in comparison with the 100 

measurements. 101 

In another study, Wilson and Paul (2011) ran a series of simulations for different air cavity sizes and 102 

tilt angles. The BIPV was tested by alteration of the tilt angle from 15° to vertical placement followed by nine 103 

cavity aspect ratios (cavity length to its height), ranging from 4.8–120, at upstream flow velocities of 0, 1, 2 104 

and 3m/s. The optimum mounting option for the BIPV system was found to be a 90° inclined panel with a 105 

large air cavity under buoyancy dominant ventilation. The maximum electrical efficiency was observed to be 106 

about 10.7-10.9% though this number could be further improved by 0.5-1% with mixed mode convection. A 107 

noteworthy observation was that the BIPV operating temperature was more sensible to inclination in the 108 

context of natural convection, but changed little under mixed cavity ventilation. In a similar study, Gan (2009a) 109 

(2009b) developed a CFD model to explore the thermal performance of the BIPV in different mounting 110 

geometries, including roof pitch, cavity size and number of PVs. Unlike the study by Wilson and Paul (2011), 111 

the flow regime was assumed to be in the turbulent regime rather than laminar. The conducted parametric 112 

study revealed that cavity cooling cannot be improved after a certain threshold for the air cavity size. 113 

Moreover, stepped multi-panels were recommended as a preferable arrangement to achieve better cavity 114 

air circulations in comparison with a long single panel. A high risk of hot spot occurrence near the top edge 115 

of the panels was also observed with a maximum temperature being detected as over 85°C above the 116 

ambient temperature of London during the summer. 117 

In another CFD study, Koyunbaba, Yilmaz and Ulgen (2013) validated a model to simulate the hourly 118 

performance of a façade integrated photovoltaic system in combination with a Trombe Wall using in situ 119 

measurements. The computational results were validated to predict temperature profiles of the system in 120 
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correlation with its power output using the recorded datasets. 121 

Jubayer, Karava and Savory (2010) developed a 3D CFD model of a BIPV/T system integrated into a 122 

30° inclined roof of a low rise building. The investigation was mainly focused on the velocity field by 123 

comparison of the forced convective heat transfer using the Nusselt (Nu) number normalized by Reynolds 124 

(Re) number and studying various roof inclinations, wind angles, upstream roughness and turbulent 125 

intensities (Karava, et al., 2012). It was observed that turbulent kinetic energy (TKE) generally decreases with 126 

distance above the surface and also with the distance from the leading edge. Moreover, it was concluded 127 

that the buoyancy dominant flows, with Richardson (Ri) number within the range of 0.9-7, were likely to 128 

provide a 14% improvement in convective heat transfer. 129 

As it was discussed in the mentioned studies, previous CFD researches of BIPV mostly focused on the 130 

cavity region with a fixed parallel flow, and only minimally include the impact of the entrance flow when 131 

wind is entering as a non-parallel flow. In other words, the microclimate around and within the BIPV’s cavity 132 

can play a significant role in the heat removal mechanism from such panels. This effect is widely simplified in 133 

previous studies with 2D channel flow where the crucial impact of the approaching wind direction is 134 

neglected. Moreover, the velocity field was mainly predicted with correlations associated with parallel flow 135 

above a flat-plate. The overheating on surfaces of BIPV panels, however, could lead to fairly different 136 

phenomena, particularly in the case of buoyancy dominant flows. This study, therefore, aims to develop a 137 

more detailed model to calculate the heat removal from roof integrated PVs. The developed model is firstly 138 

validated using a comprehensive wind tunnel experiment by (Mirzaei & Carmeliet, 2013b) and (Mirzaei, et 139 

al., 2014). The reliability of the developed CFD model is further assessed by the demonstration of a systematic 140 

comparison of both the velocity and temperature fields. By utilization of a series of simulations, a new 141 

correlation model is proposed to predict BIPV’s surface temperatures based on the airflow velocity. 142 

2. METHODOLOGY 143 

The developed CFD model was created similarly to an experimental study by (Mirzaei & Carmeliet, 144 

2013b) and (Mirzaei, et al., 2014) as demonstrated in (Fig. 1). In this wind tunnel measurement, a PV panel 145 

was integrated into the windward roof of an isolated prototype building with a 1:20 scale to represent a fully-146 

sized building with dimensions of H=11.6m × L=12.0m × W=11.3m. The PV panel was mounted parallel to the 147 

45⁰ roof with a 30mm air cavity and facing normal to a solar simulator placed upstream at a distance of 148 

800mm. The solar simulator was turned on to achieve radiation intensities of 150, 300 and 600𝑊 𝑚2⁄  on the 149 

PV surface placed against upstream velocities of 0.5, 1 and 2m/s. It is noteworthy to mention that the physical 150 

model was placed in a long atmospheric wind tunnel with cross section of 1.3m height and 1.9m width. The 151 

wind tunnel has an overall length of 25 m to ensure the supplied air to reach fully-developed boundary layer 152 
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conditions. Furthermore, the PV’s surface temperature was monitored by an infrared camera (IRC) placed 153 

upstream, far from building, with a thermal pile attached on the surface and several thermal couples on the 154 

front and rear of the PV panel. Particle image velocimetry (PIV) was employed to capture the velocity field 155 

around the PV panel (Mirzaei & Carmeliet, 2013b; Mirzaei, et al., 2014). 156 

 157 

Fig. 1. CFD domain of the wind tunnel experiment by (Mirzaei & Carmeliet, 2013b) and (Mirzaei, et al., 2014) 158 

 159 

  
A b 

 
c 

Fig. 2. (a) inner and outer virtual domains (b) Hybrid grids of the object region (c) surface mesh of the 3D BIPV model 160 

As it can be seen in Fig. 1, the computational domain is stretched with 5H and 15H toward the 161 
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upstream and downstream directions of the building, H being the height of the building prototype and equal 162 

to 0.58m. This is in alignment with the recommendations of the best practice rules in COST (Franke & 163 

Baklanov, 2007) and AIJ (Tominaga, et al., 2008). To minimize the computational cost, a hybrid mesh was 164 

generated around the building prototype (Mirzaei & Zhang, 2015). Fine near-wall cells were employed to 165 

obtain a high resolution result inside the boundary layer while the outer region was covered by a coarser 166 

structured grid. The buffer layer was filled by unstructured grids as can be seen in Fig. 2a. As depicted in Fig. 167 

2b, two virtual boundaries were created at the inner and outer surfaces of the buffer layer to match the 168 

hexahedral and tetrahedral nodes; this procedure was a challenging part in the development of the hybrid 169 

mesh. The mesh was dense at the solid boundary with first layer size of 0.0025m and then became gradually 170 

coarser toward the outer layer with an inflation ratio of 1.2. The object region, including the near-wall and 171 

buffer layers, was assessed to achieve a high agreement with the experimental measurements. 172 

A CFD simulation was conducted in this study using ANSYS FLUENT 15.0 while Reynolds Averaged 173 

Navier-Stokes (RANS) was adapted to solve the Navier-Stokes equations. Standard k-ε was used as the 174 

turbulence model as it is widely suggested in similar investigations due to a tremendous lower computational 175 

cost when compared with more accurate models such as Large Eddy Simulation (LES) (Mirzaei & Rad, 2013). 176 

The RANS governing equations can be written as below (Mirzaei & Haghihat, 2011): 177 

𝑓𝑜𝑟 𝐶𝑜𝑛𝑡𝑖𝑛𝑢𝑖𝑡𝑦:         
𝜕 

𝜕𝑥𝑗

 (𝑈𝑗) =  0                      (1) 178 

𝑓𝑜𝑟 𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚:         𝜌𝑈𝑗

𝜕 

𝜕𝑥𝑗

 (𝑈𝑖) =  −
𝜕𝑝

𝜕𝑥𝑖

+
𝜕 

𝜕𝑥𝑗

 [(𝜇 + 𝜇
𝑡)

𝜕𝑈𝑖

𝜕𝑥𝑗

  ]                  (2) 179 

where U is the flow velocity, ρ is the fluid density, i, j= 1, 2, 3 and µt is the turbulent viscosity and represented 180 

as below:  181 

𝜇𝑡 =  𝐶𝜇𝜌
𝑘2

𝜀
                    (3) 182 

where 𝐶𝜇 is a constant, k is the turbulence kinetic energy and 𝜀 is the dissipation rate of k.  183 

A wide range of variation in RANS models, including Standard (Sk-ε), Realized (Rk-ε) and 184 

Renormalization-group k-ε (RNGk-ε), were tested in this study and it was found that the Sk-ε model shows a 185 

better agreement with experimental results. Also, the solutions are found to have a better stability in 186 

reaching a faster convergence compared to the other models. The enhanced wall function was utilized in this 187 

study. The Sk-ε model solves the turbulent flow using the transport equations presented as follows (Launder 188 

& Spalding, 1972): 189 
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𝜕

𝜕𝑡
(𝜌𝑘) +

𝜕

𝜕𝑥𝑖

(𝜌𝑘𝑈𝑖) =
𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝑘
)

𝜕𝑘

𝜕𝑥𝑗
] + 𝐺𝑘 + 𝐺𝑏 − 𝜌𝜀 − 𝑌𝑀 + 𝑆𝑘          (4) 190 

𝜕

𝜕𝑡
(𝜌𝜀) +

𝜕

𝜕𝑥𝑖

(𝜌𝜀𝑈𝑖) =
𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝜀
)

𝜕𝜀

𝜕𝑥𝑗
] + 𝐶1𝜀

𝜀

𝑘
(𝐺𝑘 + 𝐶3𝜀𝐺𝑏) − 𝐶2𝜀𝜌

𝜀2

𝑘
+ 𝑆𝜀          (5) 191 

Where 𝐺𝑘  and 𝐺𝑏  are the generated k terms with respect to the mean velocity gradient and buoyancy, 192 

respectively; σ represents the turbulent Prandtl number;  𝑌𝑀 represents the dilatation dissipation, 𝑆𝑘 and 𝑆𝜀 193 

are additional source or sink terms for k and 𝜀; 𝐶1𝜀 , 𝐶2𝜀 and 𝐶3𝜀 are constant values. 194 

The short wave radiation was simulated using solar ray tracing model with only the PV panel 195 

participated in the calculations. The emissivity of PV panel was set to be 0.9 as used in the wind tunnel 196 

experiment. The energy equation was utilized to obtain the temperature field as below: 197 

𝜕

𝜕𝑡
(𝜌𝐸) +

𝜕 

𝜕𝑥𝑗

 (𝑈𝑗𝜌𝐸) = −𝑝
𝜕 

𝜕𝑥𝑗

 (𝑈𝑗) +
𝜕 

𝜕𝑥𝑗

 (𝑘𝑒𝑓𝑓

𝜕 

𝜕𝑥𝑗

 (𝑇)) + 𝛷 + 𝑆ℎ                           (6) 198 

 199 

where 𝑘𝑒𝑓𝑓 is the effective turbulent thermal conductivity, 𝛷 represents the dissipation function, and 𝑆ℎ is 200 

volumetric sources. In this equation, the total energy is defined as follows: 201 

E = h −
𝑝

𝜌
+

𝑈2

2
                              (7) 202 

where h and p are sensible enthalpy and pressure of the ideal gas, respectively.  203 

Treatments of the boundaries are further described in Table 1. The airflow was modeled to be 204 

introduced into the wind tunnel normal to the inlet boundary and with a uniform profile. The turbulence 205 

intensity at both inflow and outflow was calculated by the following equations (ANSYS FLUENT, 2009): 206 

I = 0.16Re𝑑ℎ
−1 8⁄                                              (8) 207 

Re𝑑ℎ =
𝜌𝑈𝑑ℎ

𝜇
                                                    (9) 208 

where dh is the hydraulic diameter. The experiments were performed at room temperature 𝑇𝑎 = 25⁰C with 209 

the air density 𝜌 =1.2245 kg/𝑚3; the turbulence intensities were thereby assigned as 4.1%, 3.8% and 3.5% 210 

for the case with upstream velocities of 0.5, 1 and 2m/s, respectively. A sensitively analysis of the impact of 211 

the turbulence intensities on the velocity, temperature and turbulence fields was performed and justified 212 

the above mentioned choices.  213 
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 216 
Fig. 3. Distribution of (a) 43 points for the velocity field, and (b) 8 points for the temperature field validation 217 

Table 1. Computational setting for the CFD model 218 
Boundary Type Treatment 

Ground/Ceiling/laterals 
walls/Building 
surfaces/Radiator/PV holder/PV 
back and lateral surfaces 

Wall  No-slip 
Not included in the radiation model 

Front surface of PV Wall  No-slip 
Emissivity = 0.9 

Inflow  Velocity inlet Constant  
Normal to the boundary 
Turbulent Intensity 
Hydraulic diameter =1.54m 

Outflow Pressure outlet Gauge pressure =0 
Turbulent Intensity 
Hydraulic diameter =1.54m 

Near-wall treatment Enhanced Wall function 

Pressure-Velocity Coupling SIMPLE 

Discretization scheme 

Pressure Second Order 

Momentum Second Order Upwind 

Turbulent Kinetic Energy First Order Upwind 

Turbulent Dissipation Rate First Order Upwind 

Energy Second Order Upwind 

Before proceeding to the validation stage, a mesh sensitivity test was conducted using three sets of 219 

mesh with 1.1m, 1.3m and 2.1m cells while cell densities were also altered in each mesh to reach a suitable 220 

model. The selected mesh was generated with about 1.3million cells. To maintain an acceptable smoothness 221 

ratio, extensive effort has been conducted to achieve a stretching ratio between two consecutive meshes of 222 

1.2-1.5 as suggested by COST and AIJ ( (Franke & Baklanov, 2007; Tominaga, et al., 2008). The convergence 223 

of 10−7 was also achieved for the energy equation whilst this number was 10−5 for the momentum and 224 
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turbulent equations. Segregated solver algorithm SIMPLE scheme is used for pressure-velocity coupling in 225 

this study with combination of first and second order discretization schemes for different equations (Table 226 

1). The wall-enhanced treatment was utilized on walls with average y+ for the solid boundaries inside the 227 

object region obtained to be below 7.5. 228 

The validation was performed for both velocity and temperature fields associated with the 229 

experimental study. The velocity field was validated against a series of isothermal and non-isothermal cases 230 

with a radiation intensity of 600𝑊 𝑚2⁄  emitted onto the PV surface. The air flow pattern at a section parallel 231 

to the upstream flow was monitored by PIV technique as described by (Mirzaei, et al., 2014). The comparison 232 

of the velocity magnitude and the entire flow pattern was performed at 43 selected points on the longitudinal 233 

section of the BIPV as illustrated in Fig. 3a. In terms of the thermal field validation, in addition to the mean 234 

and pattern of the surface temperature, two arrays of points were assigned to the front surface of the PV (a-235 

d) as well as the building’s roof (e-h) as shown in more detail in Fig. 3b. 236 

The effect of upstream velocity magnitude and solar radiation on the convective heat removal from 237 

both surfaces of the BIPV panel was studied using the Nusselt number as defined below: 238 

𝑁𝑢𝑥 =
ℎ𝑥

𝐾
= 𝑓(𝑅𝑒, 𝑃𝑟)                  (10) 239 

where h is the convective heat transfer coefficient, x is the distance from the edge of the PV, K is the thermal 240 

conductivity of air, and Pr is the Prandtl number. As the value of Pr for airflow remains fairly stable, it was 241 

assumed to be equal to 0.71 in the experimental conditions. 242 

3. RESULTS AND DISCUSSION 243 

3.1 Validation of the velocity field 244 

The comparison of velocity normalized by the inlet velocity at the selected points of Fig. 3 between 245 

simulation and experiment is shown in Fig. 4. In general, under isothermal conditions, the CFD model is more 246 

likely to underestimate the velocity with the highest deviation of approximately 23.1%, 20.1% and 16.7% in 247 

upstream velocities of 0.5, 1 and 2m/s, respectively. The average discrepancy is calculated to be 248 

approximately 5.7% in the cavity, 10.3% in the upstream region and 9.5% in the whole domain. When the 249 

solar simulator emits radiation with an intensity of 600 𝑊 𝑚2⁄  on the PV panel and the upstream velocity is 250 

0.5m/s, the average and maximum differences inside the cavity are obtained about 14.7% and 32.1%, 251 

respectively. It can be concluded that the average accuracy of the CFD model increases in the higher 252 

upstream velocities as 10.1% and 9.9% of average discrepancies have been calculated for the velocities of 253 

1m/s and 2m/s, respectively. The maximum error is almost halved (16.9%) when the upstream flow is 2m/s. 254 
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The average error of the velocity field for non-isothermal scenarios is about 13.2% in the cavity, 7.2% in the 255 

upstream region and 8.0% in the whole domain. One of the main reasons for this discrepancy can be 256 

attributed to the limitation of the Sk-ε turbulent model, which is based on the assumption of a high 257 

turbulence flow regime (Getu, et al., 2014; Mirzaei & Carmeliet, 2013a). Evidently, the upstream velocities in 258 

the larger Re regimes, thereby, provides better predictions. 259 

 260 
(a) 261 

 262 
(b) 263 

 264 
Fig. 4. Comparison of the normalized velocity at 43 points between CFD and experimental results in different 265 

upstream velocities (0.5 m/s, 1 m/s and 2 m/s) for (a) isothermal and (b) non-isothermal scenarios 266 

In contrast with the non-isothermal scenarios, when the solar simulator is turned off, high errors can 267 

be observed at the region located in front of the panel. The PIV uncertainty in extracting the experimental 268 

values can be up to 3% and, hence, can be considered one of the potential sources of the discrepancy in the 269 

validation process.  270 

The velocity contours obtained from the PIV experiment (Mirzaei, et al., 2014) and CFD modeling are 271 
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compared in Fig. 5 for isothermal and Fig. 6 for non-isothermal scenarios. All velocity patterns reveal to be 272 

fairly similar to each other while it can be observed from the isothermal scenarios that a slightly larger 273 

vorticity is present at the windward wall of the building in the experiment in comparison with the CFD 274 

modeling as shown in Fig. 5. This can be partially explained as the lack of laser beam illuminate this at this 275 

region as required for a high resolution visualization. Furthermore, Fig. 6 reveals that the CFD results show 276 

less acceleration of the airflow at the entrance of the cavity compared to the measured results. The error is 277 

mitigated when a stronger inflow is employed, which can again be associated to the defect of the Sk-ε 278 

turbulent model in predicting low turbulence scenarios. This point is further discussed in the turbulence 279 

validation section where an error of 14.7% is obtained for turbulent kinetic energy in the low upstream 280 

velocity of 0.5m/s. This number, however, reduces in the higher upstream velocities of 1m/s and 2m/s to 4.6% 281 

and 4.8%, respectively. 282 

   

   

   
(a) (b) (c) 

Fig. 5. Comparison of the velocity contour between (top) computational and (bottom) experimental (Mirzaei, et al., 283 
2014) studies for isothermal scenarios with upstream velocities of (a) 0.5m/s, (b) 1m/s and (c) 2m/s 284 
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(a) (b) (c) 

Fig. 6. Comparison of the velocity contour between (top) computational and (bottom) experimental (Mirzaei, et al., 285 
2014) studies for non-isothermal scenarios with upstream velocities of (a) 0.5m/s, (b) 1m/s and (c) 2m/s 286 

3.2 Validation of the temperature field 287 

The reliability of the CFD model in predicting the thermal field is investigated in this section using the 288 

mean surface temperature and the temperature patterns of the various scenarios in the presence of the 289 

radiation intensity generated by the solar simulator. As it can be seen in Fig. 7Fig. 7, the simulated 290 

temperature distributions on the front surface of the BIPV match fairly well with those captured by infrared 291 

camera (Mirzaei & Carmeliet, 2013b). Higher temperatures usually occur near the top edge of the PV panel 292 

as the air is warmed by the hot panel when it removes heat from the panel along its path until reaching the 293 

higher edge of the cavity. It should be remarked that the experiment was designed with six radiative lamps 294 

in array of 2×3, explaining why the radiation intensity was not completely homogeneous on the surface of 295 

the panel. On the other hand, the PV panel was assumed to be heated by a homogeneous radiation intensity 296 

in the CFD simulation, which can explain a potential source of the discrepancy that can be seen between the 297 

experimental and computational results in Fig. 7. 298 

 299 
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Fig. 7. Comparison of the temperature contour of the front surface of the BIPV between (top) experimental (Mirzaei 300 
& Carmeliet, 2013b) and (bottom) computational studies for scenarios with different upstream velocities of (a, d, g) 301 

2m/s, (b, e, h) 1m/s and (c, f, i) 0.5m/s when the radiation intensity is (a-c) 600W/m2, (d-f) 300W/m2 and (g-i) 302 
150W/m2 303 

In general, it can be concluded that the CFD model is successful in simulating the mean temperature 304 

of the PV panel’s front surface with an average error of about 6.0% in comparison with the measurement 305 

result. The CFD model shows also a good performance in the prediction of the local temperatures at the front 306 

surface (points a-d) where the average accuracy is calculated to be over 95.0%. The highest accuracy is 98.1% 307 

and is associated with the scenario with upstream velocity of 1 m/s and 600 𝑊 𝑚2⁄  radiation intensity. A 308 

part of the large error observed in the prediction of temperature for the points e-h on the building roof 309 
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surface can be attributed to the fact that these points are not exactly located at the roof surface in the 310 

simulation, but 1mm above it. Moreover, the thermal conductivity of the material assigned in the simulation 311 

can be slightly different from the real value of the experiment, which again can be a source of the observed 312 

deviation between experiment and simulation. Although an aluminum coating was applied on the windward 313 

wall of the building prototype to prevent the absorption of an excess irradiance (Mirzaei & Carmeliet, 2013b), 314 

the building surface could still absorb heat to some extent, which can be assumed as another cause of the 315 

slight mismatch between experimental and computational results. In other words, the air could already be 316 

preheated after encountering the building wall prior to entering the cavity. This phenomenon was neglected 317 

in the CFD modeling as the building was set to be isolated from solar radiation. 318 

In addition, the buoyancy-dominated flow in the cavity imposes technical difficulties for the 319 

turbulence modeling. For instance, if the upstream velocity is fixed to be 2m/s, lower accuracy is attained for 320 

the high radiation intensity of 600𝑊 𝑚2⁄ , with an average error for points e-h of 9.7%, compared to the 321 

scenario with radiation intensity of 150𝑊 𝑚2⁄  where the average error is only 1.6%. The error shown in the 322 

prediction of the roof temperature can therefore be attributed to the underestimation of the air velocity in 323 

the cavity, which leads to smaller predicted levels of turbulence which is a weakness of the employed Sk-ε 324 

model as mentioned in an earlier section. Evidently, the scenarios with the higher upstream velocities 325 

demonstrate a better agreement in prediction of the roof temperature. The average errors are calculated to 326 

be about 1.6% and 7.8% with upstream velocities of 0.5m/s and 1m/s under the radiation intensity of 327 

150𝑊 𝑚2⁄ . 328 

3.3 Validation of the turbulence field 329 

Fig. 8 shows the turbulent kinetic energy (TKE) patterns for the scenarios under high intensity 330 

radiation of 600𝑊 𝑚2⁄  with different upstream velocities. Apparently, the TKE at the outlet of the cavity 331 

(near the edge of the region where leeward vorticity occurs) is found to be higher than at other locations in 332 

both the simulation and experimental results. The CFD model, however, underestimates the TKE in the 333 

circulation region attached to the back surface of the PV panel at the entrance of cavity, especially when air 334 

is induced at a low upstream velocity. This could be attributed to the employed k-ε turbulence model, which 335 

has difficulty in representing the TKE at the regions near the boundaries (Puleo, et al., 2004; Tominaga, et al., 336 

2008). Also, there is an obvious overestimation of TKE by the simulation in the upstream region of the roof, 337 

as can be seen in Fig. 8, indicated by lighter colors above the roof. Although the employment of more 338 

accurate models such as LES is preferable to enhance the TKE prediction, the computational cost will 339 

drastically increase, which again justifies the utilization of the k-ε turbulence model in this study (Franke & 340 

Baklanov, 2007). 341 
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Fig. 8. Comparison of TKE contour between (top) computational and (bottom) experimental (Mirzaei, et al., 2014) 342 

studies for non-isothermal scenarios with upstream velocities of (a) 0.5m/s, (b) 1m/s and (c) 2m/s 343 

3.4 Convective heat transfer 344 

Convective heat transfer from the flat-plates is traditionally expressed with the following equation 345 

(Onur, 1993): 346 

𝑁𝑢 = 𝑐𝑅𝑒𝑎                                             (11) 347 

where a and c are the constant coefficients. These correlations are widely used to estimate the convective 348 

heat coefficient or Nusselt number associated with the PV panels. A summary of these correlations, which 349 

are in the form of the Equation (11), are presented in Error! Reference source not found..  350 

Table 2. Precedent correlations for Nusselt number or convective heat transfer coefficient 351 

Authors Correlations  Comments 

McAdams (1954) 
h = 5.7 + 3.8U For forced convection over an inclined flat 

plate 

Onur (1993) 
ln(𝑁𝑢) = 0.065 + 0.466 ln(𝑅𝑒) For turbulent flow over a 45⁰ inclined plate 

with 0⁰ yaw  

Incropera, et al. (2006) 𝑁𝑢 = 0.036𝑅𝑒0.8 𝑃𝑟1 3⁄  For turbulent flow 

Turgut & Onur (2009) 
𝑁𝑢𝑒𝑥𝑝𝑒𝑟𝑖𝑚𝑒𝑛𝑡𝑎𝑙 = 0.782𝑅𝑒0.5 

𝑁𝑢𝑛𝑢𝑚𝑒𝑟𝑖𝑐𝑎𝑙 = 0.887𝑅𝑒0.5 

For forced convection over a 45⁰ inclined 

plate with 0⁰ yaw 
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In this section, the convective heat transfer on two surfaces above and beneath the panel at a 352 

distance of 10mm is investigated by comparing the validated CFD results and the precedent correlations as 353 

listed in Table 2. Thus, the first layer of the mesh (0.0025m), in lines parallel to the stream-wise flow in both 354 

front and back surfaces, was used to investigate the Nusselt number at the BIPV surfaces. The Nusselt number 355 

based on CFD modeling was thereby calculated using Equation (10) applied at 25 local points along each line, 356 

ranging from 0 to 0.4m (from the bottom to the top edge of the BIPV excluding two-end points at the edge). 357 

It was found that the Nusselt number barely changes with radiation intensity as the effect of a higher heat 358 

transfer is compensated by a larger temperature difference between the surface and air. Similar patterns for 359 

different radiation intensities were correspondingly observed with a deviation less than 1%. 360 

Fig. 9 compares the Nu numbers on the front surface of the PV between CFD results and precedent 361 

correlations for scenarios with the strongest radiation intensity, but different upstream velocities. Similarly, 362 

this comparison for the back surface is shown in Fig. 10. The Nu number at the back surface shows a better 363 

agreement to the precedent correlations compared to the front surface. Both surfaces, however, provide 364 

larger deviations from the existing correlations closer to the top edge where the Reynolds number (Re) 365 

increases. 366 

Table 3. The comparison of the Nu obtained from CFD with the precedent correlations 367 

Correlation 
McAdams 

(1954) 
Onur (1993) 

Incropera, et al. 
(2006) 

Turgut & Onur (2009) 

Exp. Num. 

Deviation at front 

surface 59.0% 53.7% 80.8% 53.9% 50.1% 

Deviation at back 

surface 
56.3% 55.5% 76.2% 54.1% 51.9% 

To check the validity of the precedent model against the proposed correlation, mean squared error 368 

for all correlations related to the CFD model has been calculated. It was observed that none of the 369 

correlations provide a close prediction as demonstrated in Table 3. The results show that the Nu number 370 

obtained with CFD simulation matches best to the existing correlation given by Turgut & Onur (2009) 371 

although it still shows a high standard deviation of 50% and 52% at front and back surface in comparison with 372 

the CFD prediction. The underestimation of Nu by the existing correlations can be attributed to their choice 373 

of the flow regime, e.g. Onur  (1993) and Turgut & Onur  (2009) used laminar flow rather than the turbulent 374 

regime. It also can be related to the type of the cavity ventilation. For example, the equation given by 375 

McAdams (1954) was determined for a vertically mounted panel seated in parallel wind, which implies a 376 

weak cavity ventilation at backside. In general, the Nusselt number is found to be more sensitive to the 377 

magnitude of the upstream velocity at the front surface, where the average ratio in change of the local Nu 378 

(ΔNu) to the change of the upstream velocity (ΔU) is approximately 37.8% in comparison with a ratio of 25.8% 379 
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for the back surface. The reason for this can be explained by a more buoyancy-dominated flow in the cavity 380 

compared to the front surface. 381 

 
(a) 

 
(b) 

 
(c) 

 
Fig. 9. Comparison of Nu at the front surface of the BIPV by CFD modeling and precedent correlations for different 382 
scenarios with radiation intensity of 600𝑊 𝑚2⁄  when upstream air is induced at (a) 2m/s, (b) 1m/s and (c) 0.5m/s 383 

 
(a) 

 
(b) 

 
(c) 

 
Fig. 10. Comparison of Nu at the back surface of the BIPV by CFD modeling and precedent correlations for different 384 
scenarios with radiation intensity of 600𝑊 𝑚2⁄  when upstream air is induced at (a) 2m/s, (b) 1m/s and (c) 0.5m/s 385 

The simulated local Nu at the PV surfaces, as shown in Fig. 9 and 10, are utilized to develop a new 386 

correlation as a function of the Re number similar to Equation (9). The results are presented as a series of 387 

correlations in Table 4. The quality of the fitted correlations is evaluated using adjusted R-square, which is 388 

obtained to be above 0.99 and highly acceptable. The calculated Nu versus Re for different scenarios are also 389 

illustrated in Fig. 11. 390 

These new correlations are also compared to the correlations of Table 2. Apparent underestimations 391 

of the Nu number by these correlations can be seen, especially for the higher Re numbers, occurring apart 392 

from the leading edge of the PV panel. Scenarios with lower upstream velocities are more likely to be 393 
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dominated by convection heat transfer due to the stronger buoyancy effect at the surface. For the same 394 

velocity, the curves show larger deviations at the upper edge of the PV panel where there is a larger 395 

temperature difference between the panel and ambient due to the different radiation intensities. Also, from 396 

Fig. 11, it can be seen that the upstream velocity plays a more influential role than solar radiation intensity 397 

on the local Nu number. At an upstream velocity of 2m/s the curves for different radiation intensity almost 398 

coincide. 399 

Table 4. Correlations of the simulated Nu versus Re for different scenarios 400 
Upstream velocity (m/s) Solar intensity (W/m2) Correlations 

0.5 

150 𝑁𝑢𝑥 = 0.4753𝑅𝑒𝑥
0.6772 

300 𝑁𝑢𝑥 = 0.2191𝑅𝑒𝑥
0.7353 

600 𝑁𝑢𝑥 = 0.09369𝑅𝑒𝑥
0.7959 

1 

150 𝑁𝑢𝑥 = 0.4567𝑅𝑒𝑥
0.679 

300 𝑁𝑢𝑥 = 0.2208𝑅𝑒𝑥
0.7338 

600 𝑁𝑢𝑥 = 0.09574𝑅𝑒𝑥
0.7945 

2 

150 𝑁𝑢𝑥 = 0.4368𝑅𝑒𝑥
0.6802 

300 𝑁𝑢𝑥 = 0.2247𝑅𝑒𝑥
0.7307 

600 𝑁𝑢𝑥 = 0.0971𝑅𝑒𝑥
0.7927 

At this stage a regression equation is proposed for the coefficients a and c in Equation 11 based on 401 

the correlations presented in Table 4. As discussed, the upstream velocity and temperature differences 402 

between the PV surface and ambient air are considered as the influential parameters, but the impact of the 403 

latter is found to be negligible as similar patterns for different radiation intensities are observed with a 404 

deviation of less than 1%. Therefore, the upstream velocity U can be considered as the only variable in the 405 

regression model for the purpose of simplification. The coefficients of the regression equation, with R-square 406 

of above 0.99, are obtained as below:  407 

{𝑐 = 0.229𝑈2 − 0.8129𝑈 + 0.8055        
𝑎 = −0.03189𝑈2 + 0.1568𝑈 + 0.6084

             (12) 408 

where U is the flow velocity at the inlet. 409 

The developed CFD model shows good agreement with the experimental results, however, it still 410 

contains a small level of discrepancy in the velocity (u±∆u) and temperature (T±∆T) fields, which can 411 

potentially effect the calculation of the local Nu numbers and propagate more discrepancy into the 412 

predictions. Therefore, the certainty of the regression model in prediction of the local Nusselt number is 413 

investigated at this stage by considering errors ∆u and ∆T in the calculations. 414 

Fig. 12 presents a range of Nu and Re numbers calculated at each point according to the obtained ∆u 415 

and ∆T of the previous section. This implies that the calculated local Nusselt number from the regression 416 

model should be within the bounded area as shown with two boundary lines in the same color for each 417 
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scenario. The most probable uncertainty in the results is about 29.3% against upstream velocity of 0.5m/s 418 

and solar radiation intensity of 300W/m2. In general, the proposed correlation is more likely to provide the 419 

local Nu with an acceptable uncertainty of below 20%. Apparently, the precedent correlations still fail to give 420 

an accurate estimation for the local Nusselt number as they all exist out of the bounded area. The main 421 

reason of the discrepancy associated to these models could be the treated flow regime to be laminar rather 422 

than turbulent.  423 

 424 
Fig. 11. Comparison of the CFD correlations of the local Nu versus local Re with those by the precedent studies for 425 

scenarios with inflow of 0.5m/s, 1m/s and 2m/s at radiation intensities of 150W/m2, 300W/m2 and 600W/m2 426 

 427 
                                     (a)                                                                (b)                                                                  (c) 428 

Fig. 12. The certainty of the estimated results by the obtained regression in comparison with the precedent 429 
correlations for scenarios with inflow velocity of (a) 0.5m/s; (b) 1m/s and (c) 2m/s. 430 
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4. CONCLUSION  431 

In this study more accurate correlations to predict the surface temperature of the PV panels using 432 

the CFD technique are proposed. The new correlations were based on 3D CFD results, where the CFD model 433 

was validated against a comprehensive wind tunnel investigation of velocity and temperature patterns 434 

around a BIPV prototype. The main results of the validation procedure, found by comparing the 435 

computational and experimental data are summarized as follows:  436 

 With increasing upstream velocity, a higher accuracy of the CFD modeling is observed. This is because 437 

the employed Sk-ε turbulence model is based on the assumption of a high Reynolds number. The average 438 

error for the prediction of the velocity field for the isothermal cases is about 9.7% and 8.0% for the non-439 

isothermal scenarios.  440 

 The simulated temperature distribution on the front surface of the panel shows good agreement with 441 

the experimental measurements while the average accuracy of the surface mean temperature is over 442 

95.0%. 443 

 The weakness of Sk-ε model is apparent in the representation of buoyancy-dominated flow and 444 

temperature distribution within the cavity for non-isothermal cases. The average error of the building 445 

roof temperature prediction is 6.1% for the highest radiation intensity of 600𝑊 𝑚2⁄ , and 3.8% for a 446 

radiation intensity of 150𝑊 𝑚2⁄ . 447 

 In general, the model has shown weaknesses in capturing a high level of the TKE at the entrance of the 448 

cavity. An overestimation of TKE was observed at the front of the panel while the TKE is underestimated 449 

at the entrance of the cavity. 450 

The Nusselt number is assessed in this study at the midlines of the front and back surface of the PV 451 

panel by comparing the Nu number values obtained by CFD to precedent correlations. Large deviations 452 

between the correlations and the CFD results are observed near the top edge of the PV panel where the 453 

Reynolds number is higher. It is found that the Nu value does not significantly depend on the radiation 454 

intensity. The Nu number at the back surface is found to be more sensitive to the upstream velocity than at 455 

the front surface. It is also found that the precedent correlations of the local Nusselt number fail to accurately 456 

describe the condition at front surface of the panel with an average error of over 50%. A new correlation is 457 

proposed in which the coefficients are function of the upstream velocity. The results of this study should be 458 

expanded in the future work to different cavity height and roof angles, and thus a more general correlation 459 

should be adapted when such factors are further included in surface temperature of the photovoltaic panels. 460 
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