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ABSTRACT11

Swash flows are commonly modelled using the Nonlinear Shallow Water Equations (NSWEs).12

In the derivation of the NSWEs, directly from depth-averaging the Navier-Stokes equations, a13

so-called momentum correction factor, β, emerges. In this study we present a numerical model of14

the NSWEs that includes β, which is allowed to vary in space and time, and feedback onto the flow.15

We apply this model to a swash flow, by making use of the vertical flow structure calculated by use16

of the log-law boundary layer and free flow region. We thereby examine its influence on the swash17

flow predictions in the dam-break swash event by Kikkert et al. (2012). The numerical results18

show that the momentum correction factor has a significant impact on the shoreline motion, and19

flow adjacent to the shoreline, which results in an over-prediction of the shoreline with respect to20

the standard (β = 1, NSWE) approach. Given that consideration of β should yield a more complete21

description of the swash dynamics, the implication is that the log-law boundary layer model does22

not describe the flow structure in the swash tip region well. The implication of this is that to achieve23
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accurate modelling at the flow uprush tip, at which point the largest bed shear stresses are typically24

exerted, a different submodel is required in that vicinity. Equally, it suggests that classical NSWEs25

also cannot describe the flow at the tip well, and that accurate prediction is achieved despite this26

inherent deficiency.27

INTRODUCTION28

The swash zone is the region adjacent to the moving shoreline that is quasi-periodically wetted29

and dried, and in which the flow is shallow and rapidly changing. Swash flows can be well described30

by Nonlinear Shallow Water Equations (NSWEs), as shown by many studies (Brocchini and Dodd31

2008; Briganti et al. 2016; Incelli et al. 2016). The NSWEs are derived from Navier-Stokes32

equations by integrating over the water column, and applying the condition that the depth of water33

is very small compared with the wavelength. The integration over the water column yields the34

dependent variables for the NSWEs: water depth, and depth-averaged velocity.35

The swash flow is shallow, and the drag effect of the beach over which it flows becomes36

important as the bottom bed shear stress becomes significant compared to the inertial force. The37

bed shear stress in turbulent flows is commonly roughly approximated by a Chezy law and included38

in the NSWEs. Such numerical studies show that the maximum run-up is greatly reduced if bed39

shear stress is included (Zhu and Dodd 2013; Zhu and Dodd 2015). The fact that bed shear stress40

exists, in swash flows is, however, synonymous with the fact that the velocity is not in fact depth41

uniform. Moreover, Baldock (2018) analysed existing PIV velocity profile data, and concluded42

that the boundary layer is well or fully developed in the upper swash zone, which implies the flow43

velocity there is partly or fully nonuniform in depth.44

Navier-Stokes models solved in 2D (propagation and vertical directions) (Puleo et al. 2007;45

Torres-Freyermuth et al. 2013; Pintado-Patiño et al. 2015) can more accurately describe the bound-46

ary layer and the swash flow, but is much more computationally expensive compared to models47

based onNSWEs. In order to retain the simplicity of NSWEs framework and accuracy of describing48

the bottom boundary layer, a number of studies coupled the NSWEs with a sub boundary layer49

model (Barnes and Baldock 2010; Briganti et al. 2011; Zhu et al. 2022), which can describe the50
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flow in the boundary layer more comprehensively compared to the Chezy law. In particular, in Zhu51

et al. (2022), who assume a log-law behaviour for the bottom boundary layer (BBL), it is shown that52

such an approach yields high modelling accuracy of a laboratory swash event using the NSWEs.53

It is well known that in the derivation of the NSWEs, directly from depth-averaging the Navier-54

Stokes equations, a so-calledmomentum correction factor, β, emerges, if the non-uniform velocities55

are considered. In the NSWEs it is assumed that β = 1. In reality β > 1 (Henderson 1966). The56

momentum correction factor is commonly approximated in river engineering, in which it is also57

referred to as the momentum coefficient or Boussinesq coefficient. For “fairly straight prismatic58

channels”, 1.01 < β < 1.12 (Chow 1959). In pipe flow it is also encountered: for circular pipes,59

β = 4/3 for laminar flow, and β depends on the friction coefficient for turbulent flow, with β ≈ 1.03860

for a pipe of a friction factor 0.04 (Rennels and Hudson 2012). The momentum correction factor β61

has also been considered when trying to reduce numerical oscillations at shocks (Yang et al. 2018).62

Hogg and Pritchard (2004) derived asymptotic and similarity solutions to some gravity-driven63

flows in which, however, drag dominates at the leading edge. Most relevant to the swash was64

the dam-break flow, commonly regarded as an analogue of swash uprush. They demonstrate65

analytically that if flow non-uniformity exists (in which case β > 1), which we expect physically,66

then drag must be considered at the tip to obtain physically plausible solutions. Although they67

explicitly consider β in their solutions, they assume constant values (1 − 1.2), corresponding to68

physically reasonable velocity variations in the vertical. Baldock et al. (2014), who also consider69

a gravity-driven flow with a leading edge, calculate values of β for a family of power-law profiles,70

including the turbulent flow 1/7 power law profile for which β = 1.016.71

In the numerical modeling of swash events using the NSWEs, the momentum correction factor72

does not appear to have been considered before. Here, we investigate the effect of this factor in73

modeling of swash flows. The use of the log-law BBL sub-model allows us to calculate β for swash74

flows, as described by the modified NSWEs so as to accommodate β(x, t) > 1 and to examine its75

effect. It has been pointed out (Baldock et al. 2014; Baldock and Torres-Freyermuth 2020; Zhu76

et al. 2022) that the boundary layer is well or fully developed in the swash tip during the uprush.77
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Baldock and Torres-Freyermuth (2020), reproduce a swash event using a Navier-Stokes model, and78

examine the depth variation in the flow in the vicinity of the tip. They evaluate this variation using79

an expression also referred to as β, but which is different from the momentum correction factor,80

and which we refer to here as β′. The β′ values calculated from the numerical results indicate a81

fairly constant degree of deviation from a depth-invariant flow (with deviation consistent with a82

1/3 power law vertical variation, for which β = 1.067 (Baldock et al. 2014)), except very near to83

the tip, indicating that we may expect analogous behaviour of the momentum correction factor as84

it varies in space. This implies a modest deviation from the classical NSWEs, and sometimes a85

larger deviation in the vicinity of the tip, because of a larger momentum correction factor there, for86

some swash phases. This may have relevance to NSWE modelling of such flows on non-erodible87

and erodible beaches / structures.88

In this paper we therefore use the model of Zhu et al. (2022) to directly calculate β for a swash89

flow as it varies in space and time. We examine the effect of incorporating β thus calculated into90

the numerical simulation of the swash event. As such, we make use of the vertical structure of91

the flow supplied by the log-law boundary layer and free flow region to evaluate β, and thereby92

examine its influence on the flow and on coastal engineering predictions. In open channel flows, a93

roughly equivalent approach has been reported by Duan (2004), in which the nonuniform velocity94

in the vertical direction is considered through an extra, dispersion term, instead of a coefficient. We95

use the experimental study by Kikkert et al. (2012), which provides measurements of a swash flow96

and boundary layer profile of a bore-driven swash event, to investigate the effects of the momentum97

correction factor.98

The rest of the paper is organised as follows. In § 2, we derive and present the model equations.99

The numerical method to solve the equations is introduced in § 3. We then simulate the (Kikkert100

et al. 2012) swash event in § 4. Finally, we draw our conclusions in § 5.101

GOVERNING EQUATIONS102

The NSWEs including bed shear stress are utilised to describe the flow. The sub boundary layer103

model developed by Zhu et al. (2022) is included to simulate the flow inside the boundary layer,104
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and calculate bed shear stresses. This allows the momentum correction factor to be calculated from105

the vertical flow structure obtained from the sub boundary layer model.106

The modified NSWEs107

The NSWEs including the momentum correction factor β can be derived from Navier-Stokes108

equations, the derivation process of which is not presented herein. The modified NSWEs including109

bottom shear stress in conservative form are110

∂h
∂t
+ h

∂u
∂x
+ u

∂h
∂x

= 0, (1)111

∂(hu)
∂t
+
∂(βhu2)

∂x
+ gh

∂h
∂x
+ gh

∂B
∂x

= −
τb

ρ
, (2)112

where x (m) represents cross-shore distance, t (s) is time, h (m) represents water depth, u (ms−1) is113

a depth-averaged horizontal velocity, ρ (kgm−3) is water density, τb (kgm−1s−2 or Nm−2) is shear114

stress at the bed, B = B(x) (m) is the bed level (here considered as a function of x), β is the115

momentum correction factor, and g (ms−2) is gravitational acceleration. Note that β ≥ 1, and the116

equal sign occurs when the flow is uniform in vertical direction.117

The non-conservative form of the momentum equation is118

∂u
∂t
+ (2β − 1)u

∂u
∂x
+ (β − 1)

u2

h
∂h
∂x
+ u2 ∂β

∂x
+ g

∂h
∂x
+ g

∂B
∂x
= −

τb

ρh
. (3)119

The non-conservative form of the mass equation is unchanged, and therefore Eqs. (1) and (3)120

constitute the non-conservative NWSEs.121

Sub boundary layer model122

The sub boundary layer model in this work is based on Zhu et al. (2022, Briganti et al. (2011,123

Fredsøe and Deigaard (1993), and the spatial gradients in velocity and boundary layer thickness124

are taken into consideration.125

The horizontal velocity in the vertical direction of the water column is denoted by U(x, z, t).126
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The horizontal velocity inside the boundary layer is approximated using the logarithmic law127

U(x, z ≤ z0 + δ, t) =
U f

κ
ln

(
z
z0

)
, (4)128

where z (m) is the vertical distance from the bed, κ = 0.4 is von Karman’s constant, and z0 (m) is129

the vertical distance from the bed at which the velocity is assumed to be 0, and here z0 = Kn/30130

with Kn being the bed roughness. U f is the friction velocity,131

U f = U f (x, t) =
U0
|U0 |

√
| τb | /ρ, (5)132

whereU0 is free stream velocity, which is the flow velocity outside the boundary layer. At the upper133

limit of the boundary layer where z = z0 + δ with δ the boundary layer thickness,134

U(x, z = z0 + δ, t) = U0 =
U f

κ
ln

(
z0 + δ

z0

)
=

U f

κ
Z (6)135

where Z = ln
(
δ+z0

z0

)
. Thus, U f =

U0κ
Z .136

The momentum equation for the flow outside the boundary layer is137

∂U0
∂t
+U0

∂U0
∂x
= −g

∂h
∂x
− g

∂B
∂x
, (7)138

and that for the flow inside the boundary layer is139

∂U
∂t
+U

∂U
∂x
= −g

∂h
∂x
− g

∂B
∂x
+

1
ρ

∂τ

∂z
(8)140

where τ = τ(x, z, t) is shear stress at location (x,z) at time t.141

Subtracting Eq. (7) from Eq. (8) gives142

∂

∂t
(U0 −U) +

∂

∂x

(
1
2

U2
0 −

1
2

U2
)
= −

1
ρ

∂τ

∂z
. (9)143
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Integrating Eq. (9) across the boundary layer [z0, z0 + δ] gives144

τb

ρ
=

∫ z0+δ

z0

∂

∂t
(U0 −U)dz +

∫ z0+δ

z0

∂

∂x

(
1
2

U2
0 −

1
2

U2
)

dz, (10)145

Using Eq. (4) and the definition of U f from Eq. (5) we then arrive at a differential equation for Z146

from Eq. (10):147

∂Z
∂t
+

U0
f2Z
( f1 + f2(Z − 1))

∂Z
∂x
=

κ2

z0 f2
|U0 |−

f1Z
f2U0

∂U0
∂t
−
( f2 + f1(Z − 1))

f2

∂U0
∂x

, (11)148

where f1 = eZ − Z − 1 and f2 = ZeZ − eZ + 1. Eq. (11) is solved to get Z , from which δ and U0 can149

be obtained, and so the flow inside the boundary layer is known. The bed shear stress can further150

be calculated by151

τb = ρU2
f = ρκ

2 U2
0

Z2 . (12)152

Note that the bed shear stress τb → ∞ for the boundary layer thickness δ → 0, i.e., Z → 0,153

which gives an unbounded friction coefficient cd =
|τb |

ρu2 . We follow Zhu et al. (2022) and impose154

the maximum friction coefficient of cd = 0.0597 under these circumstances to limit the bed shear155

stress. For further details of the sub boundary layer model the reader is referred to Zhu et al. (2022).156

Derivation of the momentum correction factor β157

The depth-averaged velocity is158

u =
1
h

∫ h+z0

z0

Udz. (13)159

When δ < h,160

u =
1
h

∫ h+z0

z0

Udz =
1
h

{
U0(h + z0) −

U f

κ
δ

}
(14)161

β =

∫ h+z0
z0

U2dz

hu2 =
h
{
(h + z0) − 2 z0+δ

Z + 2 δ
Z2

}
(
h + z0 −

δ
Z

)2 (15)162

7 Zhu, April 25, 2022



In the limit of h → 0, δ → 0 but δ < h. The limiting value of β as h → 0 is derived in Appendix163

I, and it depends on the ratio between δ and h, i.e., δh .164

If the boundary layer is allowed to grow without limits, δ ≥ h would occur, but we set δ = h, so165

that the boundary layer terminates at the water surface and U0 = U(x, z = h, t). In this case we get:166

u =
1
h

∫ h+z0

z0

Udz =
1
h

{
U0(h + z0) −

U f

κ
h
}

(16)167

β = h
(h + z0) ln2 (1 + h

z0
) − 2(h + z0) ln (1 + h

z0
) + 2h

((h + z0) ln (1 + h
z0
) − h)2

. (17)168

The limiting value of β as h → 0 is also derived in Appendix I, and it shows that when h = 0,169

β = 4
3 . This value is the same as the momentum correction factor for laminar flow in circular pipes.170

In this limit we regard the boundary layer as being fully developed at the tip.171

NUMERICAL METHOD172

The Specified Time Interval Method of Characteristics (STI-MOC) method is used to solve the173

equations.174

Riemann equation and characteristics175

The combination of Eqs. (1) and (3) gives the following Riemann equations176

λ − (2β − 1)u
h

dh
dt
+

du
dt
= −u2 ∂β

∂x
− g

∂B
∂x
−
τb

ρh
(18)177

along
dx
dt
= λ = uβ ±

√
β(β − 1)u2 + gh (19)178

from which we can see that the inclusion of β would alter the Riemann equations, and the charac-179

teristics λ. Note that for β = 1, the two characteristics λ± = u ±
√
gh are recovered. We use λ± to180

refer to the equivalent two roots in Eq. (19).181
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Shock conditions182

Applying the mass and momentum conservation across a shock, i.e., a bore, gives the Rankine-183

Hugoniot conditions:184

−W(hR − hL) + (hRuR − hLuL) = 0, (20)185

−W(hRuR − hLuL) +

(
βRhRu2

R +
1
2
gh2

R − βL hLu2
L −

1
2
gh2

L

)
186

+
1
2
g(hR + hL)(BR − BL) = 0, (21)187

where the subscripts L and R represent the left and right sides of the shock, W is the shock velocity.188

Note that these are identical to those of Hogg and Pritchard (2004), but written here in more189

conventional form, and here including variations in bed level.190

Wet-dry boundary191

At the tip h = 0,192

λ± = uβ ±
√
β(β − 1)u2. (22)193

Note that for β > 1, the two characteristics λ+ , λ− with λ+ > u and λ− < u, which are different194

from the β = 1 case. However, the shoreline moves at u, which can be derived from Eq. (20).195

When the boundary layer occupies the whole water column, substituting β = 4
3 at the shoreline196

gives197

λ+ = 2u and λ− =
2
3

u in uprush with u > 0; (23)198

λ+ =
2
3

u and λ− = 2u in backwash with u < 0. (24)199

The Riemann equation along the λ+ characteristic can be used to solve for u at the shoreline200

because λ+ > u and the characteristic line extends from the interior flow to the shoreline. However,201

the Riemann equation along λ− cannot be used because λ− < u, and the characteristic line goes202
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back to the dry region. However, extrapolation is used for the approximation of u at the shoreline203

due to the singular problem of zero depth.204

APPLICATION TO THE SWASH EVENT OF KIKKERT ET AL. (2012)205

The experiment of a dam-break swash event on a rough, impermeable, immobile beach carried206

out by Kikkert et al. (2012) in the laboratory, which was considered by Briganti et al. (2011) and207

Zhu et al. (2022), is utilised in this work to investigate the momentum correction factor. These208

measurements allow a detailed comparison against h, u and xs (shoreline position), as well as the209

vertical structure of the flow for a bore-driven swash, which is not usually available, and this allows210

a direction calculation of β. The motivation is to evaluate the performance of the model in which211

β is calculated from Eq. (17) against one in which it is assumed that β = 1.212

For the initial set up of the Kikkert et al. (2012) experiment, the reader is referred to Zhu et al.213

(2022). The beach consists of a flat part, and a sloping part of slope 1/10. The roughness of the214

sloping section is determined by the sediment affixed to it. The water depth in the reservoir is 0.6215

m, and the initial water depth in front of the gate is 0.062 m.216

The IMP015 case is considered (Briganti et al. 2011; Zhu et al. 2022), in which D50 = 1.3 mm.217

The bed roughness Kn = 2D65 = 3 mm is estimated using the Engelund andHansen (1967) formula,218

which was selected by Briganti et al. (2011) due to its providing consistently small discrepancies219

with measurements compared to other available definitions. We follow Briganti et al. (2011, Zhu220

et al. (2022) in driving the simulation by the measured water depths h and depth-averaged velocities221

u at PIV 1.222

Comparison with measurements223

As was pointed out in § 3, the inclusion of β yields a number of changes, both in the Riemann224

equations Eq. (18), and the characteristics λ Eq. (19). Accordingly, in our comparison we examine225

separately the effect of: (a) including both the modified characteristics and Riemann equations; (b)226

including only the modified characteristics (i.e. assuming β = 1 in the Riemann equations); (c)227

including only the modified Riemann equations (i.e. assuming β = 1 in the characteristics); (d)228

including only the modified Riemann equations (i.e. assuming β = 1 in the characteristics) but229
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omitting the term involving ∂β
∂x (i.e., assuming β = 1 for that term). We also compare these against230

the model of Zhu et al. (2022), for which β = 1.231

Shoreline movement232

The comparison between the numerical and the measured shoreline trajectories is shown in233

Fig. 1. In the experiment, the shoreline is located where h = 0.005 m. The measured shoreline234

movement for h = 0.005 m is very well captured by the model with β = 1 as already shown in235

Zhu et al. (2022). The inclusion of the momentum correction factor β, in various forms, results in236

larger discrepancies.237

These discrepancies are quantified in Table 1. The Root Mean Squared Error (RMSE) of238

numerical shoreline positions vs the measured results is calculated from239

RMSExs =

√∑Nxs

i=1 (xs,mi − xs,ni)
2

Nxs
(25)240

where Nxs is the number of points of measured shoreline position xs,m, xs,mi is the ith measured241

shoreline position, and xs,ni is the ith modelled shoreline position.242

Fig. 1 shows that for case (a), for which both modified characteristics and Riemann equations243

are included (blue line), the shoreline position (xs) is generally overestimated. If only the modified244

characteristics are included (b), modelling deteriorates overall further (see also Table 1), although245

the maximum run-up is slightly closer to the measured value. In this case xs is underestimated. For246

(c), only modified Riemann equations, there is a further deterioration, but now with an additional247

overestimation of xs compared to (a). Case (b) ((c)) tells us that the effect of including the modified248

characteristics (Riemann equations) is to reduce (increase) the modelled run-up. Finally, we can249

see the effect of the ∂β
∂x term in case (d), which also considers only the Riemann equations but250

neglect ∂β
∂x (set ∂β

∂x = 0). Comparison with (c) shows that the effect of the ∂β
∂x term is to reduce251

run-up.252

Table 1 and Fig. 1 reveal that case (a), which in theory one would expect to be the most complete253

description of the dynamics, gives inferior modelling of xs to the modelling with β = 1 (Zhu et al.254
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2022). This might imply that the velocity profile in the boundary layer is, at least in some regions,255

not well described by the logarithmic law. The deviations of the numerical boundary layer from256

the log-profile were discussed by Baldock and Torres-Freyermuth (2020).257

Spatial variation258

The comparison of the snapshots of B and η (free surface level, i.e., B + h), u and β are shown259

in Figs. 2-4, respectively. The discrepancy in free surface η mainly occurs in the tip region, and260

is most evident in the uprush (see the blue and red lines in the first four subfigures); the run-up261

is generally larger when β , 1, consistent with Fig. 1. The only significant discrepancy in the262

boundary layers is very early in the uprush (t = 2.44 s), where the β = 1 boundary layer is less well263

developed. This implies a larger bed shear stress early in the swash event for β = 1. In Fig. 3 we264

show the equivalent depth-averaged velocity plots (no measurements are available for comparison265

here). Again, early in the swash event the main difference is in the tip region. This region expands266

as the swash event unfolds, which is consistent with the initial differences. This yields slightly267

enhanced run-up for β , 1, also resulting in slightly enhanced backwash. Finally, in Fig. 4 we268

show the equivalent plots for β. We can see (β , 1) that for most of the uprush β ≈ 1.02 except269

very near to the tip, where β increases rapidly, and (t = 3.41 s)→ 4/3, resulting in a large ∂β
∂x very270

near to the tip. This value of β away from the tip is similar to that from a 1/7 power law profile271

(Baldock et al. 2014). In the backwash, the gradient at the tip in β is reduced, and at the tip we272

similarly have β = 4/3. In the early uprush, β < 4/3 at the tip showing that the boundary layer is273

not fully developed very near the tip when β , 1.274

However the boundary layer upper limit is very close to the free surface at the tip, and the275

boundary layer thickness grows to the free surface further away from the tip (Fig. 2).276

Figures 2-4 also help to illustrate the effects of β in bore-driven swash flows. Fig. 4 indicates277

that for these flows 1 < β ≤ 4/3, but that at most locations / times away from the tip β is much278

smaller: see Table 2, in which the average β is calculated at each time. The average of all these279

values is 1.04.280

Furthermore, ∂β∂x is very small away from the swash tip, at which location the gradient is always281
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positive. So, if we write282

β = 1 + ε where ε � 1 (usually)283

we can rewrite the terms in the momentum equation (3) so as to explicitly express the extra284

contributions due to a varying β as285

∂u
∂t
+ u

∂u
∂x
+ 2εu

∂u
∂x
+ ε

u2

h
∂h
∂x
+ u2 ∂ε

∂x
+ g

∂h
∂x
+ g

∂B
∂x
= −

τb

ρh
, (26)286

with287

enhanced advective acceleration: 2εu
∂u
∂x
, (27)288

β gradient: u2 ∂ε

∂x
, (28)289

enhanced pressure gradient: ε
u2

h
∂h
∂x
. (29)290

It can be seen that in the uprush there is an additional component of the advective acceleration291

term (27). If viewed as an enhanced acceleration term, then, because the gradient in u is mostly292

positive in the uprush, this contribution will act to reduce u (because the same forcing will equate293

to a smaller acceleration). Very near the tip, however, the negative gradient in u (Fig. 3) may yield294

a locally increased shoreline velocity.295

The β gradient term (28) also emerges from the advective acceleration term. It will clearly be296

positive but small, except very near the tip, where it will be positive and large (Fig. 4). So, this297

term will act to reduce u in the vicinity of the tip, thus opposing the effect of (27) there.298

In most of the uprush the enhanced pressure gradient term (29) is likely to increase run-up.299

Only early in the swash event and at the tip in the uprush is ∂h
∂x < 0 (onshore directed) (Fig. 2). In300

this vicinity we have a small h, a large u and a large β. So, there will be a significant additional301

onshore force at the tip, acting to increase run-up.302

The overall balance in these terms is shown in Fig. 5, in which these terms are normalised by303
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the maximum of the magnitude of non-ε terms in Eq. (26) at each time over all x. At the very tip304

in the uprush it is apparent that the sum of the ε terms are of similar magnitude to the maximum305

non-ε term magnitude indicating the significant impact of ε terms. It is also clear that the enhanced306

run-up in the β , 1 model is due primarily to the enhanced pressure gradient term (29), which307

overcomes the β gradient advective acceleration term (28).308

In the backwash these terms are negligible or oppose each other (note that the very large values309

near the base of the backwash are due to differentiation across a backwash bore, which therefore310

have no significance). This implies that the discrepancies observed in the late backwash are a result311

of the earlier ones at the swash tip in the uprush.312

Time series313

The comparison of the time series at PIV 2, 4, and 5, the locations of which are at x = 0.072 m,314

1.559 m and 2.365 m, respectively, are shown in Fig. 6. Once again, the RMSE values are315

calculated, for water depth and velocity:316

RMSEh =

√∑Nh

i=1(hmi − hni)
2

Nh
,317

and RMSEu =

√∑Nu

i=1(umi − uni)
2

Nu
(30)318

where Nh (Nu) is the number of points of measured water depths hm (velocities um), hmi (umi) is the319

ith measured water depth (velocity), and hni (uni) is the ith modelled water depth (velocity). The320

RMSE values are shown in Table 3.321

Comparison with these measurements shows a trend similar to the shoreline comparison in322

that the β = 1 model displays closer agreement with the data, but here the errors in both models323

are small, especially for h. And there is generally closer agreement between the two modelling324

approaches lower in the swash than in the upper swash, although the errors both decrease in the325

upper swash. This is consistent with the shoreline plot. The errors at PIV 2-5 also indicate that326

much of the inaccuracy in the modelling is indeed at the tip.327
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Velocity profile in the boundary layer328

The velocity profiles are compared against the measured velocities in Fig. 7. The boundary329

layers for β = 1 and β , 1 are mostly similar. In this comparison the discrepancy between330

measurements and either model is most apparent. The detailed measurements obtained by Kikkert331

et al. (2012) allow us to calculate β directly from the measurements at each time, and compare332

those values against the ones from the β , 1 model, and also to post-calculate β values from the333

BBL profiles for the β = 1 model as shown in Fig. 8(a). The measured and modelled β values are334

larger at inundation and also when the flow becomes thin in the backwash. The β values from the335

measurements show reasonable correspondence with numerical values in the uprush, except at the336

swash tip, and also in the backwash, diverging in the late backwash. The variation of β in time in337

Fig. 8(a) is consistent with the spatially averaged β values shown in Table 2. Finally, in Fig. 8(b)338

we plot β′ = 1
u

√
1
h

∫ z0+h
z0
(U(x, z, t) − u(x, t))2 at different times (Baldock and Torres-Freyermuth339

2020) in the uprush, 1 m from the swash tip Baldock and Torres-Freyermuth (2020). This shows a340

roughly similar picture of the degree of and variation in depth uniformity of velocity in the uprush,341

as in the Navier-Stokes modelling of Baldock and Torres-Freyermuth (2020), except with most β′342

values between about 0.2 − 0.1, with the latter value in the early uprush only. Toward the tip there343

is a general increase, especially at the tip. Experimental values are roughly consistent, but toward344

the lower end of the range. The schematized flow vertical structure therefore appears to reproduce345

observed / modelled variation reasonably accurately, except very near to the tip of the uprush.346

CONCLUSIONS347

The expression for the momentum correction factor β, which is a measure of the degree to348

which the horizontal velocity in water column deviates from the depth-averaged velocity, is derived349

by use of the log-law boundary layer, and included in a model based on NSWEs for the swash zone350

such that β can be calculated. The swash event of Kikkert et al. (2012) is simulated by the resulting351

model.352

The inclusion of time- and space-varying β has a small impact on the overall swash flow but a353

significant impact on the shoreline movement. This is because of the increased onshore-directed354
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force at the swash tip in the uprush due to the enhanced pressure gradient there. Overall, therefore,355

the agreement between the new model (i.e. for β , 1) with the measured data is slightly worse–a356

larger over-prediction of the shoreline position–than the agreement between the same data and the357

model of Zhu et al. (2022), which utilises the same BBL sub-model, but in which it is assumed that358

β = 1. Similarly, velocity magnitudes in the late backwash are slightly more over-predicted, which359

appears to be a result of the aforementioned initial over-prediction.360

The predicted values of β are consistent with other shallow water flows. They are generally361

very small away from the swash tip (∼ 1.02 in the uprush; ∼ 1.02 − 1.1 in the backwash). Values362

of β generally gradually increase toward the tip with a rapid increase to 4/3 at the tip. These363

trends are reproduced in the data of Kikkert et al. (2012), but with typical values somewhat larger364

near flow reversal (1.05 − 1.12) and in the late backwash (1.05 − 1.1), and smaller at the tip. A365

similar picture is revealed by examining β′ in the uprush, following Baldock and Torres-Freyermuth366

(2020). Thus, the BBL sub-model provides a qualitative and quantitatively reasonable picture of367

the vertical variation on velocity in the swash.368

So, it appears that the reason for the slightly worse performance of the β , 1 model vs the369

standard (β = 1) model is connected to the swash tip. However, allowing β to vary realistically370

should, in principle, yield a more accurate description of the dynamics (because in reality β ,371

1). So, this slightly deteriorated predictive capability is curious. This observed deterioration in372

modelling at the swash tip, in an otherwise accurate NSWEs-based simulation, implies that this373

deterioration is a consequence of the use of the log-law boundary layer at the tip. In the β = 1model,374

the use of the log-law only has consequences for the calculation of bed shear stress, τb. However,375

the non-depth-uniformity in the flow that this use implies has more fundamental consequences in376

the vicinity of the tip, which we see in the β , 1 model. This therefore implies that in the vicinity of377

the tip the log-law sub-model is not an accurate description of the flow there, in particular because378

of vertical fluid motions in this region (Baldock et al. 2014). The Navier-Stokes simulations of379

Baldock and Torres-Freyermuth (2020) also imply a different structure at the swash tip, at least in380

the uprush. This, and the similarity of the log-law profile to related power law profiles (Baldock381
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et al. 2014; Hogg and Pritchard 2004), seem to imply the need for a qualitatively different flow382

sub-model at the tip.383

Lastly, as noted, the β = 1model gives satisfactorymodelling, so froman engineering standpoint384

it could perhaps be argued that we do not need the β , 1 model. However, it seems to the authors385

that it points to a more fundamental deficiency in NSWE modeling, which is likely to manifest386

itself in particular in estimates of bed shear stress at the swash tip. Present practice is usually to387

cap this value at an ad hoc figure. However, this will be case dependent, as well as inherently388

unsatisfactory, especially because the largest bed shear stresses in the swash are exerted at the389

swash tip in the uprush (Kikkert et al. 2012; Baldock and Torres-Freyermuth 2020). So, we are390

likely to need a fuller description to make more reliable engineering predictions, especially when391

considering morphodynamics and bed change. The present work therefore points the way forward392

in consideration of a possible augmentation to the NSWE plus BBL sub-model approach in the393

form of a different sub-model in the tip region. The work of Baldock et al. (2014) provides a394

possible schematized sub-model for the tip region. To test the efficacy of such a model a different395

data-set to that used here would be ideal.396
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APPENDIX I. THE LIMITING VALUE OF β AS H → 0 FOR δ = H AND δ < H405

In the limit of h→ 0 for δ = h,406

β = h
(h + z0)Z2 − 2(h + z0)Z + 2h

((h + z0)Z − h)2
407

= h
(h + z0) ln2

(
1 + δ

z0

)
− 2(h + z0) ln

(
1 + δ

z0

)
+ 2h(

(h + z0) ln
(
1 + δ

z0

)
− h

)2408

= h
(h + z0) ln2

(
1 + h

z0

)
− 2(h + z0) ln

(
1 + h

z0

)
+ 2h(

(h + z0) ln
(
1 + h

z0

)
− h

)2409

=
h
z0

{(
1 + h

z0

)
ln2

(
1 + h

z0

)
− 2

(
1 + h

z0

)
ln

(
1 + h

z0

)
+ 2 h

z0

}
{(

1 + h
z0

)
ln

(
1 + h

z0

)
− h

z0

}2 (31)410

When h
z0
→ 0,411

ln
(
1 +

h
z0

)
≈

h
z0
−

1
2

h2

z2
0
+

1
3

h3

z3
0

(32)412

Substituting (32) into (31) gives413

β =
h
z0

1
3

h3

z3
0
+O( h

4

z4
0
)

1
4

h4

z4
0
+O( h

5

z5
0
)

414

=
4
3
. (33)415

For δ < h, we assume that in the limit h→ 0, we can write:416

δ ∼ σh as h→ 0 for σ < 1 (34)417

where σ is yet to be determined.418
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It is obtained that in the limit h→ 0419

β =
(1 − 2

3σ)

(1 − 1
2σ)

2
(35)420

β varies between 1 and 4
3 for 0 ≤ σ ≤ 1.421

Note that when δ < h,422

τb = ρκ
2 h2u2

{Z (z0 + h) − δ}2
. (36)423

If we take h→ nz0 at the tip,424

τb = ρκ
2 n2

{(1 + n) ln(1 + δ/z0) − δ/z0}
2 u2. (37)425

Now, if we assume that δ = σh = σnz0 (34), we get:426

τb = ρκ
2 n2

{(1 + n) ln(1 + σn) − σn}2
u2. (38)427

as h→ 0. The bed shear stress in this case is larger than the equivalent but with δ = h.428

β′ for the logarithmic boundary layer429

For a logarithmic boundary layer extending to the free surface U
us
=

ln
(
z
z0

)
ln

(
1+ h

z0

) , and after some430

algebra we get:431

β′ =

{
1 − z0

h

( z0
h + 1

)
Z2( z0

h + 1
)2 Z2 − 2

( z0
h + 1

)
Z + 1

}1/2

. (39)432
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TABLE 1. RMSE values and maximum run-up relative error (mrre) compared to the measured
shoreline, calculated from the various cases.

Case β = 1 β , 1 (a) β , 1 (b) β , 1 (c) β , 1 (d)
RMSE 0.10 0.26 0.45 0.48 0.66
mrre 0.017 0.090 −0.034 0.12 0.17
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TABLE 2. Average values for β at the various time indicated in Fig 4.

t [s] 2.44 3.41 4.45 5.41 6.45 7.41 8.45 9.41
β 1.02 1.03 1.03 1.01 1.03 1.05 1.07 1.08
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TABLE 3. The RMSE values of the modelled time series results of h and u at PIV 2, 4, and 5.

h
Simulation PIV2 PIV4 PIV5
β = 1 1.2 × 10−2 6.7 × 10−3 6.3 × 10−3

β , 1 1.3 × 10−2 8.0 × 10−3 7.8 × 10−3

u
β = 1 0.15 0.11 0.073
β , 1 0.18 0.14 0.11
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Fig. 1. The comparison between numerical and measured shoreline trajectories. Solid lines:
h = 0.005 m; dashed lines: h = 0.001 m; and dotted lines: h = 0 m.
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Fig. 2. Snapshots of the measured and modelled flow (B, η and B + δ) at different times. Thin
lines: B and measured η; thick solid lines: modelled η, and thick dashed lines: modelled B + δ,
which indicate the upper limits of the corresponding boundary layers.

28 Zhu, April 25, 2022



0 2 4

1

1.5

2

2.5

0 2 4

0.5

1

1.5

0 2 4

0

0.5

1

0 2 4

-0.4

-0.2

0

0.2

0.4

0 2 4

-1

-0.5

0

0 2 4

-1.5

-1

-0.5

0

0 2 4

-1.5

-1

-0.5

0

0 2 4

-1

-0.5

0

Fig. 3. Snapshots of the modelled flow (u) at different times.

29 Zhu, April 25, 2022



0 2 4

1

1.1

1.2

1.3

0 2 4

1

1.1

1.2

1.3

0 2 4

1

1.1

1.2

1.3

0 2 4

1

1.1

1.2

1.3

0 2 4

1

1.1

1.2

1.3

0 2 4

1

1.1

1.2

1.3

0 2 4

1

1.1

1.2

1.3

0 2 4

1

1.1

1.2

1.3

Fig. 4. Snapshots of the modelled flow (β) with β , 1 at different times.

30 Zhu, April 25, 2022



0 2 4

-1.5

-1

-0.5

0

1.2 1.25

-1.5

-1

-0.5

0

0 2 4

-1

-0.8

-0.6

-0.4

-0.2

0

3.18 3.19 3.2

-0.04

-0.02

0

0.02

0 2 4

-0.6

-0.4

-0.2

0

0.2

0.4

4.4 4.45

-0.2

0

0.2

0 2 4

-1

-0.5

0

4.99 4.995 5 5.005
-0.4

-0.2

0

0.2

0 2 4

-0.05

0

0.05

0 2 4

-5

0

5
10

-3

0 2 4

-5

0

5
10

-3

0 2 4

-5

0

5
10

-3

Fig. 5. Snapshots of the terms (27)-(29) during the swash event. All terms are normalised by the
maximum magnitude of all non-ε (i.e. β = 1) terms in Eq. (26) at each time for all x.

31 Zhu, April 25, 2022



0 5 10

0

0.05

0.1

0.15

0.2

PIV 2

0 5 10

-2

-1

0

1

2

3

PIV 2

0 5 10

0

0.05

0.1

0.15

0.2

PIV 4

0 5 10

-2

-1

0

1

2

3

PIV 4

0 5 10

0

0.05

0.1

0.15

0.2

PIV 5

0 5 10

-2

-1

0

1

2

3

PIV 5

Fig. 6. The comparison of time series of h and u at PIV 2, 4 and 5.

32 Zhu, April 25, 2022



-2 -1.5 -1 -0.5 0 0.5 1 1.5
0

0.05

0.1

0.15

0.2
(a)PIV 2

2.592.813.043.26
3.48

3.703.93
4.15

4.37

4.59
4.81

5.04
5.26

5.48

5.70
5.93

6.15
6.376.59

6.81

7.04

7.26
7.48

7.70

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
0

0.02

0.04

0.06

0.08

0.1
(b)PIV 4

2.81

3.04

3.26
3.48

3.70

3.93
4.15

4.374.59
4.815.04

5.26
5.48

5.70
5.93

6.15

6.37

6.59

6.81

7.04
7.26

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08
(c)PIV 5

3.26

3.48

3.70
3.934.15

4.374.59
4.81

5.04

5.265.48

5.70

5.93
6.15

6.37
6.59

6.81

7.04

Fig. 7. Comparison between the predicted (solid and dashed coloured lines) and measured (dots)
profiles for the horizontal velocity for IMP015 set at PIV 2 (a), 4 (b) and 5 (c); number above each
profile is the time. The measured velocities are ensemble-averaged, bed-parallel velocities.

33 Zhu, April 25, 2022



0 1 2 3 4 5 6 7 8
1

1.05

1.1

1.15

(a)

-1 -0.8 -0.6 -0.4 -0.2 0
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

(b)

Fig. 8. (a) Comparison between the predicted (dashed (β , 1) and dotted (β = 1) coloured lines)
and measured (solid lines) β values for IMP015 set at PIV 2, 4 and 5. (b) Snapshots of numerical
β′ (solid lines) at the same times as for Figs. 2–4. Symbols connected by broken lines indicate the
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