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ABSTRACT 
 
Virtual citizen science platforms allow non-scientists to take part in scientific research across a range of disciplines. What 
they ask of volunteers varies considerably in terms of task type, variety, user judgement required and user freedom, which 
has received little direct investigation. A study was performed with the Planet Four: Craters project to investigate the effect 
of task workflow design on both volunteer experience and the scientific results they produce. Participants’ feedback through 
questionnaire responses indicated a preference for interfaces providing greater autonomy and variety, with free-text responses 
suggesting that autonomy was the more important. This did not translate into improved performance however, with the most 
autonomous interface not resulting in significantly better performance in data volume, agreement or accuracy compared to 
other less autonomous interfaces. The interface with the least number of task types, variety and autonomy resulted in the 
greatest data coverage. Agreement, both between participants and with the expert equivalent, was significantly improved 
when the interface most directly afforded tasks that captured the required underlying data (i.e. crater position or diameter). 
The implications for the designers of virtual citizen science platforms is that they have a balancing act to perform, weighing 
up the importance of user satisfaction, the data needs of the science case and the resources that can be committed both in 
terms of time and data reduction. 
 
Keywords: Citizen Science, engagement, task workflow, interface design 
 
1. Introduction 
Citizen science, also known as “public participation in scientific research” (Hand, 2010), can be 
described as research conducted, in whole or in part, by amateur or nonprofessional participants often 
through crowdsourcing techniques. Extant citizen science projects require the participant to either act as 
a sensor and collect data, typically ‘in the wild’ with an array of mobile technologies, or analyse 
previously collected data through internet-based Virtual Citizen Science (VCS) platforms (Reed et al., 
2012). Launched in 2009, the Zooniverse (www.zooniverse.org) is home to some of the internet’s most 
popular VCS projects, which contribute to a wide range of research, with volunteers asked to, for 
example, classify different types of galaxies from photographs taken by telescopes 
(www.galaxyzoo.org), transcribe historical ships logs and weather readings (www.oldweather.org), or 
mark craters found on images of planetary surfaces (www.moonzoo.org). 
 As a relatively new form of activity, online citizen science research has tended to be driven by 
concerns around the core science rather than being considered as something that can be designed to suit 
its user population (with some exceptions, e.g., Prestopnik and Crowston, 2012). This is perhaps ironic 
given the importance of the ‘citizen’ to the endeavour, especially as the effectiveness of a citizen science 
venture is related to its ability to attract and retain engaged users, both to analyse the large amount of 
data required, and to ensure the quality of the data collected (Prather et al., 2013). Current VCS 
platforms tend to require the user to carry out tasks in a very repetitious manner, the design of which are 
arguably driven more by the ‘science case’ (analogous to a ‘business case’ in industry) rather than any 
consideration of the experience of the citizen scientist (Cox et al., 2015). In the study reported here we 
make a first step in considering how VCS platforms can be designed to better meet the needs of the 
citizen scientists by exploring whether the influence of manipulating task flow predicted with similar 
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systems would affect the rate and number of features indicated, as well as user ratings on difficulty and 
usability issues. We also investigate how these factors affect the (volunteered) data’s volume and 
accuracy by comparing it with expert judgements. 
 Some studies have considered motivation amongst citizen science volunteers (Reed et al., 2013; 
Eveleigh et al., 2014), but not considered the form of work activity itself in any depth. This may be 
considered remiss since forty years of research have identified a relationship between motivation, 
satisfaction and work design (Hackman and Oldham, 1975; Oldham and Hackman, 2010) and in recent 
times has been directly applied to online crowdwork (Kittur et al., 2013). Factors such as task variety, 
complexity and autonomy were identified as important influences on motivation and productivity, all of 
which can be influenced by VCS design. 
 We begin with a review of relevant literature on the interplay between motivation, performance 
and task design in the areas of Citizen Science, work design and HCI. We then introduce Planet Four: 
Craters – a Zooniverse citizen science project that consists of three separate interfaces that vary in task 
workflow design (TWD) for the marking of craters on the surface of Mars, and present a laboratory 
study that directly compares participants’ performance and experience across the three interfaces. 
Finally the impact of TWD on these results, and the implications for VCS platforms and other online 
mechanisms, are discussed. 
 
2. Background 

 
2.1. Citizen Science as a Distinct Form of Enquiry  
Although VCS is a relatively new form of work, nascent research considers Citizen Science practices in 
their own right, beyond the scientific problems they address (Jordan et al., 2015). These studies have 
investigated aspects including, but not limited to: VCS typology and functionality (Prestopnik and 
Crowston, 2012; Reed et al., 2012); gamification (Deterding et al., 2011; Curtis, 2014; Eveleigh et al., 
2013; Iacovides et al., 2013); volunteers’ extrinsic motivation (Raddick et al., 2009; Reed et al., 2013; 
Mankowski et al., 2011; Mao et al., 2013); and volunteer behaviour (Ponciano et al., 2014; Crowston 
and Fagnot, 2008; Rotman et al., 2012; Nov et al., 2011). These studies, however, are predominantly 
concerned with the initial attraction of volunteers to a VCS platform and visceral aspects of their design, 
without consideration of their experience and performance in executing tasks i.e. the work that they do 
once they arrive, which are not easy to control. Although some recent research has considered the effect 
of task and judgement on volunteer performance (Hutt et al., 2013), and how they should be designed 
dependent on volunteer commitment (Eveleigh et al., 2014), no study to date has directly experimented 
with the manipulation of TWD elements to investigate their effect on volunteer behaviour, experience 
and scientific output. This represents an as yet missed opportunity, as TWD can be practically affected 
at the design stage of a project, and so it would be beneficial to understand its potential influence on the 
performance of citizen science.  

Factors including volunteer engagement (Lahav et al., 1995), data volume (Lintott et al., 2011) 
and data accuracy (Hennon et al., 2014) are key to ensuring that citizen science endeavours process the 
large amount of data available to the standard required in order to add value to existing datasets, and as 
such are used to measure the success of a project. Several decades of human factors and work design 
research has revealed a connection between TWD factors and similar performance measures, and so the 
broader research question of this study is: can the lessons learnt regarding the effect of TWD on similar 
systems be applied to the citizen science case? If they can, whether completely or in part, it would 
suggest that TWD could be tailored at the design stage to improve the performance of a citizen science 
project. This could be achieved through an approach that practically is easier to implement compared to 
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the considerations of existing citizen science research, regarding the extrinsic motivation provided by 
the science theme addressed.     
  
2.2. Relevant insights from perceptual psychology and the design of work 
VCS platforms involve processes, mechanisms and methodologies that have historically been used in 
other similar systems, and as such there is a wealth of research regarding their design and 
implementation. For example, VCS platforms, in general, ask participants to carry out a task from a 
discrete set of different task types (Pelli and Farell, 2010): detection (is a stimulus present/identifiable?), 
discrimination (the difference between two stimuli) and matching (adjusting an attribute of two stimuli 
until they are equal). Such tasks force the observer to make corresponding judgements (Farell and Pelli, 
1999), including yes/no (is something present or not), forced choice (pick the closest match the stimuli is 
to a selection of pre-defined examples) and rating scales (assess the magnitude of a certain attribute of 
the stimuli based on a given scale). Research on these different task types in the context of image 
analysis shows that they affect the performance and experience of the human actor. In one of the few 
studies that directly considers the citizen science case, Hutt et al., (2013) compared three approaches that 
generate image annotations. Three forms of response were contrasted: classifications, scoring and 
ranking, against a ground truth estimate derived from expert annotation. Ranking was found to be the 
most accurate data versus expert annotation, and also the most reliable in terms of inter-participant 
agreement, with classification type tasks showing the lowest level of agreement. It was also found that 
participants produced data comparable with that of experts in terms of overall quality. 
 Beyond the task types and judgements required of citizen scientists, there is also the question of 
how the user interface presents them. Current VCS systems often require participants to do the same 
task(s) repetitively over a seemingly never-ending number of images, in an almost ‘data entry’ like 
manner, for no financial reward. This scenario is analogous to that found in the 1960s concerning the 
mechanisms of industrial work, including the fractionation and atomisation of tasks, the most well 
known being found on car production lines. In response to this, Hackman & Oldham (1975) developed 
the ‘Job Diagnostic Survey’ in order to better understand jobs and how they could be re-designed to 
improve motivation and productivity. Factors such as task variety, complexity and autonomy were 
identified as key to this process, all of which can be influenced in VCS design. Building on these 
findings, further research has found a positive correlation between motivation and task complexity 
(Gerhart, 1987; Chung-Yan, 2010), task autonomy (Dubinsky and Skinner, 1984; Chung-Yan, 2010) 
and variety (Ghani and Deshpande, 1994; Dubinsky and Skinner, 1984). Although the main body of this 
research concerns work over an extended period of time, which may or may not be true of volunteers 
regarding a citizen science platform (Eveleigh et al., 2014), the ideas act as the inspiration for this work 
as a form of design choice that could be applied to the VCS case.  
 
2.3. Task Workflow Design 
The concept of task workflow design is the core construct of this study. Workflow can be defined as a 
series of tasks that comprise an overall process, that need to be completed in order to take the work from 
initiation to completion. Its design can involve considerations such as the type of tasks involved, their 
interaction, and the sequence in which they need to be completed (i.e. sequential or parallel). These 
considerations can be directly related to the factors described by Hackman & Oldham, and as such could 
influence motivation and performance. Whilst originally a concept associated with the manufacturing 
and business industries (Huang, 2002; Schmidt, 1998), the notion has been extended to forms of crowd 
sourced work due to the analogy that can be made between them. Predominantly this research has 
considered TWD in an overarching manner, investigating how complex processes can be deconstructed 
into tasks that are achievable by untrained participants (Kulkarni et al., 2011; 2012) and how their 
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deconstruction influences performance and engagement (Cheng et al., 2015); other research has 
considered how certain TWD elements (Dow et al., 2012; Allahbakhsh et al., 2013) and the way tasks 
are ordered (Cai et al., 2016) can affect overall performance. As previously mentioned, existing research 
regarding the TWD of virtual citizen science platforms has tended towards a retrospective approach, 
studying the design of existing platforms and their performance in terms of volunteer engagement and 
data collection (Tinati et al., 2015; Hutt et al., 2013; Eveleigh et al., 2014) and making recommendations 
and design claims based on the findings.  

With the literature regarding task workflow design and perceptual psychology in mind, this paper 
sets out to explore TWD and its factors in the context of citizen science. In the next section we introduce 
a system overview of the Zooniverse site Planet Four: Craters, followed by the methodology of its use 
to directly manipulate TWD and explore how task type, variety, and autonomy can affect volunteer 
preference, experience, and performance. Inspired by the related Human Factors work summarised in 
the previous section, testable hypotheses were formulated for a mix of qualitative and quantitative 
dependant measures relating to volunteer behaviour, experience and performance: 
 
H1: Volunteers using an interface with greater autonomy produce a greater volume of more accurate 

data.  
H2: Volunteers prefer using an interface involving a greater variety of task types. 
H3: Volunteers performing a task workflow with fewer task types produce greater data volume. 
 
3. System Overview of Planet Four: Craters 
Developed in 2013, Planet Four: Craters was created to address two separate goals: 1) to contribute to 
scientific efforts to date the surface of Mars and 2) to directly experiment with interface design by 
controlling for its effects with a single science case. Participants’ primary task was to mark the position 
and size of craters found on remotely sensed imagery of the planet. An established method for ageing 
the surface of a planet is through analysis of the size and density of craters on its surface from meteorite 
impacts; the theory goes that smaller meteorites collide with a planet much more frequently than larger 
ones, and older surfaces have more craters because they have been exposed for longer.  
 
3.1. Crater Marking Tools 
Before explaining the design of the three interfaces, and how they present the crater marking task to the 
participant, this section will briefly describe the different tools that have been developed for participants 
to mark craters, and the types of task and judgement they involve.  
 
Crater Present tool: This is a simple ‘on/off’ button, with which the participant indicates if any craters 
are present on the image shown (the circle turning red to indicate ‘yes’). In essence, this tool facilitates a 
detection task through making a forced choice (yes/no) judgement.  
 
Crater Position tool: This tool allows users to mark the centre of each crater in the image by 
positioning the cursor pointer and performing a simple click of the mouse. It involves both a detection 
task (is a crater present?) with a matching task (aligning the position mark with the centre of the crater) 
through making a matching judgement.  
 
Crater tool: This tool allows users to mark a circle around the edge of each crater, by positioning the 
cursor in the crater centre, then clicking and dragging the cursor to the edge. The user can resize the 
circle to ‘fine tune’ its final position. This also involves a detection task and two matching tasks for each 
crater (the centre and edge) by means of matching judgements. 



 5 

 
3.2. Interface Design 
The three different classification interfaces were distinct in their presentation of some or all of the tools 
outlined, in order to vary the task type, judgement, task variety and autonomy. Figure 1 shows the three 
variations of the interface: full, Batched and Sequenced, while figure 2 describes the order in which 
tasks are presented to the participant for each interface. 
 

     Fig 1. Planet Four: Craters interface designs. Left to right - Full interface where all tools are available, Sequenced interface where tools are used in turn 
activated by the ‘Next Task’ button and Batched interface where only one tool is used for each image. The tool interface appeared to the left of the image 

being analysed, as shown in the full screenshot (far right). 
 

 
Sequenced: The Sequenced interface makes all of the tools available to the user but in a very controlled, 
predefined order. The participant uses each tool and performs each task in turn, and moves on to the next 
once they have indicated they have finished (through pressing a ‘next task’ button). The tools increase in 
complexity over each step in terms of the number of tasks and judgements they require.  
 
Batched: The Batched interface is the simplest of the three, with the participant only using one tool per 
image. After completing a set number of images (15 in the case of our laboratory study) the tool changes 
i.e. the participant presses/depresses the ‘craters present’ button for each image in turn, then marks the 
centre of the craters with the ‘crater position’ tool on each image, before finally marking a circle around 
the edge of each crater on each image. Each tool change represents a step up in complexity. The 
participant does not return to the same image twice, but does each new task on an entirely new and 
unseen batch of imagery. 
 
Full: The Full interface presents all of the tools described to the participant, and allows the participant to 
use them in any order or way they deem appropriate. Participants even have to decide how many of the 
tools to use for each image; for instance, if an image contains a large number of craters the participant 
may deliberately choose to just press the ‘craters present’ button and move on, without physically 
marking any of them with the other tools provided. 
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Fig 2. Flow diagram of tools available to the user for each interface 
 
4. Methodology 
 
4.1. Experimental Design 
This study aimed to investigate the effect of manipulating TWD on volunteer preference, experience and 
performance, when carrying out the crater marking task on the Planet Four: Craters project. Using a 
within-subjects design, the TWD factors autonomy, variety, task type and volunteer judgement were 
manipulated. Three separate classification interfaces that varied in relation to these factors were 
employed, in conjunction with a questionnaire including NASA Task Load Index (TLX) type statements 
to assess volunteer opinion and perceived workload. The NASA-TLX framework has been used in 
previous research to measure workload regarding a number of on-screen and HCI type tasks (Harrower 
and Sheesley, 2005). In essence, it is a standardised framework where participants rate their perception 
of a task’s workload by indicating the contribution of six factors – temporal demand, mental demand, 
physical demand, effort, frustration and performance. Additionally a text box allowed participants to 
explain their answers in order to add context to the findings. 
 The four TWD factors (independent variables 1 to 4) were experimentally manipulated through 
the design of the three Planet Four: Craters interfaces as described in table 1, and the impact of this 
manipulation measured through participants’ self-reports giving their opinions on preference, 
engagement and experience (dependent variable 1), and by measuring performance through participant-
expert marking comparison (DV2), the number of markings made (DV3) and the time spent classifying 
each image (DV4). 
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Table 1. Task Workflow Design configuration of each Planet Four: Craters interface 

 

Interface Autonomy Variety Tasks Task Type(s) Judgements 

Sequenced Set order 
(Least 
autonomy) 

All tasks 
(Most 
variety) 

Do in order: 
Is crater present 
Mark position 
Mark size 

 
Detection 
Detection & Matching 
Detection & 2xMatching 

 
Yes/no  
Matching 
Matching 

Batched Set order 
(Least 
autonomy) 

Single 
task 
(Least 
variety) 

Either: 
Is crater present 
Mark position or 
Mark size 

 
Detection 
Detection & Matching 
Detection & 2xMatching 

 
Yes/no 
Matching 
Matching 

Full Any order 
(Most 
autonomy) 

All tasks 
(Most 
variety) 

Pick from: 
Is crater present 
Mark position 
Mark size 

 
Detection 
Detection & Matching 
Detection & 2xMatching 

 
Yes/no  
Matching 
Matching 

 
 
The task type and judgement classifications for each interface have been adapted from Pelli & Farell’s 
(2010; 1999) work regarding psychophysical methods, as follows: 
 
Task Types: 
 

• Detection: The goal of a detection task is to determine the existence of a stimulus, i.e. it is 
detectable by the observer above the background ‘noise’. In this case, detecting a crater on the 
Martian surface. 

• Matching: The observer has to adjust a stimulus along one or more physical dimensions until it 
matches another stimulus in terms of some perceptual attribute. In this case, matching an 
annotation (either a point for the crater centre or a circle for the crater outline) with the visible 
centre or edge of the crater in the image. 

 
Associated Participant Judgements: 
 

• Yes/No: Usually used for detection tasks, the observer has to judge whether the stimulus was 
present, or classify the percept “did you see it?” – The observer only has two response options, 
yes or no. For instance, is a crater present? 

• Matching: Two stimuli are presented, and the observer has to adjust and ultimately judge when 
one exactly matches the other. The level to which this can be a ‘perfect match’ can vary, for 
instance it might be dependent on the amount of contrast between the crater and its surroundings, 
which in turn may be related to its age/erosion. 

 
As can be seen in table 1 there are 3 experimental conditions represented by the interfaces described, but 
4 main constructs under investigation. The reason for this lies in the interplay between task workflow 
design factors (Dodd and Ganster, 1996), meaning that in practical terms one cannot be manipulated 
without altering another. For instance, if an interface is designed to restrict the variety of task available 
(for instance the batched interface), this also means that autonomy must also be restricted, as the 
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participant does not have the freedom to choose the type of task to complete. Likewise, if a detection 
task type is required to be completed, this in turn forces the participant to make a ‘yes/no’ judgement – 
i.e. can they detect the stimulus or not? 
 
4.2. Materials 
For the study, participants analysed an image taken by the Context camera on NASA’s Mars 
Reconnaissance Orbiter1. It was chosen because it contains a variety of landscapes common to the 
Martian surface; scientists at the University of Bristol also provided data from their existing analysis of 
this image, that we used in place of ground-truthing so that comparisons could be made between citizen 
scientist results and those measured by planetary science experts. Before being uploaded to the platform, 
the image was ‘sliced’ into a number of smaller images that can be more easily handled. Original NASA 
imagery is often gigabytes in size, making it time-consuming to render to a web browser. A total of 78 
smaller image ‘slices’ were created, measuring 840 x 648 pixels with an included overlap of 100 pixels 
to ensure features on the edges were adequately displayed. 
 
4.3. Questionnaire Design 
To obtain participant views and opinions, each participant completed a questionnaire after using each 
interface. The questionnaire contained Likert-type statements and ‘free-text’ responses concerning the 
design & usability, tasks & tools and imagery. Prior to these sections, participants completed a general 
demographics section regarding their background and experience. 
 The design & usability section of the questionnaire was made up of three statements regarding 
the general design, usability and appearance of the site as a whole. This was intended to determine the 
opinions of participants regarding general website navigation, logic and general ease of use separate 
from the more specific scientific task required. A free-text box was provided after the statements to 
allow participants to add any extra thoughts not covered by the statements and to add context to their 
responses.  

The tasks & tools section consisted of 9 statements more directly concerned with the specific tools 
used to mark craters (as described in section 3.1.1) and the tasks required of the participant. This section 
intended to determine the participants’ opinions regarding the task workflow design of the platform, and 
the suitability of the tools provided. Again a free-text box was provided allowing participants to add 
detail and context. Of the 9 statements, 6 of them were variations of the NASA-TLX design, revised to 
be more specific to the crater-marking task. Although NASA-TLX is a calibrated assessment tool and 
therefore should not normally be amended, the reason for this variation is explained through how the 
questionnaire was derived. This study has been developed in agreement with a number of other parties, 
including members of the Zooniverse development team and Planet Four science team. As such the 
questionnaire design required agreement across those involved, and it was decided due to likely future 
deployments involving an existing citizen science community, that the statements should be related as 
closely as possible to the specific citizen science platform to avoid confusion or misunderstanding. 

The imagery section contained 4 statements concerned with both the quality and content of the 
images displayed, intended to determine the degree to which these factors assisted or hindered the task 
of identifying marking craters on the surface of Mars. As with the other two sections, a free-text box was 
provided to allow participants to contribute additional thoughts.            
 
4.4. Participants 

                                                
1 Image ID G05_020119_1895_XN_09N198W, available from the NASA Planetary Data System: http://pds-imaging.jpl.nasa.gov/search/ 
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30 participants (19 male, 11 female) were recruited through email lists, social media posts and 
subsequent ‘word of mouth’. In terms of age, they were between 22 and 60 years old (mean = 28, 
median = 26). Eight of the participants had previously taken part in the original Planet Four project, 
while 10 participants had never heard of the site. The remaining 12 were aware of Planet Four but had 
never taken part. Regarding experience with the Zooniverse, only four participants had visited other sites 
and they were predominantly of a similar space theme (Galaxy Zoo (4), Planet Hunters (1), and Ancient 
Lives (1)). Participants were gifted a £10 (around $15) Amazon voucher for their participation in the 
study. All participants have been educated to a university-degree level, however none have had any 
formal training directly relating to planetary science. As such, this is representative of the education and 
experience regarding existing citizen science volunteer communities (Raddick et al., 2013).  
 
4.5. Procedure  
All study participants came to the same room (individually) and carried out the experiment on the same 
laptop, to keep factors such as lighting conditions and screen setup constant and ensure that they did not 
influence the image analysis task. Before using each interface, each participant completed an online 
tutorial to learn how to use the tools, marking craters on a separate example image. Participants then 
used each of the interfaces in turn to mark craters on a set number of the image slices (15 on each 
interface); to mitigate bias caused by learning of the system, the order in which the interfaces were 
presented was manipulated so that the same number of participants tested the interfaces in the same 
order. The order in which image slices were displayed to each participant was also randomised, to 
prevent bias being caused by image content (images with few or no craters appearing in the same 
interface each time etc.). After using each interface, participants completed the questionnaire to share 
their views as previously described. There was no time limit to complete the task, participants were 
allowed as long as needed to complete the requisite number of image slices. Participants spent an 
average time of 9m19secs ± 1m39secs using each interface, and 1m47secs ± 32secs on the tutorial 
image.   
 
5. Results and Analysis 
Dependent variable measures were recorded both through participant self-reporting and, more 
behaviourally, through crater marking performance. Regarding participant crater markings, they have 
not only been evaluated in terms of their abundance but also their agreement, both with the expert 
equivalent and with markings of the same crater made by other participants. In the absence of an 
absolute ground truth, current citizen science projects predominately use two ways of validating the data 
collected. When available, ‘gold standard’ data created by the expert scientific community is used to 
compare with the volunteer data (Swanson et al., 2015). However, due to the abundance of data that 
requires analysis (hence the need for a citizen science solution in the first instance) there is often only a 
small sample of expert data available for comparison, and therefore in its absence participant agreement 
is used as a measure of certainty (Freitag et al., 2016). By considering these two measures separately in 
this study’s analysis, it is ensured that any findings regarding task workflow design are applicable to 
both approaches used by the wider citizen science community. The following section presents the results 
and analysis for each method in terms of their relation to the independent variables regarding TWD.
 
5.1. Questionnaire Results 
Participant Likert responses to a number of statements included in the design & usability, tasks & tools 
and imagery sections of the questionnaire showed no statistically significant difference between each 
interface. This is perhaps to be expected since many of the design features, tasks performed and tools 
used along with the image format are constant throughout the experiment. When considering the visual 
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appeal of the site and image quality, participant responses tended to be positive, and again showed no 
significant difference between each interface. Similarly, over 70% of all scores participants gave to the 
NASA-TLX statements relating to perceived task workload fell between 1 and 4 (low demand), with no 
statistically significant difference existing between each interface. 

However, differences between the interfaces emerged in participants’ scores for how quickly 
they learnt to use them. A repeated measures ANOVA with a Greenhouse-Geisser correction shows a 
statistically significant difference in participant scores between interfaces (F (1.297, 37.621) = 6.232, p 
= .011), and post hoc tests using the least significant difference correction revealed that participants felt 
they learnt the Full interface more quickly than the Sequenced (mean score of 7.90 ± 1.54 vs. 6.87 ± 
2.06, p = .001). There was also a statistically significant difference in the scores participants gave for 
how easy they found each interface to use (F (1.817, 52.684) = 4.957, p = .013); the Full interface was 
rated easier to use than the Sequenced (mean score of 6.93 ± 1.68 vs. 6.07 ± 2.18, p = .011) and slightly 
easier than the Batched (6.70 ± 1.80), although the difference is not statistically significant (p = .118). 
Participants also scored the Batched interface easier to use than the Sequenced (p = .039), and 
participant responses suggested that the Sequenced interface is the least easy to use and access of all 
three. 

 
Fig 3. Response differences per interface (with standard error shown) 

 
Concerning the crater count for each image, participants’ responses differed across the interfaces 
(F(1.811, 52.507) = 5.184, p = .011). Participants felt that there were sometimes too many craters in an 
image when marking them with the Batched interface compared to the Full (mean score of 5.80 ± 2.20 
vs. 4.47 ± 2.05, p = .004) and slightly more than the Sequenced (5.10 ± 2.16), although the difference is 
not statistically significant (p = .053). Figure 3 shows the average level of agreement between 
participants to these statements for each interface, along with standard error. 

In addition to their responses to the Likert-type statements, several participants also provided 
‘free response’ replies that add context to their scores. The responses for all three parts of the 
questionnaire were collated for each interface and subsequently coded under four categories based on 
their content: usability, accuracy, tool issues and imagery. Usability comments were concerned with the 
general usability and mechanics of each interface; accuracy comments focussed on how accurately 
craters could be marked; tool issue comments specifically concerned the tools provided to mark craters; 
and imagery comments discussed the remotely sensed imagery displayed. Table 2 shows a breakdown of 
how many comments participants made for each interface within these four categories. As can be seen, 
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the frequency of comments across each of the interfaces is similar apart from the Sequenced regarding 
usability comments, where the figure is much higher compared to the others. 

 
Table 2. Number of responses by category and interface 

 

Topic Full 
Interface 

Sequenced 
Interface 

Batched 
Interface 

Usability 3 9 4 
Accuracy 6 5 7 

Tool issues 7 6 6 
Imagery 3 2 2 
Total: 19 22 19 

 
Comments in the usability category predominantly concerned the autonomy allowed by each interface, 
in terms of the tools available and the order in which they could or could not be used (participant P19): 

 
“I don’t like to be forced to use a certain task order, and I couldn’t go back or switch tools…” 

 
Comments in the accuracy category shared a theme regarding issues with marking smaller craters, and 
the difficulties that arise (P4): 

 
“Small craters were difficult to mark, and it was hard to decide if they were craters at all…” 

 
A number of the comments in the tool issues category again mentioned the marking of smaller craters, 
this time directly attributing the problem to tool use and design (P19): 

 
“The dots of the tools were too big for small craters - annoying. This was in all three 
conditions.” 

 
Other tool issues comments indicated a ‘zoom’ tool would help users to navigate around the image, 
presumably to aid the marking of smaller, less clear craters (P11): 

 
“A zoom function would be nice…” 

 
Finally, comments on the imagery related to its content, i.e. the number of craters found in an image 
(S28): 

 
“Some images contain many small craters which were hard to mark, it was hard to distinguish 
what was a crater and what was another land feature.”  

 
More general comments pertained to its quality (P7): 

 
“Too bad the quality is low…” 

 
Other participant comments that did not fall into the categories described were either general praise of 
the overall appearance of the website or requests for more information about the overall scientific goal, 
and were common across each of the interfaces used.  
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5.2. Crater Marking Results 
Participant crater marking behaviour has been compared across each interface in terms of percentage of 
participants who marked craters per image, number of markings per image and time spent on each 
image. As explained in the experiment design section, the Batched interface requires participants to use 
one tool across a number of images, and then another tool etc. Batched (Position) therefore represents 
results where participants only mark the centre of craters and Batched (Mark) represents results where 
participants mark the shape. The comparatively large values of standard deviation can be explained by 
image variation, with some images containing no craters and others having several dozen (a common 
occurrence for VCS platforms involving planetary data).  
 A Friedman test revealed a statistically significant difference in the percentage of participants 
that marked at least one crater per image between the interfaces (X2 (3) = 6.1, p = .05). Post hoc analysis 
using Wilcoxon signed-rank tests with a Bonferroni correction applied revealed that a greater percentage 
of participants marked at least one crater per image with the Batched (Position) interface compared to 
the Sequenced (63.24 ± 33.76% vs. 53.67 ± 33.21% of users marking craters per image) although the 
difference is not statistically significant (p = .098). The percentage of participants that marked craters 
per image for the Full and Batched (Mark) are 58.24 ± 35.45% and 57.94 ± 35.02% respectively. 

A repeated measures ANOVA test with a Greenhouse-Geisser correction also showed a 
statistically significant difference in the number of crater markings per image (F (2.656, 201.83) = 
7.416, p = .0005). Post hoc tests using the Bonferroni correction revealed that the Batched (Position) 
interface resulted in a greater number of markings (3.61 ± 4.67) compared to the Full (2.46 ± 2.93, p = 
.001), Sequenced (2.55 ± 4.17, p = .003) and Batched (Mark) (2.24 ± 2.85, p = .001) interfaces. Finally 
when considering the amount of time spent on each image, a statistically significant difference again 
exists across interfaces (F (1.570, 119.290) = 12.755, p = .0005). Participants spent more time using the 
Sequenced interface compared to the Batched interfaces (55 ± 64 seconds vs. 28 ± 16 seconds, p = .001) 
and more time compared to the Full (37 ± 27 seconds, p = .01). 

In summary, the Batched (Position) interface resulted in less null images returned (images with 
no craters marked) than other interfaces and a significantly greater number of craters markings per 
image. Participants using the Sequenced interface spent significantly more time classifying each image.  
 
5.3. Participant Agreement 
To assess the agreement between participants regarding the crater markings made, crater-marking 
clusters have been identified, defined as the combination of markings made by 2 or more participants of 
the same crater. 

Although participants using the Full and Sequenced interfaces identified a similar number of 
crater-marking clusters (182 and 185 respectively), more crater-marking clusters were marked on the 
Batched (Position) interface (298, ~61% greater). Conversely, the Batched (Mark) interface has resulted 
in slightly fewer (163) and overall the results tally well with the average number of markings per image 
data described in the previous section. 

Of the total number of crater-marking clusters marked, 86 were identified across all four 
interfaces, and so can be compared like-for-like in terms of participant agreement. They covered a range 
of sizes from a few to several hundred pixels (10s to 100s of metres) in diameter. A repeated measures 
ANOVA test with a Greenhouse-Geisser correction showed a significant difference between each 
interface (F (2.616, 222.36) = 4.863, p = .004) when considering agreement in crater position. Post hoc 
tests using the Bonferroni correction revealed that crater position markings made using the Sequenced 
interface varied significantly less (greater agreement) than those made using the Full and Batched 
(Mark) (standard deviation of 2.00 ± 0.90 pixels vs. 2.53 ± 1.15 pixels, p = .001 and vs. 2.57 ± 1.51 
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pixels, p = .002 respectively). Likewise, position markings made using the Batched (Position) interface 
showed significantly greater agreement than those made using the Full (2.20 ± 0.91 pixels vs. 2.53 ± 
1.15 pixels, p = .033) and greater agreement than those made using the Batched (Mark) though the 
difference is not significant (p = .065). These results are illustrated by Figure 4, which shows the mean 
standard deviation of crater positions and diameters. 

 
Fig 4. Comparison of marking agreement per interface 

 
The agreement in crater diameter markings was, again, significantly different between each interface (F 
(1.580, 142.17) = 19.199, p = .0005). The diameter of markings made using the Sequenced interface 
(standard deviation of 9.55 ± 13.26 pixels) showed significantly less agreement than those made using 
both the Full (6.77 ± 10.10 pixels, p = .001) and Batched (Mark) (5.32 ± 6.57 pixels, p = .001). The 
diameter of markings made using the Batched (Mark) interface also showed significantly more 
agreement than those using the Full (p = .007).  
 In summary, the Batched (Position) interface resulted in the most crater clusters being identified 
(continuing the trend found in the previous section). Participants using the Batched (Position) and 
Sequenced interfaces had greater agreement regarding crater position compared to the Full and Batched 
(Mark) interfaces, with the Sequenced interface having the greatest agreement of all. In terms of crater 
diameter, the Batched (Mark) interface resulted in the greatest participant agreement, whilst the 
Sequenced interface resulted in the least.       
 
5.4. Participant – Expert Comparison 
An advantage of developing a purpose-built science case and having a dedicated science team is the 
access to previous research and expertise this affords. Experts from the University of Bristol identified 
365 separate craters on the CTX image used in this study, 280 of which have been identified as a crater-
marking cluster (clusters of participant markings identifying the same crater) on at least one of the 
interfaces. Table 3 compares the expert data with the crater marking clusters made using each interface 
regarding crater identification. 
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Table 3. Crater identification compared to expert, including measures of precision (fraction of participant marked craters that were confirmed by the experts) 
and recall (fraction of craters identified by experts also returned by participants).  

 

Interface No. of Craters 
Marked 

No. of True 
Positives 

No. of False 
Positives 

No. of False 
Negatives 

Precision Recall 

Full 182 168 14  197  92.3% 46.0% 

Sequenced 185 170 15  195  91.9% 46.6% 

Batched (Mark) 163 148 15  217  90.8% 40.5% 

Batched (Position) 297 247 50  118  83.2% 67.7% 
 
Using the expert data in the absence of ground truth, the performance of participants using the Full and 
Sequenced interfaces was very similar, with a comparable number of identified clusters also confirmed 
by the expert (precision ~92%). Participants also identified a similar number of crater marking clusters 
erroneously i.e. false positives (~8% of clusters) and identified a correspondingly similar number of 
craters from the full expert catalogue (recall rate ~46%). The fewer crater-marking clusters participants 
identified using the Batched (Mark) interface was matched by a lower number confirmed by experts 
(precision ~90%) and a greater number of craters identified by experts but missed by participants (recall 
rate ~40%). Finally, although a greater total number of clusters marked on the Batched (Position) 
interface were confirmed by experts, more crater-marking clusters were misidentified as a proportion of 
the total (precision ~83%). Participants, however, missed fewer of the experts’ markings when a greater 
number of clusters were made (recall ~68%).  

Out of the 365 expert crater markings made, 84 were subsequently correctly identified as a 
crater-marking cluster on all four of the interfaces, and were thus used to directly compare participants’ 
markings to the experts’ equivalent.  

A repeated measures ANOVA test with a Greenhouse-Geisser correction showed a significant 
difference (F (2.619, 217.379) = 2.075, p = .05) in the average difference between participants’ and 
experts’ crater positions between each interface. Post hoc tests using the Bonferroni correction revealed 
that the markings made using the Batched (Position) interface were significantly closer to the expert 
equivalent than those made using the Full and Batched (Mark) interfaces (average difference of 3.99 ± 
1.33 pixels vs. 4.44 ± 1.55, p = .036 and vs. 4.41 ± 1.75, p = .040 respectively). Markings made using 
the Sequenced interface (4.21 ± 1.13) were also closer in position to experts’ than the Full and Batched 
(Mark) interfaces, though the difference was not significant. 

A repeated measures ANOVA again showed a significant difference in the average difference 
between participant crater diameter and the expert equivalent between each interface (F (1.499, 130.415) 
= 5.439, p = .011). Post hoc tests with the Bonferroni correction revealed that the diameter of crater 
markings made using the Sequenced interface were more significantly different to the expert equivalent 
compared to those made using both the Full and Batched (Mark) interfaces (average difference of 8.80 ± 
5.89 pixels vs. 6.49 ± 5.93, p = .001 and vs. 6.59 ± 10.55, p = .028 respectively). Figure 5 shows the 
average difference in position and diameter between the expert markings and those made by participants 
using each interface. Although the differences in both crater position and diameter across each interface 
may seem small (a few pixels at most) when considering both inter-participant agreement and expert 
comparison, they could be important due to the resolution of the imagery involved. The Context camera 
imagery used typically has a resolution of ~6m per pixel, and so even a sub-pixel difference can be 
meaningful when considering the scientific application of aging the surface, where craters as small as 
10s of metres in diameter are included.   
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Fig 5. Position and diameter difference of participant markings compared to expert 

 
Finally, Figure 6 shows the number of participants that contributed to a cluster versus the percentage 
that were true positives when compared with the expert data i.e. the number of participant markings 
required before a cluster can definitely be considered to represent a crater. Clusters identified by 
participants using the Batched (Mark) interface required the least amount of markings, with all of the 
clusters of four or more participant contributions also recognised by an expert equivalent. This was 
followed closely by those made on the Full interface where five or more participant markings were 
needed. Of the clusters identified with the Sequenced interface, those made up of seven or more 
participant contributions were also recognised by experts as a crater. The Batched (Position) interface 
required the most (eight or more) participant markings for clusters to be in 100% agreement with 
experts, twice as many markings than required for the Batched (Mark) interface. 
 

 
Fig 6. Cluster participant contribution verses fraction of true positives 

 
It should be noted that while the percentage of true positives rises steadily with the number of 
participant markings per cluster made on the Batched (Mark) interface, there is a slight dip of ~2% 
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before rising to 100% of true positives as the number of participant markings increases when 
considering clusters on the other three interfaces. This suggests such crater misidentifications are not a 
mistake, but that there are artefacts or features on the image besides craters that appear to be craters, at 
least in the eyes of the majority of participants.  
 In summary, the Batched (Position) interface resulted in the highest proportion of expert-marked 
craters being identified by participants, but also resulted in a higher rate of false-positive markings. The 
Batched (Position) interface has also resulted in the closest agreement with the expert equivalent 
regarding crater position, whilst participants using the Sequenced interface had closer positional 
agreement compared to both the Full and Batched (Mark) interfaces. Regarding crater diameter, 
participants using the Sequenced interface had significantly the least agreement with the expert 
equivalent measurement. Finally, regarding the number of participant contributions required for a crater-
marking cluster to be a certain true-positive (compared to the expert equivalent), the Batched (Marked) 
interface required the fewest contributions, followed in ascending order by the Full, Sequenced and 
finally Batched (Position) interface.      
 
5.5. Summary and Hypotheses 
In summary, the hypotheses related to task type and volunteer judgement were supported by the 
analyses, whereas the hypotheses related to autonomy and variety were only supported in part: 
 

• Hypothesis H1 (greater autonomy = greater data volume & accuracy) is not supported by the 
findings regarding measures of performance, with the Full interface (affording the greatest 
autonomy) not resulting in any significant improvement. 

• Hypothesis H2 (preference for greater variety) is supported by the self-reported findings of the 
questionnaire that the number of craters was significantly more of an issue when using the 
single-task Batched interface, however participants’ free responses suggested autonomy was 
more important. 

• Hypothesis H3 (fewer task types = greater data volume) is supported by the finding that more 
crater clusters were marked using the Batched (Position) interface.  

 
In the following section this disparity is unpacked through discussing both the self-reported and 
behavioural findings of the work.  
 
6. Discussion 
This section combines the self-reported quantitative and qualitative findings of the questionnaire with 
the quantitative measures of participant agreement and performance to paint a broader picture of how 
TWD factors can affect a VCS platform’s output and the preference of its volunteers. Participants’ 
quotes are used to highlight their issues and concerns and are related back to their behaviour and 
performance.  
 
6.1. The Effect of TWD on Participant Preference 
Participant responses to the NASA-TLX type statements that concerned the workload of the crater-
marking task showed no statistically significant difference across each interface. This was also the case 
with statements regarding the ‘ease of use’ of the tools and the imagery presented. This is perhaps 
unsurprising as the core task of identifying and marking a crater and the imagery presented were 
constant across the study. This view is supported by the ‘free response’ replies of the participants, with a 
similar number of comments made on these topics and raising the same concerns independent of 
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interface. For instance, comments on accuracy and the marking tools overwhelmingly concerned the 
difficulty of marking small craters; an issue raised across all study conditions. 

Participant responses varied, however, regarding the number of craters in an image. Participants 
using the Batched interface showed a significantly greater agreement with the statement that there were 
too many craters to mark, suggesting an issue with the repetitiveness associated with the prescription of 
a single task. This is supported by a number of participant quotes, for instance: 
 
P11: “Sometimes I was wondering if there is a size threshold on craters. Some images contain 

many small craters that I couldn’t be bothered to mark.” 
 
P17: “Different tasks made it less boring to interact with. Rather than having the same task 

throughout…”  
 
This demonstrates the impact of the task’s variety on volunteers’ intrinsic motivation to take part 
(Dubinsky and Skinner, 1984). 
 The greatest concern of participants, however, according to their questionnaire responses, was 
the autonomy they had for carrying out the task. Likert-type responses showed that participants found 
the Sequenced interface significantly less easy to use and access, and the reasons for this were explained 
by their ‘free’ responses: 
 
P12: “Least usable option: tools that were disabled shouldn't be visible. Sequence of work steps 

was not great too - having to revisit craters is not fun.” 
 
P18: “I don't like to get stuck in a linear set of actions when identifying craters…” 
 
P11: “I do NOT like the "sequenced" format.  It feels like I'm working with fragments.  It also 

gives me the feeling (real) that I'm being condescended to (real? illusion?) - as if the tasks 
are being meted out in small dollops that my poor ‘citizen non-scientist’ brain might be able 
to manage…” 

 
P28: “Being able to use the tools whenever - not in a specific order, was certainly far superior…” 
 
This suggested that participants were not in favour of being forced to complete the tasks in a set order, 
as they did with the Sequenced interface, especially when they were aware of other tasks that needed to 
be done. Furthermore, the number of comments on this issue suggests that autonomy could have a larger 
effect on volunteers’ satisfaction than task variety for VCS projects, as was found by previous research 
(Chung-Yan, 2010), which could impact upon their intrinsic motivation to return to the project. 
 
6.2. Considering Autonomy in Citizen Science Interface Design 
Regarding hypothesis H1, linking an increase in autonomy with better task performance in terms of data 
volume and accuracy, the results do not support this position. Participants using the Full interface, 
allowing access to complete any task in any order, did not perform better in terms of the amount of 
craters identified, or in measurement agreement either between participants or with the expert 
equivalent. However, the results did provide evidence of a similar effect, with the interface allowing the 
least autonomy (Sequenced) reducing performance in terms of the time spent on each image. 
Participants spent significantly longer analysing each image, without producing a greater number of 
crater identifications. Although the effect of the extra time taken per image is minimised in the 
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laboratory setting of this study (as all participants classified the same number of imagery on each 
interface) it could have a negative effect in a ‘live’ environment. Since the time that volunteers can 
donate to a VCS platform is finite, the extra time taken per image could very well translate into less 
images being classified overall.  
 Considering participants’ free-text responses to the questionnaire, responses suggested a 
preference for greater autonomy, or more directly described a frustration with being restricted. Firstly, 
this frustration is associated with being forced to return to the same crater to do a set order of tasks using 
the Sequenced interface, alluding to a feeling that their time is being wasted. Secondly, and perhaps of 
more concern, relates to a feeling of distrust – with volunteers indicating a feeling that they are only 
being given tasks one at a time in a controlled manner as the experts do not think they can be trusted to 
do more. This suggests that while there is no direct evidence that greater autonomy increases 
performance, it certainly plays a role in ensuring the work is satisfying to do, supporting Hackman & 
Oldham’s (1975) inclusion of the construct in their JCT work.  
 
6.3. The Effect of Task Variety 
Although less frequent compared to those related to autonomy, participant questionnaire free-text 
responses support hypothesis H2 (preference for greater variety). A number of comments expressed a 
belief that having a number of different tasks made the platform more interesting to interact with, when 
compared to repeating the same task using the Batched interface. Additionally, several comments 
mentioned issues regarding the number of craters within a single image when using the Batched 
interface, losing motivation to mark large numbers of them. Although not directly mentioning task 
variety, it could be argued that giving the participant different tasks to perform on images with many 
craters could help mitigate this issue.  
 Although participant responses indicated a preference towards greater task variety, this did not 
necessarily translate into an improvement in crater-marking performance. For instance, analysis showed 
that participants using the Batched (Position) interface, where only one task is available (least task 
variety), produced the greatest number of crater classifications per image, and greater agreement in 
terms of the number of participants who identified and marked the same crater. Whether this 
improvement is related to participants being able to concentrate on one single task, or more attributed to 
the type of task and judgement required (hypothesis H3, described in 5.4) is unclear, highlighting the 
complexities that exist regarding the interplay of task workflow design factors. What is clear however, is 
that virtual citizen science practitioners should be aware that the preferred task workflow design 
configurations of their citizen scientist community will not automatically produce the best task 
performance for their science case, depending on the needs of the project.    
 
6.4. The Types of Task and Judgements Required 
As previously mentioned, analysis of crater marking behaviour has revealed that participants using the 
Batched (Position) interface produced the greatest data volume. They made significantly more crater 
markings per image, more marking clusters were produced by participants identifying the same crater, 
and a greater number of participants contributed to each marking cluster. This supports hypothesis H3 
(Eveleigh et al., 2014), with the simpler task workflow involving fewer task types (1 detection, 1 
matching – 1 mouse click) resulting in a greater data volume collected compared to the workflows 
involving more task types of the other interfaces. However, although this greater volume corresponds to 
fewer false negatives (craters not identified) when compared to the expert data, it has also resulted in a 
greater number, and percentage, of false positives (features/artefacts incorrectly identified as a crater). 
Connected to this, marking clusters made using the Batched (Position) interface also required more 
participant markings (at least 8) before the percentage of true positives reached 100% - so at least 8 
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participants had to mark a crater for it to be seen as a definite true-positive. An added limitation of the 
data garnered from the Batched (Position) interface is that it is less detailed, returning only the position 
of identified craters and not the size. Although the interface advances to include all marking tools after a 
number of images, as the methodology section described, the advantage of greater coverage is then lost, 
with the Batched (Mark) interface returning fewer clusters and true positives than the Sequenced and 
Full interfaces.  
 These findings would suggest that researchers involved need to consider if the advantage of 
greater data volume, and therefore fewer unidentified features, outweighs the disadvantages of having to 
deal with the increase in false positives and needing a greater number of volunteers to classify each 
image to ensure the markings are correct. The level of detail required (crater existence, position or size 
for example), the number of images that need to be analysed and the potential size of the volunteer 
community taking part could all influence this decision.  
 Beyond the relationship described by hypothesis H3, analysis of participant markings also 
suggested that the type of task presented and judgement required influences participant marking 
agreement (Hutt et al., 2013). This effect also exists when comparing participant markings with the 
expert equivalent. Considering the position and diameter of craters marked by participants when 
compared to those of experts, it could be suggested that volunteer performance is superior when 
considering data or measures that are directly tied to the task they have been asked to do. For instance, 
markings of crater position showed a significantly greater inter-participant agreement when made using 
the Sequenced and Batched (Position) interfaces and a significantly greater agreement with the expert 
when using the Batched (Position) interface – both interfaces where participants marked the central 
position of the crater with a specific tool. This agreement was reduced with the Full and Batched (Mark) 
interfaces where crater position is calculated from the size markings rather than directly measured. This 
supports previous research regarding the advantages of breaking down a larger task into smaller micro-
tasks (Cheng et al., 2015), that directly targets the metric required. Likewise, measures of crater 
diameter showed significantly more agreement both between participants and with experts when using 
the Full and Batched (Mark) interfaces compared to the Sequenced – where marking the size is one 
continuous task rather than broken down into steps, marking a crater’s position before adjusting its size. 
 Although both VCS developers and science teams may be tempted to gather as many different 
measures as possible from a single volunteer contribution, there are caveats. The results of this study 
show that if it is important to capture more than one measure for the overall scientific goal of the project, 
performance is better both in terms of inter-participant and expert agreement when the tasks are clearly 
separated, and the participant is aware of the main goal of the task presented.   
 
6.5. Implications for Virtual Citizen Science Design 
Through observing the direct manipulation of task workflow design factors such as autonomy, variety, 
task type and judgement, this study has shown that they can influence the outcomes of a VCS project, in 
terms of data accuracy, volume, and volunteer preference and opinion. The implication of this finding is 
that different development strategies regarding the design of the volunteers’ task workflow could be 
tailored to the specific requirements of a VCS project and its scientific goals. In addition to the influence 
of development design choices regarding task workflow design, crater-marking and self-reported 
analysis has also confirmed the existence of interplay between the factors themselves as found in 
previous research (Chung-Yan, 2010), collectively contributing to both participants’ perceived 
motivation and the data produced.  

For instance, although participants reported favouring autonomy and task variety, a small 
number referenced an interaction between the two. One less confident participant indicated a preference 
for task variety only when autonomy was restricted, i.e. they were led through each different task step by 
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step (Sequenced interface), and found having the freedom to choose from a variety of tasks (Full 
interface) led to a fear of performing poorly or  “missing something out”. When considering crater-
marking behaviour, the interface involving the simplest task (Batched (Position)) resulted in the largest 
data volume collected by participants in agreement with Eveleigh et al. (2014). However, not only does 
such an interface restrict variety and autonomy to the detriment of participant preference, but there is 
also the caveat of reduced performance in terms of crater identification (with the greater number of 
false-positives marked causing a reduction in precision). Based on these findings, several potential 
scenarios exist towards which TWD could be tuned to achieve the desired outcome: 
 

• Data Volume: If the scientific goal of a project is reliant on the amount of data produced, for 
instance if a certain spatial area has to be analysed, or a certain rate calculated, then a TWD 
configuration involving fewer task types (such as the Batched (Position) interface) could be used 
in order to ensure a higher recall rate. As previously mentioned however, this would result in a 
reduced precision. 

• Identification Accuracy: If a higher rate of true positives is required, perhaps because dealing 
with false detections is particularly difficult with the associated science case, then the Full or 
Sequenced TWD configurations (providing greater task variety) could be used to ensure a higher 
precision rate. Based on the responses of participants, the Sequenced approach could be used to 
guide a relatively new volunteer community, whilst the Full approach could be used with a more 
experienced volunteer community – allowing them more autonomy to complete the tasks. Both 
approaches however would result in a lower recall rate. 

• Measurement Accuracy: If the scientific goal is not only reliant on the accuracy of 
identification, but also on a certain accuracy of its measurement (be it size, position, or some 
other scaled response), then a TWD configuration involving tasks that directly measure this 
metric would be beneficial. For instance in the case of craters, the Batched (Mark) interface 
would provide the best accuracy in terms of measuring the diameter of the crater, whilst the 
Batched (Position) would be best for crater position – both configurations that clearly delineate 
the task required to the participant. 

 
With each scenario and potential TWD solution, any benefit to one measure of performance 

could be offset by an effect on others. It could therefore be concluded that it is not only the consideration 
of individual TWD factors alone, but also their interplay and interactions, which determines the best 
VCS interface design in order to achieve a projects’ scientific goals. Conversely, there is unlikely to be a 
‘one size fits all’ task workflow design configuration that is the optimal framework for 100% of VCS 
projects. Developers will have to carefully consider the aims of the project, what is needed to achieve 
them (data volume, degree of accuracy, number of classifications etc.) and how TWD factors both 
individually and collectively can be considered to best support the process. 
 
6.6. Limitations and Future Directions 
In order to investigate the manipulation of task workflow design factors on both performance and 
volunteer preference, a laboratory setting was used. This allowed other factors, such as the imagery 
shown to the participants, the hardware used, and the environmental conditions that might influence 
performance and user experience to be kept constant. However, virtual citizen science projects are 
normally conducted online by volunteers ‘in the wild’, and as such platform developers do not have any 
control over their demographics, equipment, and environment or how long they spend on the platform. 
In order to mitigate any effects caused by these differences, participants of this study had a background 
representative of the average citizen scientist in terms of education and IT literacy, whilst the time 
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participants spent using each interface (approximately 10 minutes) is also comparable to the average 
visit time of existing Zooniverse projects (Sprinks et al., 2015). Another limitation of the study could be 
related to the fixed science case. In order to control for any extrinsic motivation caused by the science 
involved, a purposely-derived science case involving crater analysis was used. As such, it could be 
argued that any findings regarding the influence of task workflow design would only be applicable to 
crater marking activities. However, the types of visual inspection tasks and judgements involved have 
been widely used across a number of existing projects, independent of the discipline involved (Sprinks 
et al., 2015b). It therefore can be assumed that any findings and conclusions made regarding task 
workflow design can inform the wider citizen science community.         
 Perhaps the major limitation of this work is that in using a laboratory setting for the advantages 
previously explained, it is not possible to measure any impact on participants’ platform engagement. 
Whilst qualitative responses have been considered regarding interface preference, future research should 
consider how this translates into volunteer behaviour when using the platform ‘live’ - in terms of how 
often they visit, for how long, and how much data they produce. Related to this, it would also be 
advantageous to consider the influence of task workflow design more longitudinally, investigating 
whether volunteer preference and performance changes over time, and how TWD can be adapted in 
response. Finally, in demonstrating the effect of task workflow design factors on performance and 
preference, this study has also highlighted the complexity regarding their interplay and influence. In 
order to better understand these complexities further work is needed to study how they are combined and 
configured in the overall task workflow design of a VCS platform.   
  
7. Conclusion 
Using a laboratory study to test the effect of manipulating Task Workflow Design factors with regards to 
a specific Virtual Citizen Science platform, we found that factors including autonomy, variety, task type 
and judgement type had an effect on both the volunteers’ experience and their data output.  

Through self-reported scores and associated ‘free-text’ responses adding context, participants 
indicated a preference for greater variety and autonomy. However, out of these two factors responses 
indicated autonomy as the most important, supporting the theory that the effect of variety is dependent 
on the timing of the change of task (Lasecki et al., 2014) – with participants preferring to control when it 
occurs. Crater marking data however does not support previous research (Chung-Yan, 2010) that found 
that greater autonomy also improves volunteer performance, with the interface of greatest autonomy 
(Full) not resulting in significantly better results in any of the performance measures used in this study.  

The analysis of crater marking behaviour has also indicated that manipulating certain TWD 
factors affects performance, dependent on the type of performance measure considered. It was found 
that the interface that provided fewer task types, less variety and less autonomy (Batched (Position)) 
resulted in greater data volume (Eveleigh et al., 2014) collected at a faster rate (in terms of time per 
image). The caveat is, however, that whilst greater coverage resulted in a greater number of true 
positives when compared to the expert data, it also resulted in a greater number of false positives. This 
ultimately resulted in more participants required to contribute (i.e. seeing the image and detecting the 
crater) before a marking cluster can be definitely considered a crater. Performance in terms of 
agreement, both between participants and with the expert equivalent, was significantly improved when 
using the interfaces that included tasks that directly measured the required metric (Sequenced and 
Batched (Position) for crater position, Full and Batched (Mark) for crater diameter). 

Overall, the results of this study support the findings of previous research when considering the 
opinions of the volunteer, with preference given to greater autonomy and variety suggesting that such 
interfaces can provide an intrinsic motivation to take part. However, when considering volunteer 
performance the picture is more complex, with different TWD factors affecting measures such as 
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coverage, participant agreement and expert agreement in different ways. VCS developers and science 
teams may well have to consider which lessons from existing TWD human factors and work design 
research are applicable to the citizen science case, by considering the type of data required, the amount 
of data that needs analysing and the prospective size of their volunteer community when considering the 
design of the tasks and how they are presented. 
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