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Semantic cognition is a complex multifaceted brain function involving multiple processes including sensory, semantic, and domain-
general cognitive systems. However, it remains unclear how these systems cooperate with each other to achieve effective semantic
cognition. Here, we used independent component analysis (ICA) to investigate the functional brain networks that support semantic
cognition. We used a semantic judgment task and a pattern-matching control task, each with 2 levels of difficulty, to disentangle
task-specific networks from domain-general networks. ICA revealed 2 task-specific networks (the left-lateralized semantic network
[SN] and a bilateral, extended semantic network [ESN]) and domain-general networks including the frontoparietal network (FPN) and
default mode network (DMN). SN was coupled with the ESN and FPN but decoupled from the DMN, whereas the ESN was synchronized
with the FPN alone and did not show a decoupling with the DMN. The degree of decoupling between the SN and DMN was associated
with semantic task performance, with the strongest decoupling for the poorest performing participants. Our findings suggest that
human higher cognition is achieved by the multiple brain networks, serving distinct and shared cognitive functions depending on
task demands, and that the neural dynamics between these networks may be crucial for efficient semantic cognition.

Key words: semantic cognition; functional brain networks; independent component analysis (ICA); default mode network (DMN);
frontoparietal network (FPN).

Introduction
Human higher cognition is supported by a task-dependent
dynamic configuration of functional brain networks. To
achieve successful cognition, functional brain networks
constantly reconfigure their architecture in response
to the changing cognitive demands, and this leads to
functional segregation and integration of brain networks
(Bressler and Kelso 2001). Importantly, our cognitive
performance links to the dynamic reorganization of
functional brain networks (Cohen and D’Esposito 2016;
Shine et al. 2016). Thus, it is an important challenge
for cognitive neuroscience to understand the dynamics
of functional brain networks in relation to cognitive
demands. Here, we explored this issue targeting semantic
cognition as our cognitive domain of interest given that
it is a core higher cognitive function involving multiple
complex processes.

Semantic cognition refers to our ability to use, manip-
ulate, and generalize knowledge in order to interact with
the world, by producing time- and context-appropriate
behaviors (Binder et al. 2009; Lambon Ralph et al. 2017).
It requires a complex brain function involving multiple
processes spanning sensory systems (Binder et al. 2016;
Martin 2016), semantic representation (Binney et al. 2010;

Lambon Ralph et al. 2010b; Chen et al. 2016), semantic
control processes (Whitney et al. 2011; Noonan et al.
2013), and domain-general cognitive systems (Raichle
et al. 2001; Duncan 2010; Vossel et al. 2014). In addition
to task-active systems, the default mode network (DMN),
a task negative system, has also been associated with
semantic cognition (Binder et al. 1999). Although these
distinctive systems are involved in semantic processing,
it remains unclear how these systems cooperate with
each other to achieve effective semantic cognition.

Lambon Ralph et al. (2017) proposed the “controlled
semantic cognition” (CSC) framework that incorporates
2 key systems for semantic cognition: semantic rep-
resentation and control. In CSC, semantic representa-
tion is supported by a distributed system consisting of
a transmodal hub interacting with multiple modality-
specific spokes. Empirical and computational evidence
has demonstrated that the bilateral anterior temporal
lobes (ATLs) are a site for the transmodal hub (Coccia
et al. 2004; Binney et al. 2010; Peelen and Caramazza
2012). Damage to this region incurs a severe degrada-
tion of semantic knowledge observed across all modal-
ities and types of concept (Bozeat et al. 2000; Patterson
et al. 2007). The semantic control system guides the
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representational system to select and shape a particular
concept or generate a proper behavior in a given task or
context. For example, if you use a keyboard, you need to
know its function as an input device to enter characters
and generate a proper action, typing. However, if you were
asked to move the keyboard, you must ignore its main
function and produce a different set of behaviors such as
grasping and carrying. The control system is implemented
in a distributed network including the left inferior frontal
gyrus (IFG), posterior middle temporal gyrus (pMTG), and
intraparietal sulcus (IPS) (Thompson-Schill et al. 1997;
Badre and Wagner 2002; Noonan et al. 2013). Damage to
this system, as observed in semantic aphasia, produces
difficulty in controlling conceptual retrieval to suit a
specific task or context (Jefferies and Lambon Ralph 2006;
Corbett et al. 2009).

The semantic control system overlaps with the
frontoparietal network (FPN). The FPN is involved in
cognitive control across domains and responds to a
wide range of demanding cognitive tasks (Duncan 2010;
Fedorenko et al. 2012). The FPN includes the bilateral
dorsolateral prefrontal cortex (DLPFC), inferior frontal
sulcus (IFS), anterior cingulate cortex (ACC), pre/supple-
mentary motor area (preSMA/SMA), and IPS. It is possible
that semantic control calls upon both domain-specific
(semantic) control mechanisms as well as domain-
general executive control processing. Researchers have
attempted to delineate these 2 systems and have
proposed a superior–inferior functional specialization of
the FPN. Functional MRI studies have reported that the
ventral PFC (vPFC) and pMTG show increased activation
during the retrieval of weak semantic association,
whereas the activation of DLPFC and IPS varies in line
with selection demands regardless of task (Badre et al.
2005; Nagel et al. 2008). Studies of functional connectivity
have also shown that the vPFC and pMTG are connected
to the ATL, suggesting their role of the regulation of
semantic representation, whereas superior parts of the
network are not (Jackson et al. 2016; Jung et al. 2018; Jung
et al. 2022). Although studies have demonstrated a role
of FPN in semantic cognition, it still remains unclear how
semantic processing reshapes the FPN.

Previous fMRI studies have shown that the semantic
network (SN) sometimes overlaps with the DMN (Binder
et al. 1999; Binder et al. 2009; Wirth et al. 2011;
Humphreys et al. 2015; Jackson et al. 2016). The DMN
is localized primarily to midline anterior and posterior
cortical regions, angular gyrus (AG), and medial and
lateral temporal cortices (Raichle et al. 2001). It normally
shows activation at rest and deactivation during goal-
directed tasks, and has been associated with autobio-
graphical memory retrieval, self-related thinking, and
consciousness (Buckner et al. 2008). The involvement of
the DMN in semantic processing is currently unclear and
debated. As noted previously, fMRI participants during
“rest” probably engage in spontaneous language and
semantic processing, and thus, this commonality could
lead to the overlapping brain regions for the DMN and

semantic system (Binder et al. 1999; Humphreys et al.
2015). In addition, some studies have found that the DMN
showed less deactivation during semantic processing
compared to nonsemantic processing, specifically within
the left-hemispheric DMN regions including the ATL,
AG, medial PFC (mPFC), pMTG, and retrosplenial cortex
(Wirth et al. 2011). More recent fMRI studies, designed
to reliably probe ATL activations, have demonstrated
different functions for the overlapping regions between
the DMN and SN (Humphreys et al. 2015). The ATL
was activated for all semantic tasks but deactivated for
nonsemantic tasks, whereas the AG was deactivated
for all tasks, showing greater deactivation for more
demanding tasks (Humphreys and Lambon Ralph 2015,
2017; Humphreys et al. 2020; Humphreys et al. 2022).
These studies suggest a functional segregation of the
DMN during semantic processing, but it is still poorly
understood how these 2 systems interact with each
other.

Independent component analysis (ICA) is a process-
ing technique to individuate signals from a mixture of
sources (McKeown and Sejnowski 1998; Calhoun et al.
2001b). ICA assumes that the fMRI signal from each
voxel represents a linear mixture of sources. It separates
this mixture into independent source signals and groups
all voxels into independent components (ICs), each of
which represents temporally coherent functional brain
networks. Several studies have demonstrated that ICA
can reveal more brain regions involved in tasks than
traditional general linear model (GLM) analysis and also
can identify different task-related modulations in over-
lapping regions of 2 or more functional networks (Cal-
houn et al. 2001a; Kim et al. 2009; Domagalik et al. 2012;
Geranmayeh et al. 2014). Geranmayeh et al. (2014) iden-
tified overlapping networks during spoken language pro-
duction and then specified their involvement in speech
processing, using ICA. Therefore, this approach can be
more sensitive to detect task-related brain activity and
delineate specific involvement of overlapping regions
according to tasks.

Here, we performed an fMRI study to test for the
presence of functionally independent but spatially over-
lapping brain networks for semantic cognition. We used
a semantic judgment task and a pattern-matching con-
trol task, each with 2 levels of difficulty, in order to
disentangle domain-specific (semantic) processing from
domain-general processing (nonsemantic) and to delin-
eate task-specific involvement of overlapping brain net-
works during semantic processing. We hypothesized that
(i) ICA would identify several networks related to seman-
tic processing including the semantic system, FPN, and
DMN and (ii) task difficulty modulation would segre-
gate or integrate these networks. In order to investi-
gate the functional interaction between these networks
during semantic processing, we performed functional
network connectivity (FNC) analysis. Finally, we explored
the relationship between the internetwork connectivity
and semantic task performance.
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Methods
Participants
Twenty-three healthy young participants were recruited
for this study (12 females, mean age = 21 ± 3 years rang-
ing from 19 to 30 years). They were English native speak-
ers with right-handedness (Oldfield 1971) and had nor-
mal or corrected-normal vision. All participants gave
their written informed consent prior to the study. The
experiment was approved by local ethics committee in
accordance with the Declaration of Helsinki.

Experimental design and procedure
Participants performed a semantic judgment task and
a pattern matching task (a control task) with 2 levels
of difficulty (easy vs. hard) during fMRI. The semantic
judgment task was adapted from a previous fMRI study
(Jackson et al. 2015). Participants were presented with tri-
ads of concrete nouns and asked to judge which of the 2
choices was more related to the probe word. In each trial,
3 words were presented on the screen, a probe on the top
and 2 choices (a target and a foil) at the bottom. The level
of difficulty was modulated by 2 different foils. One foil
was from an unrelated category to the probe word (easy
condition) (e.g. CARROT [probe]—GRAPE [target] paired
with the foil, TELESCOPE). The other foil was from the
same or a related category to the target and probe (hard
condition) (e.g. CARROT [probe]—GRAPE [target] paired
with the foil, BLUBELL). Targets, probes, and foils were
matched for frequency, imageability, letter length, and
syllable length (Ps > 0.5). A pattern matching task was
also adapted from a previous study (Jung et al. 2021).
The items for the control task were generated by visually
scrambling items from the semantic task. Each pattern
was created by scrambling each item into 120 pieces and
rearranging them in a random order. Participants were
asked to select which of 2 patterns was identical to a
probe pattern. In the hard condition, the target patterns
were presented 180◦ rotated.

In the scanner, stimuli were presented in a block design
and there were 4 task blocks from each condition (seman-
tic easy [SE], semantic hard [SH], control easy [CE], and
control hard [CH]). A task block had 4 trials from the same
condition. Between the task blocks, there were fixation
blocks for 4000 ms. Each trial started with a 500 ms
fixation and was presented for 3000 ms. Participants
responded by pressing one of 2 buttons representing the
left and right options. The 4 task blocks were sampled
7 times, giving a total of 28 trials for a condition. The
semantic and control tasks were paired for the same
difficulty level and presented in a counterbalanced order
(e.g. A-B-A-B). The total time of scanning was about
8 min. E-prime software (Psychology Software Tools Inc.,
Pittsburgh, USA) was used to display stimuli and to record
responses.

Functional MRI data acquisition and GLM
analysis
Imaging was performed on a 3 T Philips Achieva scanner
using a 32-channel head coil with a SENSE factor 2.5.

To maximize signal-to-noise in the ATL, we utilized a
dual-echo fMRI protocol developed by Halai et al. (2014).
The fMRI sequence included 42 slices, 96 × 96 matrix,
240 × 240 × 126 mm FOV, in-plane resolution 2.5 × 2.5,
slice thickness 3 mm, TR = 2.8 s, TE = 12 ms and 35 ms.
180 dynamic scans were acquired. The structural image
was acquired using a 3D MPRAGE pulse sequence with
200 slices, in planed resolution 0.94 × 0.94, slice thickness
0.9 mm, TR = 8.4 ms, and TE = 3.9 ms.

Analysis was carried out using SPM8 (Wellcome
Department of Imaging Neuroscience, London; www.fil.
ion.ucl.ac.uk/spm). The dual gradient echo images were
extracted and averaged using in-house MATLAB code
developed by Halai et al. (2014). Functional images were
realigned correcting for motion artifacts and different
signal acquisition times by shifting the signal measured
in each slice relative to the acquisition of the middle
slice prior to combining the short and long echo images.
The mean functional image of echo-planar imaging
(EPI) was co-registered to the individual T1-weighted
image and segmented using the DARTEL (diffeomorphic
anatomical registration through an exponentiated lie
algebra) toolbox (Ashburner 2007). Then, normalization
was performed using DARTEL to warp and reslice images
into MNI space and smoothing was applied with an 8-
mm full-width half-maximum Gaussian filter.

At the individual subject level, contrasts of interest
were modeled using a box-car function convolved with
the canonical hemodynamic response function. Four
separate regressors were modeled according to task
and difficulty (SE, SH, CE, and CH). At the group level,
a 2-factorial analysis of variance (ANOVA) with task
(semantic vs. control) and difficulty (easy vs. hard) was
conducted for the main effect of task and interaction
between task and difficulty and T-contrasts were
established for the contrast of semantic > control and
control > semantic. Whole-brain maps were thresholded
at P < 0.001 at the voxel level, with an FWE-corrected
cluster threshold of P < 0.05, ks > 100.

Regions of interest (ROI) analysis
A prior ROI analysis was performed to evaluate the level
of activation in regions associated with semantic pro-
cessing and difficulty manipulation. Peak coordinates
were taken from previous fMRI studies (Binney et al. 2010;
Noonan et al. 2013; Humphreys et al. 2015; Jung et al.
2021) and included ATL [MNI: −36 −15 −30; 36 −15 30, IFG
(pars. Orbitalis) [MNI: −45 27 −15; 45 27–15], pMTG [MNI:
−66 −42 3; 66 −42 3], IFG (pars. Triangularis) [MNI: −45
19 18], AG [MNI −51 −72 24], ventromedial PFC (vmPFC)
[MNI 0 51 −12], dorsomedial PFC (dmPFC) [MNI −3 42 48],
precuneus [−3 −48 30], IPS [MNI −42 −42 42], and middle
occipital gyrus (MOG) [MNI −39 −87 15]. Each ROI was
created as a sphere with 8-mm radius. Paired t-tests were
performed on contrast value (semantic > control) for key
semantic ROIs (ATL, IFG, and pMTG) and signal changes
for ROIs associated with difficulty manipulation across
task conditions (PFDR-corrected < 0.05).
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Independent component analysis
ICA is a data-driven multivariate approach to decompose
a mixed signal into ICs (Calhoun et al. 2001b). ICA uti-
lizes fluctuation in the fMRI data to separate the signal
into maximally independent spatial maps (components),
each explaining unique variance of the 4D fMRI data.
Each component has a time course related to a coherent
neural signaling associated with a specific task, artefact,
or both.

ICA was performed using a group ICA algorithm (GIFT,
http://icatb.sourceforge.net/, version 3.0a). Using Maxi-
mum Description Length and Akaike’s criteria, the num-
ber of ICs was estimated. A first stage subject-specific
principal components analysis (PCA) was performed. A
second stage group data reduction, using the expec-
tation–maximization algorithm included in GIFT. Then,
Informax ICA algorithm (Bell and Sejnowski 1995) was
conducted, repeating it 20 times in ICASSO implemented
in GIFT to generate a stable set of 30 final components.
Finally, the ICs were then estimated using the GICA back-
reconstruction method based on PCA compression and
projection (Calhoun et al. 2001b).

Of the resultant 30 ICs, 15 components were related to
residual artefact including the signal distributed around
the edge of the brain and within cerebrospinal fluid
spaces, variation in head size, or vascular blood flow
(Supplementary Fig. S1). These were excluded for further
analysis. The remaining 15 ICs had signal distributed
within the brain and were defined as “networks.” We
labeled them with regional or functional descriptors (e.g.
DMN, FPN).

For each of the 15 components, we tested whether that
component was significantly involved in any task condi-
tion, using the “temporal sort” of GIFT. Temporal sorting
was conducted by applying a GLM to the component’s
time course. The fMRI run-specific time courses for each
subject were regressed against the design matrix for the
tasks and tested for significance to identify components
where activity was greater during semantic and con-
trol processing (easy and hard) than rest. The resulting
beta (β) weights represent the degree to which compo-
nent network recruitment was modulated by the task
conditions. For a given component, positive and neg-
ative β weights indicate task-related network recruit-
ment that is increased or decreased with respect to base-
line, respectively. To evaluate the task-related network
recruitment, we performed a one-sample t-test on the β

weights (PFDR-corrected < 0.005). A 2-factorial ANOVA with
task (semantic vs. control) and difficulty (easy vs. hard)
was conducted for the main effect of task and inter-
action between task and difficulty. For the comparison
between easy and hard condition for each task, post
hoc paired t-tests were performed for each component
(P < 0.05).

We evaluated the spatial similarity between the
components and GLM brain activation maps, using the
“spatial sort” of GIFT. Spatial sorting was conducted on
the components showed the significant task-relatedness

Table 1. Behavioral results. Mean (standard error).

Semantic Control

ACC RT ACC RT

Easy 93.2 (1.6) 1411.2 (51.3) 90.8 (3.1) 1430.7 (48.9)
Hard 83.9 (1.8) 1603.4 (45.2) 81.3 (2.3) 1859.1 (40.9)

in temporal sorting, by applying the thresholded GLM
group results from the contrasts of interest to the
component’s spatial maps. The resulting beta (β) weights
represent the degree to which component network was
overlapping with the GLM brain activation maps. To
evaluate the spatial similarity, we performed a one-
sample t-test on the β weights (PFDR-corrected < 0.005).
For the comparison between easy and hard condition
for each task, paired t-tests were performed for each
component (PFDR-corrected < 0.05).

To assess the connectivity between networks, FNC
was performed for the networks showed the significant
temporal and spatial task modulations. FNC was esti-
mated as the Pearson’s correlation coefficients between
pairs of time-courses of networks (Jafri et al. 2008)
and tested using one-sample t-test (PFDR-corrected < 0.05).
Then, to explore the relationship between the FNC
and semantic performance, correlation analysis was
performed (PFDR-corrected < 0.05).

Results
Behavioral results
A repeated-measure ANOVA with task (semantic vs.
control) and difficulty (easy vs. hard) was conducted
for accuracy and reaction time (RT). In accuracy, there
was a significant main effect of difficulty (F1, 22 = 18.34,
P < 0.001). The other main effect and interaction did
not reach the significance. In RT, the results showed a
significant main effect of task (F1, 22 = 11.54, P < 0.005),
difficulty (F1, 22 = 64.22, P < 0.001), and an interaction
(F1, 22 = 24.67, P < 0.001). Post hoc paired t-tests revealed
that the difficulty manipulation was successful in the
accuracy and RT. The accuracy was significantly reduced
(semantic: t = 6.23, P < 0.001; control: t = 2.35, P < 0.05)
and the RT was significantly increased for the hard
condition compared to the easy condition (semantic:
t = −4.80, P < 0.001; control: t = −8.52, P < 0.001). There
was no difference in the accuracy between semantic and
control tasks (Ps > 0.35). The RT showed no difference in
the easy condition (P = 0.69) but a significant difference
in the hard condition between the semantic and control
tasks (t = −5.56, P < 0.001). The results are summarized in
Table 1.

Imaging results
The ICA revealed 15 components showing the patterns
of temporally coherent signal within the brain. We
refer to these components as brain networks and label
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Fig. 1. The ICA results. Statistical threshold was set at z > 4. See
Supplementary Table S1 for coordinates.

them according to their spatial location (e.g. FPN)
or previously described labels (e.g. DMN). Fig. 1 and
Supplementary Table S1 summarize the results of these
15 components.

Figure 2 and Table 2 display the ICA results of tem-
poral regression analysis, showing how the differ-
ent networks were modulated by the task condi-
tions. Semantic conditions (easy and hard) signifi-
cantly activated C01 semantic network: C03 (extended
semantic network: ESN), C10 (L.FPN), and C22 (peri-
sylvian network: PSN) and suppressed C13 (visual
network 1: VN1), C21 (VN2), and C24 (DMN). C27 (thala-

mus) was significantly activated by the hard semantic
condition only. In contrast, both control conditions
significantly activated C13 and C21 and suppressed the
networks activated by semantic processing (C01, C06,
C10, and C22). The easy control condition inhibited C12
(rolandic operculum: RO), whereas the hard condition
activated C26 (salience network: SAN) and suppressed
C27. The ICA results of spatial regression analysis are
summarized in Supplementary Table S2.

Networks related to semantic processing
Figure 3 shows the brain activation maps from the GLM
analysis and ICs related to semantic processing. The
GLM revealed that the easy semantic condition evoked
significant activation in the IFG, ventrolateral anterior
temporal lobe (vATL), pMTG, fusiform gyrus (FG), and
hippocampus in the left hemisphere as well as the infe-
rior parietal lobe (IPL) and RO in the right hemisphere.
The hard semantic condition induced more widespread
activation in the same regions found in the easy seman-
tic condition and additional activation in the bilateral
AG, the right vATL, the mPFC, the middle cingulate cor-
tex (MCC), and the pre/postcentral gyrus (Fig. 3A and
Supplementary Table S3). In order to evaluate the dif-
ficulty effect in the key semantic regions, ROI analysis
was performed in the vATL, IFG, and pMTG. The results
showed that the hard semantic condition increased the
activation in the left IFG and the right vATL significantly
compared to the easy condition (P < 0.05). Also, there was
a marginally significant increased activation in the left
vATL and right pMTG during the hard semantic process-
ing (P = 0.07) (Supplementary Fig. S2).

Different from the results of the GLM analysis, ICA
revealed that 5 independent networks were involved in
semantic processing, differently modulated by the task
difficulty (Figs. 2 and 3).

C01 (SN) showed the biggest activation in semantic
processing and deactivation in control processing.
Similar to the GLM results, C01 consisted of the key
semantic regions including the left vATL, left IFG (p.
triangularis p. orbitalis, and p. opercularis), left pMTG,
mPFC, SMA, bilateral FG, and precuneus. The temporal
β weights of the network were analyzed by 2 × 2 ANOVA
with task (semantic vs. control) and difficulty (easy vs.
hard), and the results showed a significant main effect
of task (F1, 22 = 216.01, P < 0.001), difficulty (F1, 22 = 6.59,
P < 0.05), and an interaction (F1, 22 = 4.73, P < 0.05). Post
hoc paired t-tests revealed that C01 was significantly
more involved in the easy semantic condition compared
to the hard condition (P < 0.05) (Fig. 2). Consistent to
the results of temporal regression, spatial regression
analysis demonstrated that the spatial overlapping was
significantly greater between C01 and the easy semantic
GLM results than the hard semantic results (Fig. 3B).

In contrast to C01, C03 (ESN) showed greater temporal
and spatial engagement in the hard semantic condition
compared to the easy condition. C03 included the
bilateral ATL, left IFG (p. triangularis and p. orbitalis),
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Fig. 2. The results of temporal regression analysis. Bar graph shows the mean β weight for each condition against the baseline. White and grey bars
represent SE and SH conditions, respectively. Patterned and black bars represent CE and CH conditions, respectively. Error bars indicate standard errors.
Significant difference between easy and hard conditions is shown with ∗ P < 0.05, ∗∗ P < 0.01.

Table 2. The result of ICA temporal regression. Bold indicates the significant results from one-sample t-tests. PFDR-corrected < 0.005.

SE SH CE CH

IC T-value P T-value P T-value P T-value P

C01 (SN) 17.06 0.0000 8.07 0.0000 −15.15 0.0000 −10.95 0.0000
C03 (ESN) 6.78 0.0000 8.78 0.0000 −5.98 0.0000 −7.12 0.0000
C08 (R.FPN) -3.17 0.0044 -2.19 0.0393 1.53 0.1397 2.06 0.0515
C09 (vlPFC-IPC) 2.02 0.0554 3.11 0.0051 -1.89 0.0726 -1.60 0.1230
C10 (L.FPN) 10.21 0.0000 9.37 0.0000 −9.88 0.0000 −9.10 0.0000
C12 (RO) 0.05 0.9620 2.11 0.0469 −5.84 0.0000 -0.36 0.7209
C13 (VN1) −6.58 0.0000 −5.59 0.0000 7.18 0.0000 5.06 0.0000
C14 (Cerebellum) -0.02 0.9816 -1.79 0.0871 0.96 0.3470 2.89 0.0086
C16 (MN) 2.56 0.0177 -2.32 0.0302 0.20 0.8449 2.41 0.0246
C17 (mPFC) -1.47 0.1570 1.35 0.1903 -0.51 0.6151 -1.57 0.1297
C21 (VN2) −11.71 0.0000 −14.15 0.0000 19.46 0.0000 9.03 0.0000
C22 (PSN) 7.88 0.0000 7.99 0.0000 −6.20 0.0000 −6.56 0.0000
C24 (DMN) −4.46 0.0002 −4.15 0.0004 -0.19 0.8485 1.12 0.2751
C26 (SAN) 2.22 0.0371 -1.67 0.1084 -1.03 0.3153 3.34 0.0029
C27 (Thalamus) 2.50 0.0205 3.53 0.0019 -2.89 0.0086 −4.09 0.0005

SN: semantic network; ESN: extended semantic network; R.FPN: right frontoparietal network; vlPFC-IPC: ventrolateral prefrontal cortex-inferior parietal cortex;
L.FPN: left frontoparietal network; RO: rolandic operculum; VN: visual network; MN: motor network; mPFC: medial prefrontal cortex; PSN: perisylvian network;
DMN: default mode network; SAN: salience network.

AG, mPFC, superior frontal gyrus (SFG), ACC/MCC/pos-
terior cingulate cortex (PCC), and visual cortex. 2 × 2
ANOVA with task and difficulty on the temporal β

weights demonstrated a significant main effect of task
(F1, 22 = 141.66, P < 0.001) and an interaction (F1, 22 = 4.87,
P < 0.05). Post hoc paired t-tests revealed that C03
showed significantly greater involvement in the hard
semantic condition (P < 0.05) (Fig. 2). Also, the spatial
β weights revealed that C03 was more involved in the
hard semantic condition, showing greater overlapping
between the IC and GLM results derived from the hard
processing (Fig. 3).

C10 (L.FPN) includes the left lateral prefrontal cortex,
left IPL, and left pMTG and was activated for semantic
processing, regardless of task difficulty. L.FPN is active
for a wide range of tasks and thought to be involved
in modulating cognitive control (Zanto and Gazzaley

2013). However, we found that C10 was activated by
the semantic task and suppressed by the control task
(Fig. 2). The temporal β weights ANOVA revealed a sig-
nificant main effect of task (F1, 22 = 219.23, P < 0.001) and
difficulty (F1, 22 = 5.06, P < 0.05). Contrary to the temporal
regression, the spatial regression showed that C10 was
overlapped with the brain activation map of the hard
semantic condition more than that of the easy semantic
condition (Fig. 3B).

C22 (PSN) showed significant semantic-related activity
regardless of task difficulty (Fig. 2). The PSN includes
the bilateral superior temporal gyrus, insular, RO, and
the right supramarginal gyrus (SMG). The temporal β

weights ANOVA showed a significant main effect of
task (F1, 22 = 121.27, P < 0.001) and difficulty (F1, 22 = 8.23,
P < 0.01). Although the temporal regression did not show
a significant difference between easy and hard semantic
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Fig. 3. A) The GLM results of the semantic task. Green color indicates brain regions activated during the easy semantic processing and red color indicates
brain areas during the hard semantic processing. Yellow color represents the overlapping regions. B) The ICA results of the semantic task. The temporal
regression analysis identified that C01, C03, C10, C22, and C27 were significantly involved in the semantic task. The spatial regression analysis showed
the spatial overlapping between the GLM results and the ICs. Green bars represent the spatial β weights for the easy condition and red bars for the hard
condition. ∗∗∗PFDR- corrected < 0.001.

condition, the spatial regression demonstrated that
C22 was significantly overlapped with the GLM brain
activation map from the hard semantic processing but
not with the GLM result of the easy processing (Fig. 3B).

C27 (thalamus) consists of the thalamus, putamen,
and pallidum. The temporal β weights ANOVA showed a
significant main effect of task (F1, 22 = 25.21, P < 0.001).
The temporal regression results revealed that the
thalamus was significantly involved in the hard semantic
condition (Fig. 2). The spatial β weights analysis showed

that C27 was negatively associated with the easy
semantic condition, whereas positively related with the
hard semantic processing (Fig. 3B).

Several other components either failed to activate for
semantic processing or showed deactivations (Fig. 2). C17
(mPFC) showed a significant differential involvement in
semantic processing according to the task difficulty. C17
was inactive for the easy semantic condition, whereas
active for the hard condition. In contrary, C16 (motor net-
work: MN) and C26 (SAN) showed the opposite pattern,
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Fig. 4. A) The GLM results of the control task. Cyan color indicates brain regions activated during the easy control processing and pink color indicates
brain areas during the hard control processing. White color represents the overlapping regions. B) The ICA results of the control task. The temporal
regression analysis identified that C13, C21, and C26 were significantly involved in the control task. The spatial regression analysis showed the spatial
overlapping between the GLM results and the ICs. Cyan bars represent the spatial β weights for the easy condition and pink bars for the hard condition.
∗∗∗PFDR- corrected < 0.001.

active for the easy condition and inactive for the hard
condition.

Networks related to visuospatial processing
Figure 4 shows the brain activation maps from the
GLM analysis and ICs related to visuospatial processing
(pattern matching). The GLM demonstrated that the
easy control condition induced significant activation
in the SFG, precuneus, and the bilateral visual cortices
including the superior/MOG, FG, calcarine gyrus, and
lingual gyrus. The hard condition also evoked the
activation in the same regions found in the easy
condition and in the middle frontal gyrus (MFG), insular,
right IFG, and right middle orbital gyrus (Fig. 4A and
Supplementary Table S3).

ICA revealed that 3 independent networks were
involved in pattern matching processing and were
differentially modulated by task difficulty (Figs. 2 and
4B). C13 (VN1) including the calcarine gyrus and lingual
gyrus was significantly activated by the control task.

2 × 2 ANOVA with task and difficulty on the temporal
β weights demonstrated a significant main effect of
task (F1, 22 = 64.86, P < 0.001) only. The spatial regression
showed that C13 was significantly overlapping with
the brain activation map of the easy condition than
the hard condition (Fig. 4B). Similar to C13, C21 (VN2)
was significantly associated with the pattern matching
processing during the easy condition. C21 consisting of
the middle/inferior occipital gyrus and FG showed a
significant main effect of task (F1, 22 = 327.33, P < 0.001)
and difficulty (F1, 22 = 16.54, P < 0.001) in the temporal
regression analysis (Fig. 2). There was no significant
interaction. The spatial regression revealed that C21 also
was involved in the easy condition more than the hard
condition (Fig. 4B). In contrast to the VNs, C26 (SAN)
showed significant control task relate activity only for
the hard condition (Fig. 2). C26 includes the ACC, SMA,
MFG, insular, and caudate nucleus and is thought to
be critical for detecting behaviorally relevant stimuli
and for coordinating the brain’s neural resources in
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response to these stimuli (Uddin 2017). The temporal
β weights of C26 revealed a significant interaction effect
between task and difficulty (F1, 22 = 8.59, P < 0.01). Post
hoc paired t-tests revealed that C26 was significantly
greater involvement in the hard control condition
(Fig. 2). The spatial β weights analysis showed that
C26 was negatively associated with the easy control
condition, whereas positively related with the hard visual
processing (Fig. 4B).

Networks related to the interaction between task
and difficulty
A significant interaction between task and difficulty
was observed in the activation of the left IFG, left AG,
mPFC, precuneus, right IPS, right MOG, and right inferior
temporal gyrus (Fig. 5A and Supplementary Table S1).
Specifically, the left IFG and vmPFC/dmPFC showed the
increased activation only when the semantic task was
hard. The right IPS and MOG were activated by the
control task and more activated during the hard control
condition.

In order to evaluate which ICs were overlapping with
the brain map for the interaction between task and
difficulty, we performed a spatial regression analysis. The
results revealed that 6 ICs were significantly associated
with the GLM interaction results (negative value means
dissimilarity between the spatial maps so we did not
report, one-sample t-test, PFDR-corrected < 0.001) (Fig. 5B
Bottom): specifically, C24 (DMN), C03 (ESN), C10 (L.FPN),
C01 (SN), C17 (mPFC), and C08 (R.FPN). Of these networks,
C01, C03, and C10 were found to have been positively
engaged by semantic processing in the previous analyses
(Figs. 2 and 3). In contrast, activation in C08 (R.FPN) was
modulated by difficulty for the control visual processing
task, specifically (Fig. 2 and Table 2).

Functional network connectivity
We examined the internetwork connectivity between the
ICs that showed a significant involvement in the inter-
action of task and difficulty (Fig. 6). Correlation analysis
was performed between the time-courses of the 6 ICs
(SN, ESN, R.FPN, L.FPN, mPFC, and DMN). C01 (SN) was
significantly correlated with C03 (ESN) and C10 (L.FPN)
yet was anticorrelated with C24 (DMN). C03 (ESN) was
decoupled with C08 (R.FPN) and coupled with C10 (L.FPN)
and C17 (mPFC). In addition, C03 (ESN) was marginally
associated with the C24 (DMN) (PFDR-corrected = 0.07). C08
(R.FPN) was positively correlated with C10 (L.FPN) and
C24 (DMN), but negatively correlated with C17 (mPFC).
C10 (L.FPN) was positively correlated with C24 (DMN).
The results are displayed in Fig. 6A.

To explore the relationship between these FNC results
and semantic task performance, we conducted an addi-
tional correlation analysis between the strength of the
FNC and semantic performance. To combine accuracy
and RT into a unitary measure of semantic performance,
we computed the inverse efficiency (IE) score by dividing

RT by accuracy. We found that the internetwork con-
nectivity between the SN and DMN was significantly
correlated with semantic task performance (Fig. 6B). This
reflected the fact that participants with the least effi-
cient semantic performance exhibited the largest anti-
correlation between the 2 networks, for both levels of
task difficulty (easy: r = −0.54, PFDR-corrected < 0.05; hard:
r = −0.47, PFDR-corrected = 0.07).

Overlapping networks
The ICA decomposes the fMRI data into multiple com-
ponents with independent sources of variance. Although
these components are spatiotemporally independent,
they can partially overlap spatially. Figure 6C shows the
overlapping regions between domain-specific (semantic
processing) and domain-general networks. The SN
overlapped with the L.FPN in the left IFG and pMTG and
with the DMN in the mPFC and PCC. The left AG was
common for the L.FPN and the DMN. The ESN overlapped
with the L.PFN in the ventral IFG, dmPFC and MTG and
with the DMN in the mPFC, PCC, and the right AG. The
left AG, vmPFC, dmPFC, and PCC were common regions
for all 3 networks.

Discussion
This study investigated the neural dynamics of the func-
tional brain networks that support semantic cognition, a
key component of human higher cognition. Specifically,
we manipulated task difficulty to explore task-related
reconfiguration of brain networks during semantic pro-
cessing. Using ICA, we found that semantic cognition
required the cooperation of multiple brain networks, sub-
serving distinctive cognitive processes spanning seman-
tic and domain-general functions. Our task difficulty
manipulation demonstrated the segregation and integra-
tion between domain-specific (semantic) networks and
domain-general systems including the FPN and DMN.
First, we found that 2 semantic networks (SN and ESN)
exhibited differential sensitivity. The core SN (including
ATL, IFG, and pMTG) was strongly engaged by both the
easier and harder semantic task. The ESN (including
bilateral ATL, ventral IFG, mPFC, AG, and precuneus) was
additionally recruited for the more demanding version of
the semantic task. Together, the SN and ESN reflect the
widely distributed, large-scale neural systems implicated
in semantic cognition by other researchers (Binder et al.
2009; Binder and Desai 2011; Lambon Ralph et al. 2017;
Jackson 2021). Importantly, our findings support the pro-
posal that semantic cognition is founded on a flexible,
dynamic system, revealing its resilience to varying task
demands, neurostimulation, and brain damage (Jung and
Lambon Ralph 2016; Rice et al. 2018b; Stefaniak et al.
2020; Jung et al. 2021). Second, the functional contribu-
tions of various domain-general networks were segre-
gated by the task and difficulty manipulations: L.FPN
was engaged in semantic processing, whereas R.FPN was
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Fig. 5. A) The GLM results of the interaction between task and difficulty. Green bars represent regional signal changes for the easy condition and red bars
for the hard condition. B) The spatial regression results. The spatial regression analysis identified that C01, C03, C08, C10, C17, and C24 were significantly
associated with the brain activation map of the interaction between task and difficulty. ∗P < 0.05, †P = 0.06, ∗∗∗PFDR- corrected < 0.001.

associated with visuospatial processing. In line with past
explorations (Pexman et al. 2007; Geranmayeh et al. 2012;
Humphreys et al. 2015; Humphreys and Lambon Ralph
2017; Humphreys et al. 2022), the core DMN showed
a distinct disinterest in semantic processing showing
deactivation for both versions of the semantic tasks, and
a significant anticorrelation with the core SN. In turn,
we found that the degree of anticorrelation between

the SN and DMN was related to the varying semantic
performance across participants; those with the least
efficient performance exhibited the greatest anticorre-
lation. Overall, our results revealed the flexible, neu-
ral dynamics of semantic cognition as implemented by
large-scale reconfiguration and integration of higher cog-
nitive brain networks (Bressler and Kelso 2001; Cohen
and D’Esposito 2016).
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Fig. 6. A) The results of FNC between the networks involved in task and difficulty. Red colors indicate positive coupling and blue colors indicate
negative coupling. White box represents a significant FNC between networks (PFDR-corrected < 0.05). B) The relationship between the FNC (SN-
DMN) and semantic task performance (IE score: RT/accuracy × 100). Green and red circles represent individual performance during easy and hard
semantic conditions, respectively. C) The overlapping between domain-specific (semantic processing) and domain-general networks. ∗PFDR-corrected < 0.05,
∗∗PFDR-corrected < 0.01, ∗∗∗PFDR-corrected < 0.001, †PFDR-corrected = 0.07.

The CSC framework proposes that semantic cognition
requires 2 interactive components: semantic representa-
tion and control (Lambon Ralph et al. 2017). Past patient,
repetitive transcranial magnetic stimulation (rTMS) and
fMRI studies implicate 2 networks for semantic control:
a domain-specific set of ventral IPFC and posterior MTG
regions as well as the more domain-general, multi-
demand DLPFC and IPS areas (Jefferies and Lambon
Ralph 2006; Jefferies et al. 2007; Hoffman et al. 2010;
Jefferies 2013; Noonan et al. 2013; Jackson 2021). These
2 networks fall within the FPN identified in the current
study. Indeed, areas within the FPN have been identified
for executive control (Duncan and Owen 2000; Fedorenko
et al. 2013) and play an important role in semantic
retrieval (Badre et al. 2005; Nagel et al. 2008). Specifically,
recent computational models have shown how this
executive system might modulate and constrain the
activation of semantic representations (Hoffman et al.

2018; Jackson et al. 2021). Our results revealed that the
FPN was actively engaged in semantic processing and
also interacted with 2 semantic networks, consistent
with past patient and fMRI explorations (Jefferies and
Lambon Ralph 2006; Jefferies et al. 2007; Noonan et al.
2013; Chiou et al. 2018; Jung et al. 2021). Our network-
level analyses were able to go further. ICA decomposed
the FPN into 2 networks, showing differential task mod-
ulations of the FPN: L.FPN for semantic processing and
R.FPN for nonsemantic processing. Furthermore, L.FPN
was positively synchronized with 2 semantic networks,
whereas R.FPN was decoupled with the ESN. This result
might reflect that our language-based semantic task
induced more involvement of the left-lateralized FPN.
Our findings support the recent proposal that the FPN
can be reorganized, depending on specific task demands,
by fractionizing itself or recruiting additional regions
(Parlatini et al. 2017; Camilleri et al. 2018).
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The importance of dynamic large-scale networks
for resilient neural systems
Recently, we proposed a new neurocognitive principle,
“variable neuro-displacement,” to describe how intrinsic,
dynamic brain mechanisms could support both response
to varying performance demands and provide a basis
for resilient cognition (Stefaniak et al. 2020). A key idea
at the heart of this proposal is that the neural basis
of cognition not only needs to support all aspects of
higher cognition but also be able to respond to natural
variations in performance demand. In addition, given
that the brain is a very metabolically expensive organ,
cognitive performance will always need to be titrated
against energy expenditure. Accordingly, functional neu-
ral systems will be downregulated to save energy under
normal levels of performance demand but have extra
capacity that can be engaged when needed. As a result,
the dynamic system provides an intrinsic, generic mech-
anism for resilience to a full range of situations including
performance variations, transient brain inefficiency, or
brain damage (Stefaniak et al. 2020). Previously, we tested
this principle in the semantic domain by manipulating
performance demand (Jung et al. 2021), after rTMS (Jung
and Lambon Ralph 2016) and after selective damage (ATL
resection for treatment of temporal lobe epilepsy) (Rice
et al. 2018b). There was strong convergence across these
studies, with the results demonstrating that demand-
ing/disrupted semantic processing evoked upregulation
in the left-lateralized SN and strengthened functional
connectivity within the system. There was additional
activation in the right ATL, and key regions in the FPN as
well as increased functional connectivity between them.
In this study, we replicated these findings and expanded
them to the network level. Our ICA revealed 2 distinctive
semantic networks: the left-lateralized SN (C01) and the
ESN (C03). In line with the variable neuro-displacement
hypothesis, when semantic demands are increased, the
core SN (involved in all levels of semantic processing) is
joined by the ESN, thus providing a network-level basis
for resilient semantic cognition.

The bilateral semantic representation system has been
observed in previous studies (Humphreys et al. 2015; Rice
et al. 2015; Jung and Lambon Ralph 2016; Humphreys and
Lambon Ralph 2017; Jung et al. 2021). For example, inhibi-
tion of this system using rTMS, triggered compensatory
upregulation in the contralateral ATL to the stimulated
ATL (Binney and Lambon Ralph 2014) and increased
ATL-connectivity (Jung and Lambon Ralph 2016). Impor-
tantly, patients with bilateral ATL atrophy suffer from
substantial semantic impairments, potentially due to
the destruction of the resilience of the system, whereas
patients and nonhuman primates with unilateral ATL
damage showed relatively sustained semantic function
(Kluver and Bucy 1939; Terzian and Ore 1955; Lambon
Ralph et al. 2010a; Rice et al. 2018a; Ding et al. 2020).
Exploration of the neural basis of semantic function in
patients with unilateral ATL resection (Rice et al. 2018b)
observed similar compensatory mechanisms to those

found in rTMS studies and our current ICA network-
level results, including upregulation in the contralateral
regions, increased connectivity within the system, and
engagement of the FPN. These findings imply that the
bilateral nature of ATL is crucial for a well-engineered,
resilient semantic representation, making the system
robust to damage or task demands with greater capacity
for experience-dependent neural plasticity (Warren et al.
2009; Schapiro et al. 2013; Jung and Lambon Ralph 2016;
Chang and Lambon Ralph 2020; Jung et al. 2021). In
addition, the reconfiguration of the FPN and its intercor-
relations with the SNs may contribute to the resilience
of semantic cognition by increasing its involvement for
demanding semantic processing (Jung et al. 2021).

Implications for the relationship between SN and
DMN
Our results might have significant implications for
interpretation of the relationship between the SN and
DMN. Our data demonstrated that the core SN and DMN
seem to be 2 distinctive neural systems not only in terms
of ICA spatiotemporal separation but also functionally.
Specifically, the SN (C01) was activated, whereas DMN
(C24) was deactivated during semantic processing (Fig. 2).
Furthermore, we found that the SN was decoupled with
DMN during semantic processing (Fig. 6A). These results
fit with those from recent large-scale fMRI meta-analysis
and direct multi-task fMRI comparisons (Humphreys
et al. 2015; Humphreys and Lambon Ralph 2015, 2017;
Humphreys et al. 2020; Humphreys et al. 2022), which
have shown a stark contrast between the core SN regions
including ATL (that show very strong engagement) and
the AG alongside the core midline DMN areas (that show
deactivation for semantic and other tasks). Indeed, in
contrast to the deactivation during semantic processing,
the AG and core DMN areas are positively activated
during episodic retrieval instead (Wagner et al. 2005;
Rugg and Vilberg 2013; Wagner et al. 2015; Rugg and King
2018; Humphreys et al. 2021; Humphreys et al. 2022).

A second repeatedly replicated yet often overlooked
feature of the DMN is that its deactivation across many
tasks (other than episodic memory) is not constant.
Instead, the level of deactivation is correlated with
task/item difficulty (Laurienti et al. 2002; Fransson 2006;
McKiernan et al. 2006; Mason et al. 2007; Mayer et al.
2010). This fact aligns with another finding from the
current study and others from the literature. First, in the
current study, we found that the degree of decoupling
between the SN and DMN was related to semantic task
performance: individuals with the greatest decoupling
exhibited the least efficient semantic processing. This
result could reflect the same difficulty-related variation
of deactivation: i.e. like the variation of deactivation
induced by harder tasks or items, the DMN shows
enhanced deactivation for participants who find a
specific task harder. This same variation in deactivation
of the DMN is also important for explaining other key
results in the literature: (i) the apparent engagement of
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AG and other DMN in fMRI contrasts such as words >

nonwords or concrete > abstract concepts (Binder et al.
2009; Wang et al. 2010) may well reflect a contrast
of easy > hard conditions. Indeed, the AG and DMN
appear in fMRI maps when contrasting easy > hard
in entirely nonsemantic, nonverbal tasks (Humphreys
and Lambon Ralph 2017), or when the difficulty for
words versus nonwords, or concrete versus abstract
decisions is reversed (Pexman et al. 2007). Thirdly and
relevant to the network-level focus of the current study,
in simple fMRI correlations/“functional connectivity”
analyses (e.g. in resting-state fMRI) the ATL and DMN
areas are often coupled, yet in the current ICA analyses
(and parallel studies; Geranmayeh et al. 2012; Jackson
et al. 2019) they are pulled apart. Indeed, Buckner et al.
(2008) note that the ATL areas are an inconsistent
member of the extended DMN, whereas the AG and
midline areas are more constant features of the DMN.
The coupling of the networks in simple functional
connectivity analyses might also reflect partially shared
deactivation profiles: thus whilst the ATL and related
regions activate for semantic tasks, and the AG + DMN
for episodic retrieval, they both deactivate commonly
in other task-active conditions (e.g. auditory or visual
perceptual decisions; Humphreys et al. 2015). Thus,
their partial simple correlation could simply reflect the
regions shared disinterest in a range of cognitive and
perceptual activities.

Interestingly, we found that the inferior parietal lobule
including AG is a common region for the ESN, FPN, and
DMN. This finding can be explained by a unifying model
of parietal function, the Parietal Unified Connectivity-
biased Computation (PUCC) (Humphreys and Lambon
Ralph 2015). The PUCC model assumes that the local
computation of lateral parietal cortex (LPC) is online
and multisensory buffering across modalities, which
is critical to process time-extended cognition such as
episodic memory or sentence processing (Hasson et al.
2008; Lerner et al. 2011). The second assumption is that
although the local computation may be constant across
the LPC, there are graded subregions showing task-
specific effects determined by its long-range connections
(Uddin et al. 2010; Cloutman et al. 2013; Fedorenko
et al. 2013; Humphreys et al. 2022). In line with these
proposals, we showed distinctive functional connectivity
patterns across the subregions within the LPC: the
dorsal LPC (IPS/dorsal AG) formed the FPN, anterior AG
was connected with frontotemporal language network,
middle AG formed the DMN, and posterior AG was
connected with visuospatial network (Humphreys and
Lambon Ralph 2017; Humphreys et al. 2020; Humphreys
et al. 2022).

Other neural networks involved in semantic
processing
We found that an mPFC network (C17) was activated for
demanding semantic processing. Recent studies reported
that mPFC showed a graded change in structural and

functional connectivity from DMN to ATL such that
dmPFC was connected to the DMN, whereas vmPFC
was linked to the SN (Jackson et al. 2020; Jung et al.
2022). As vmPFC has been associated with economic
value judgment (Padoa-Schioppa and Assad 2006) and
cognitive flexibility (Jobson et al. 2021), this region might
contribute to semantic assessment of a context-specific
item when the task was challenging (Noonan et al.
2013; Stalnaker et al. 2015). Alternatively, the mPFC and
precuneus have been identified as brain network hubs
for integrative processes and communications between
functional systems (van den Heuvel and Sporns 2013).
Thus, the recruitment of the mPFC during semantic
processing might reflect a general mental resource for
challenging situations.

We found the PSN (C22) was positively engaged in
semantic processing. The PSN is a bilateral system
including the superior temporal gyrus, insular, RO,
and SMG. Given that the perisylvian region is known
to support both receptive and expressive aspects of
language (Hickok and Poeppel 2007), and damage leads
to different forms of classical aphasia (Geschwind 1972;
Ueno et al. 2011), then it seems most likely that PSN was
recruited because the semantic task was verbal.

In addition to cortical networks, the thalamus network
(C27) also participated in semantic processing for the
demanding condition. This network includes thalamus,
putamen, and pallidum. This system has been consid-
ered as a station relaying all incoming information from
outside world to the cortex (McCormick and Bal 1994).
Several studies have suggested that both the thalamus
and the putamen are a part of the multi-demand system
that links different regions via cortico-striatal-thalamic
circuits (Alexander et al. 1986; Bonelli and Cummings
2007; Camilleri et al. 2018). Evidence for cortico-thalamic
language processing has also been provided by a study
with simultaneous depth and scalp recordings in the
context of deep brain stimulation (Wahl et al. 2008).
During syntactic processing, language-related potentials
(LRP) were identified in the ventrolateral thalamus. Dur-
ing semantic processing, both cortical and thalamic LRPs
appeared. Taken together, our data suggest that the tha-
lamus system may be recruited for semantic process-
ing in parallel to domain-general processing, operated
through cortico-striatal-thalamic circuits (Ullman 2006).

Conclusion
Our findings provide insights about the large-scale, task-
related reconfiguration of brain networks in semantic
cognition. In particular, our data showed segregation
and integration of multiple brain networks not only in
line with which task is being performance but also with
increasing cognitive complexity.

Supplementary material
Supplementary material can be found at Cerebral Cortex
online.
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