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In this supplemental material we provide for the interested reader additional details on the deriva-
tion of the Heisenberg-Langevin equations of motion, the Martin-Siggia-Rose construction, the na-
ture of the observed phase transition and the optimal path approximation.

HEISENBERG-LANGEVIN EQUATIONS OF
MOTION

In order to derive the Heisenberg-Langevin equations
of motion of an observable O we employ the conjugate
Master equation

Ȯ = i [H,O] +
∑
a,k

D′[La,k]O + ξ̂O, (S1)

where D′[X]O = X†OX − (X†XO + OX†X)/2 and ξ̂O

is the quantum noise term for the operator O. The
noise-less equation of motion is only formally correct on
the level of single-operator expectation values, while the
noise contributes by preserving the (anti-)commutation
relations of the operators during the evolution. [1]. For a
linear coupling of the system to the bath, the noise is typ-
ically Gaussian, with zero mean, but non-vanishing time-
and space-local correlations. This prescription leads to
Eqs. (2)-(4) of the main text; below we provide the main
conceptual steps.

There exist several canonical (and equivalent) strate-
gies to determine the properties of the noise operators
ξ̂n,x,y, as for instance outlined in Ref. [1]. Here, we fol-
low a path relying on the unitary Heisenberg equations of
motion for system operators in the presence of a bath. As
a simplifying assumption, we imagine the spatial correla-
tions of this bath to be shorter than the typical interpar-
ticle distance in the system. This allows us to describe
every spin as coupled to its own bath. We can there-
fore focus on a single spin as a representative and we
model the spontaneous emission dynamics via the simple
Hamiltonian

H̃ = Hs-b +Hb =
∑
q

λq(σ
+bq + b†qσ

−) +
∑
q

ωqb
†
qbq, (S2)

where the bls represent a set of bosonic bath operators.
We further assume that this bosonic reservoir is kept at
zero temperature and that the number of modes is suf-
ficiently large to allow a continuum description with a
density of states D(ω) =

∑
q δ(ω − ωq). Taking the

von Neumann equation for the global (spin plus bath)
density matrix and eliminating the bath degrees of free-
dom leads then to the jump operator Ld =

√
γσ− with

γ = 2π[λ(0)]2D(0) being proportional to the bath den-
sity of states D(0) and the couplings λ(0) evaluated at

zero frequency (see e.g. Chapter 8 of [1]). The Heisenberg
equations of motion for the operators are therefore

σ̇+ = i[H̃, σ+] = −i
∑
q

λqb
†
qσ
z, (S3)

ṅ = i
∑
q

λq(b
†
qσ
− − σ+bq), (S4)

ḃ†q = iλqσ
+ + iωqb

†
q. (S5)

Formally solving Eq. (S5) yields

b†q(t) = b†q(0)eiωqt + iλq

∫ t

0

dt′σ+(t′)eiωq(t−t′). (S6)

Inserting this solution into Eqs. (S3), (S4) and perform-
ing the Born-Markov approximation leads to

σ̇+ = −γ
2
σ+ + i

∑
q

λqb
†
q(0)σzeiωqt

︸ ︷︷ ︸
ξ̃+(t)

, (S7)

ṅ = −γn+ i
∑
q

λq(b
†
q(0)σ−eiωqt − σ+bq(0)e−iωqt)︸ ︷︷ ︸

ξ̃n(t)

.

(S8)

Defining ξ̃−(t) = (ξ̃+(t))† and taking the bath to be in
the vacuum state (corresponding to spontaneous emis-
sion) ρB = |0〉 〈0|. This entails bqρB = ρBb

†
q = 0 ∀q. In

the Born-Markov approximation, the back-action of the
system onto the bath is ignored, alongside the resulting
memory effects; therefore, the noise average corresponds
to averaging the bath variables onto ρB at all times. For
example, this implies that any average of the form〈

ξ+(t) . . .
〉
∝
∑
q

λqtrB
{
ρB(0)b†q(0) . . .

}
(S9)

identically vanishes. Analogously, 〈. . . ξ−〉 ≡ 0. Noticing
that ξ̃n ≡ −ξ̃+σ− − σ+ξ̃−, one therefore finds

〈ξ̃+(t)ξ̃+(t′)〉 = 〈ξ̃+(t)ξ̃−(t′)〉 = 〈ξ̃+(t)〉 = 〈ξ̃n(t)〉 = 0.
(S10)

while the non-vanishing correlations are

〈ξ̃−(t)ξ̃+(t′)〉 = γδ(t− t′), (S11)

〈ξ̃n(t)ξ̃n(t′)〉 = γnδ(t− t′), (S12)

〈ξ̃n(t)ξ̃+(t′)〉 = −γσ+δ(t− t′), (S13)

〈ξ̃n(t)ξ̃+(t′)〉 = −γσ−δ(t− t′). (S14)
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The first one, for example, can be calculated via〈
ξ̃−(t)ξ̃+(t′)

〉
=
∑
q,q′

λqλq′e
i(ωqt−ωq′ t

′)×

×
〈
σz(t)bq(0)b†q′(0)σz(t′)

〉 (S15)

Using the fact that bqb
†
q′ = δqq′ + b†q′bq we identify two

contributions. The second one is by construction equiv-
alent to〈

ξ̃−(t)ξ̃+(t′)
〉

=
∑
q,q′

λqλq′e
i(ωqt−ωq′ t

′)×

×
〈[
σz(t), b†q′(0)

]
[bq(0), σz(t′)]

〉
,

(S16)

where the commutators are subleading corrections in the
system-bath coupling. The first one can, for sufficiently
high number of bosonic mode, can be re-expressed as the
integral∫

dωD(ω)λ(ω)2eiω(t−t′) 〈σz(t)σz(t′)〉 . (S17)

Considering slowly-varying density of states D and cou-
pling λ around ω = 0, we then find

〈ξ̃−(t)ξ̃+(t′)〉 ≈ 2πD(0)λ(0)2δ(t− t′) = γδ(t− t′). (S18)

Rotating into the (x, y, n) basis and introducing ξ̃x =
ξ̃+ + ξ̃− and ξ̃y = −iξ̃+ + iξ̃− (and analogously σx and

σy) one finds
〈
ξ̃i(t)ξ̃j(t′)

〉
= γδ(t− t′)M ij with

M =

 1 −i −σ
x−iσy

2

i 1 − iσ
x+σy

2

−σ
x+iσy

2 iσ
x+iσy

2 n

 . (S19)

The dependence of the ξn noise on the density keeps
track of the fact that the absorbing configuration n = 0
represents a fluctuationless state in the entire parameter
regime, which forbids a density independent contribution
to ξn in Eq. (S12). The Markovian noise level introduced
by the decay terms Ld = γσ− only appears as an additive
noise in the σx,y variables.

Including classical coagulation and branching pro-
cesses yields additional noise terms. However, due to
the presence of the term

∑
j nj these contributions will

always be higher-order in the density and are therefore
subleading with respect to the ones derived above in the
absorbing phase. Extending the system from a single spin
to a lattice of individual spins, an equivalent computation
shows

〈ξ̂nk (t)ξ̂nk′(t
′)〉 = nkγδk,k′δ(t− t′) +O(n2), (S20)

〈ξ̂xk ξ̂xk′〉 = γδk,k′δ(t− t′) +O(n) = 〈ξ̂yk ξ̂
y
k′〉. (S21)

To leading order in the density, this yields the same
noise terms reported in the main text. Since the co-
herent branching and coagulation does not produce an
additional noise, this concludes the derivation of the
Heisenberg-Langevin equations.

MARTIN-SIGGIA-ROSE CONSTRUCTION

In this section, we provide the derivation of the Martin-
Siggia-Rose (MSR) path integral for the present quantum
contact process, which results in the effective long wave-
length action for the density, Eq. (5) in the main text. As
a first step, we take the continuum limit of the equations
of motion for nk, σxk and σyk , such that∑

j nn x

nj → (r2∇2 + z)nx, (S22)

where z is the coordination number, r is the lattice spac-
ing, ∇ is the the common d-dimensional gradient and
x = rk the position. We then re-interpret the opera-
tors as stochastic fields subject to the continuum noise
sources ξxX , ξyX , ξnX — where X = (t, x) is shorthand for
the spatio-temporal argument — which have vanishing

mean and correlations
〈
ξiXξ

j
Y

〉
= γδ(X − Y )M ij , where

M =

 1 0 −σ
x

2

0 1 −σ
y

2

−σ
x

2 −σ
y

2 n

 . (S23)

From this point onwards, as done in the main text, we
assume γ 6= 0 and measure all times and energies in its
units, i.e., we effectively set γ = 1. The equations of
motion can thus be expressed as

ṅX = Fn(nX , σ
x
X , σ

y
X) + ξnX , (S24)

σ̇xX = Fσx(nX , σ
x
X , σ

y
X) + ξxX , (S25)

σ̇yX = Fσy (nX , σ
x
X , σ

y
X) + ξyX , (S26)

where

Fn = −nX + [ΩσyX − κ(2nX − 1)](r2∇2 + z)nX , (S27)

Fσx = − zκ+1
2 σxX − κσxX(r2∇2 + z)nX+

+ ΩσyX(r2∇2 + z)σxX , (S28)

Fσy = − zκ+1
2 σyX − [Ω(4nX − 2) + κσyX ](r2∇2 + z)nX+

+ ΩσxX(r2∇2 + z)σxX . (S29)

As shown in Refs. [2, 3], the MSR construction defines
a path integral in the variables σyX , nX for the equations
of motion (S24)-(S26). The MSR partition function rep-
resents the sum over all allowed field configurations, i.e.

Z =

∫
D[nX , σ

x
X , σ

y
X ]

∫
D[ξnX , ξ

x
X , ξ

y
X ]P (ξnX , ξ

x
X , ξ

y
X)×

× J [nX , σ
x
X , σ

y
X ] δ (ṅX −Fn(nX , σ

x
X , σ

y
X))×

× δ (σ̇xX −Fσx(nX , σ
x
X , σ

y
X)) δ (σ̇yX −Fσy (nX , σ

x
X , σ

y
X)) ,

(S30)

where the integral
∫
D[~ξ]P (~ξ) averages over all noise

configurations described by the Gaussian noise distri-

bution P (~ξ) = exp
{
− 1

2

∫
X

(
~ξX

)ᵀ
M−1~ξX

}
. The fac-

tor J [nX , σ
x
X , σ

y
X ] is a Jacobian which, for our present
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purposes, can be conveniently set to 1 after choosing a
proper, retarded regularization [2, 3]. Introducing three
sets of imaginary response fields ñX , σ̃

x
X , σ̃

y
X , exploiting

the Fourier transform δ(f(n)) =
∫
Dñ exp(−ñf(n)) and

integrating over the noise variables ξn/x/y, Z can be cast
into a path-integral form

Z =

∫
D[ñX , nX , σ̃

x
Xσ

x
X , σ̃

y
Xσ

y
X ] e−S . (S31)

where, up to leading order in a (spatial) derivative ex-
pansion, the action reads

S =

∫
X

ñX

[
∂t −D∇2 − (zκ− 1)− 1

2
ñX

]
nX + 2zκñXn

2
X

+

∫
X

σ̃yX

[
∂t + zκ+1

2 + zκnX +
1

2
ñX

]
σyX −

1

2
(σ̃yX)

2
+ σ̃yX(zΩ(4n2

X − 2nX))− σyX(zΩñXnX)

+

∫
X

σ̃xX

[
∂t + zκ+1

2 + zκnX + zΩσyX +
1

2
ñX

]
σxX −

1

2
(σ̃xX)

2 − zΩσ̃yX (σxX)
2
.

(S32)

Since zκ+1
2 ≥ 1/2 throughout the physical parameter re-

gion κ ≥ 0, both the σx and the σy fields remain gapped
and one can therefore neglect the subleading derivative
and fluctuating terms within square brackets. This yields
an action which is separately quadratic in (σxX , σ̃

x
X) and

(σyX , σ̃
y
X). These modes can be actually integrated out

exactly and, up to RG-irrelevant terms, one obtains ac-
tion (5) in the main text. The couplings correspond to
the following combinations of miscroscopic parameters:

∆ = 1− zκ− 8z2Ω2

(zκ+1)3 , (S33a)

u3 = 2z
(
κ− 2zΩ2

zκ+1

)
, (S33b)

u4 = 8z2Ω2

zκ+1 , (S33c)

µ4 =
2z2Ω2

(zκ+ 1)2
+

128z4Ω4

(zκ+ 1)6
. (S33d)

Our procedure differs conceptually from the approach ad-
vocated in [4]. We found it necessary to accurately cap-
ture the short distance physics of the problem.

ADDITIONAL DETAILS ON THE NATURE OF
THE OBSERVED PHASE TRANSITIONS

Except for the α point, in the proximity of the transi-
tions u3 6= 0 and one can rescale the fields according to
n→ Kn, ñ→ ñ/K with the choice K = 1/

√
2u3. Thus,

one finds

S =

∫
X

ñX

[
∂t −D∇2 + ∆ + κ3nX + u4

2u3
n2
X

]
nX

−
∫
X

ñ2
X

[
κ3nX + µ4n

2
X

]
. (S34)

with κ3 = Ku3 = 1/2K =
√
u3/2. In the absence of the

u4 coupling, i.e. for Ω = 0, this is the action describing

classical directed percolation. It features the characteris-
tic rapidity inversion symmetry under n ↔ −ñ, t → −t.
For Ω > 0, the relevance of the u4 coupling has to be
considered, which is determined by the scaling behavior
of the fields n, ñ. In the absence of a thermal fluctuation
dissipation relation, both fields n, ñ typically have the
same scaling dimension [2, 3, 5]. This leads to an upper
critical dimension of dc = 4 for the cubic coupling u3 and
an upper critical dimension of dc = 2 for the quartic cou-
pling u4. In dimensions d > 2, u4 renormalizes to zero
in the RG flow and the rapidity inversion symmetry is
restored in the infrared regime. Hence, the effective low
frequency theory, and therefore the long time dynamics,
is again described by the directed percolation class. On
the other hand, for d < 2, u4 is relevant in the renor-
malization group sense and the absence of rapidity inver-
sion introduces a different non-equilibrium dynamics at
the phase transition, which is not captured by the DP
universality class. In d = 2, the quartic couplings are
marginal and whether they become relevant or irrelevant
in the RG flow has to be determined by a renormalization
group analysis of the problem.

At the point α, u3 vanishes microscopically and the
rescaling leading to the action (S34) is not defined. In
dimensions d > 2 this point features a second order phase
transition in the absence of the rapidity inversion symme-
try. Since the leading order term in the effective potential
Γ (Eq. (6) in the main text) is RG irrelevant in d > 2, one
expects mean-field scaling behavior at this point. On the
other hand, in d < 2 the effective theory at the α-point
corresponds to the new universality class in the absence
of rapidity inversion.

In any experiments with cold atoms, the presence of
small fluctuation-inducing terms ∼ ∆xσ

x or ∆yσ
y is

hardly avoidable at the microscopic level. These will
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generate fluctuations on top of the absorbing state and
lead to a temperature type term ∼ ñ2

XT in the action
(S34), with T ≈ ∆x,∆y. The present discussion of the
non-equilibrium phase transitions is then valid on length
scales l−1 ≥

√
T .

DETAILS ON THE OPTIMAL PATH
APPROXIMATION

In the present setting, the noise ΞX ≡ 1
2nX + µ4n

2
X

increases monotonically with the density. As a conse-
quence, it favors the (fluctuationless) zero density solu-
tion over the finite-density one. In order to determine
the distribution function for the density variable in the
vicinity of the active-to-inactive transition, we apply the
optimal path approximation [2, 3] to the partition func-
tion. Note that the system remains gapped for ∆ > 0
(where the first-order transition is expected to take place)
and therefore we can — as a first approximation — ne-
glect spatial fluctuations and approximate nX , ñX by
spatially homogeneous but temporally fluctuating fields
nt, ñt. This yields the action

S = V

∫
t

[
ñt∂tnt + ñtΓ

′(nt)− ñ2
tΞ(nt)

]
(S35)

with the shorthand Γ′(n) = δΓ/δn. The optimal path
for the configurations nt, ñt corresponds to the configu-
rations for which the non-fluctuating part of the action
vanishes, i.e. for which ñtΓ

′(nt)− ñ2
tΞ(nt) = 0. This

equation shows the two trivial solutions ñt = 0 and nt
arbitrary as well as nt = 0 and ñt arbitrary. Apart from
this, there exists the non-trivial solution

ñop
t =

Γ′(nt)

Ξ(nt)
. (S36)

Considering only configurations which correspond to the
optimal path the action becomes

W (n) =

∫ ∞
0

ñopt ∂tntdt =

∫ n

n0

Γ′(m)

Ξ(m)
dm, (S37)

with the change of variable ∂tntdt → dm and where n0

is the initial condition — whose specific value is irrele-
vant — and n the steady-state value of the density. The
corresponding density distribution function is

P (n) =
1

Z
e−VW (n), (S38)

with Z =
∫
n
e−VW (n), if the integral exists. For a system

in thermal equilibrium, Ξ(n) ∝ T is simply proportional
to the temperature and one recovers the naive expecta-
tion P (n) ∼ exp(−Γ(n)/T ). For the present noise terms

W (n) = 1
µ4

[
∆l + u3(n− l

2µ4
) + u4

4nµ4(nµ4−1)+2l
16µ3

4

]
,(S39)

with l = log[1 + 2nµ4].
The minima of W (n) are n1 = 0 and n2 = − u3

2u4
+√

u2
3

4u2
4
− ∆

u4
and coincide with the ones of Γ(n). The two

functionals, however, may differ significantly. In partic-
ular, the global minimum of W does not necessarily co-
incide with the global minimum of Γ, such that the pres-
ence of a non-equilibrium noise term can strongly modify
the phase boundary as a function of the noise strength.
Since W (0) = 0 for all parameters, the first order tran-
sition line separating the active from the inactive phase
for ∆ > 0 is determined by the equation W (n2) = 0.
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[3] U. C. Täuber, Critical Dynamics: A Field Theory Ap-
proach to Equilibrium and Non-Equilibrium Scaling Be-
havior (Cambridge University Press, 2014).

[4] M. F. Maghrebi and A. V. Gorshkov, Phys. Rev. B 93,
014307 (2016).

[5] A. Altland and B. D. Simons, Condensed Matter Field
Theory, 2nd ed. (Cambridge University Press, 2010).


