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Abstract 

Background: Developing reliable and specific neural markers of cognitive processes is 

essential to improve understanding of healthy and atypical brain function. Despite extensive 

research there remains uncertainty as to whether two electrophysiological markers of 

cognitive control, the N2 and P3, are better conceptualised as markers of response 

inhibition or response conflict. The present study aimed to directly compare the effects of 

response inhibition and response conflict on the N2 and P3 event-related potentials, within-

subjects. 

Method: A novel hybrid go/no-go flanker task was performed by 19 healthy adults aged 18 

to 25 years while EEG data were collected. The response congruence of a central target 

stimulus and 4 flanking stimuli was manipulated between trials to vary the degree of 

response conflict. Response inhibition was required on a proportion of trials. N2 amplitude 

was measured at two frontal electrode sites; P3 amplitude was measured at 4 midline 

electrode sites. 

Results: N2 amplitude was greater on incongruent than congruent trials but was not 

enhanced by response inhibition when the stimulus array was congruent. P3 amplitude was 

greater on trials requiring response inhibition; this effect was more pronounced at frontal 

electrodes. P3 amplitude was also enhanced on incongruent compared with congruent 

trials.  

Discussion: The findings support a role for N2 amplitude as a marker of response conflict 

and for the frontal shift of the P3 as a marker of response inhibition. This paradigm could be 

applied to clinical groups to help clarify the precise nature of impaired action control in 

disorders such as attention deficit/hyperactivity disorders (ADHD). 
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1 Introduction 

The term cognitive control refers to a suite of cognitive processes that enable us to 

navigate the world in a goal-directed manner. There is consensus that the pre-frontal cortex 

and its anatomical connections with other brain regions, particularly the basal ganglia and 

parietal and motor cortices, underpin effective cognitive control (Arnsten & Rubia, 2012; 

Ridderinkhof, van den Wildenberg, Segalowitz, & Carter, 2004). However, the degree to 

which the sub-processes of cognitive control can be fractionated remains unclear. More 

precise characterisation of the sub-processes of cognitive control and the degree to which 

they rely on distinct or overlapping neural circuits will refine understanding of human brain 

function. To achieve this it is crucial to identify neural markers specific to one or a set of 

cognitive processes and to understand the factors that influence the morphology and 

presentation of such markers.  

Developing reliable and specific neural markers of cognitive processes also has 

implications for improving our understanding of atypical brain function. Impaired cognitive 

control has been reported in a range of neurodevelopmental disorders, particularly 

attention deficit/hyperactivity disorder (ADHD) (Groom et al., 2008; Groom et al., 2010; 

Pliszka, Liotti, & Woldorff, 2000; Yong-Liang et al., 2000) and schizophrenia (Groom et al., 

2008; Kiehl, Smith, Hare, & Liddle, 2000; Roche et al., 2004). However the precise features 

of cognitive control that are impaired have not been well characterised, partly because of a 

lack of consistency in how these processes are measured and described. Improving the 

reliability of markers used to measure specific aspects of cognitive control will increase 

knowledge of the brain systems involved and how these systems are impaired in specific 

disorders.   
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1.1 The N2 event-related potential 

One area which may benefit from more precise definition of neural markers is the 

study of action selection and control. In electrophysiological studies the N2 event-related 

potential (ERP), a fronto-central stimulus-locked component with a latency of between 200 

and 350ms, has traditionally been interpreted as an index of response inhibition 

(Falkenstein, Hoormann, & Hohnsbein, 1999; Jodo & Kayama, 1992), defined in this context 

as the cancellation of a prepotent or prepared motor response. In the visual go/no-go task, 

in which a rapid unimanual response to a ‘go’ stimulus must be inhibited when an 

infrequent ‘no-go’ stimulus is presented, and in the stop signal task, in which the go 

stimulus is followed occasionally by a signal to cancel the prepared response, N2 amplitude 

is larger on no-go trials than on go trials and on successful compared to failed stop trials 

(Enriquez-Geppert, Konrad, Pantev, & Huster, 2010; Kok, Ramautar, De Ruiter, Band, & 

Ridderinkhof, 2004; Ramautar, Kok, & Ridderinkhof, 2006; Schmajuk, Liotti, Busse, & 

Woldorff, 2006).  

An alternative school of thought is that the N2 is not modulated by response 

inhibition specifically but by conflict between competing responses (Donkers & van Boxtel, 

2004; Randall & Smith, 2011; Smith, Smith, Provost, & Heathcote, 2010; van Veen & Carter, 

2002). According to this model, the N2 is modulated in inhibitory control tasks because the 

ratio of go to no-go or stop trials creates conflict between the prepotent response tendency 

and the infrequent requirement to inhibit the response (Braver, Barch, Gray, Molfese, & 

Snyder, 2001), not because of inhibition per se. In support of this, N2 amplitude is greater 

on go than no-go trials when the ratio of go: no-go trials is reversed (Donkers & van Boxtel, 

2004; Enriquez-Geppert et al., 2010; Nieuwenhuis, Yeung, van den Wildenberg, & 

Ridderinkhof, 2003) and on incongruent than congruent flanker trials in the visual flanker 
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task (Bartholow et al., 2005; Clayson & Larson, 2011; Kopp, Rist, & Mattler, 1996; Purmann, 

Badde, Luna-Rodriguez, & Wendt, 2011). In the flanker task participants must respond to a 

central target stimulus while simultaneously suppressing an opposing response associated 

with the flanking stimuli. Thus, response inhibition is not required but N2 amplitude 

enhancement is observed, providing support for the hypothesis that the N2 is modulated by 

response conflict rather than inhibition specifically.  

Few studies have directly compared no-go and incongruent flanker trials and it is 

therefore unclear whether they produce equivalent effects on the N2. Of the studies 

conducted to date, Brydges et al., (2012) report a more frontal topography for the N2 on no-

go trials than on incongruent flanker trials and Heil, Osman, Wiegelmann, Rolke, & 

Hennighausen (2000) report N2 amplitude enhancement on both no-go and incongruent 

flanker trials. However, neither study successfully dissociated inhibition and conflict: the 

congruence of the array differed between go and no-go stimuli and in Brydges et al., (2012) 

the stimuli also differed in colour. Kopp, Mattler, Goertz, & Rist (1996) compared no-go 

trials in which a central no-go stimulus was flanked either by stimuli associated with a 

left/right hand response (specific primes) or by neutral stimuli (non-specific primes). The N2 

was larger to no-go stimuli flanked by specific primes which the authors suggested reflected 

inhibition of the primed response; however there was no direct comparison between no-go 

and go flanker trials and it could be argued that the specific prime induced conflict between 

competing response options rather than inhibition of the primed response. It is therefore 

unclear from the research published so far whether the N2 responds differently to flanker-

induced response conflict and response inhibition.   

The lack of clarity over the role of the N2 as a marker of response inhibition and/or 

response conflict is reflected in ADHD research. Studies using go/no-go and stop signal tasks 
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have often reported high rates of inhibitory errors coupled with reduced N2 amplitude 

(Barry, Johnstone, & Clarke, 2003; Brandeis et al., 1998; Groom et al., 2010; Liotti, Pliszka, 

Perez, Kothmann, & Woldorff, 2005) interpreted as poor inhibitory control. However, as 

outlined above, response inhibition paradigms may reflect conflict between competing 

responses as well as (or instead of) the cancellation of a planned or prepotent response. 

Moreover, recent research suggests more widespread impairment in action regulation and 

monitoring in ADHD (Johnson et al., 2007; Kuntsi & Klein, 2012; Simmonds et al., 2007). 

Increasing understanding of the factors that influence the N2 could lead to more precise 

characterisation of the nature of impaired performance on action control tasks in ADHD and 

other disorders associated with impaired action control. 

1.2 The P3 event-related potential 

Another ERP which is frequently measured in studies of action control is the P3. This 

ERP appears between 300 and 500ms post-stimulus and is observed in a range of cognitive 

tasks. In tasks requiring attention to a target stimulus, the P3 is maximal over posterior scalp 

electrodes and is thought to reflect updating of working memory (Polich, 2004). In response 

inhibition tasks it is larger in amplitude on no-go trials as well as successful stop trials 

(Enriquez-Geppert et al., 2010; Fallgatter & Strik, 1999; Smith, Johnstone, & Barry, 2007) 

and has a more frontal topography (termed ‘no-go anteriorisation, NGA) (Fallgatter, 

Brandeis, & Strik, 1997; Fallgatter & Strik, 1999), potentially reflecting activity in pre-SMA 

and inferior frontal cortex (Huster et al., 2011) or cingulate regions (Fallgatter, Bartsch, & 

Herrmann, 2002; Strik, Fallgatter, Brandeis, & Pascual-Marqui, 1998). This has led to the 

suggestion that in the context of action regulation, the P3 is a marker of response inhibition 

with some authors proposing it as a more reliable marker of response inhibition than the N2 



8 
 

(Kropotov, Ponomarev, Hollup, & Mueller, 2011; Meel, 2005; Randall & Smith, 2011; Smith 

et al., 2007).  

P3 amplitude is also enhanced by response conflict (Clayson & Larson, 2011; Smith et 

al., 2007). However, to our knowledge no studies have compared P3 amplitude and 

topography on no-go and incongruent flanker trials within the same task design and it 

remains unclear whether the amplitude enhancement and frontal shift in topography are 

specific to response inhibition or also occur in relation to flanker-induced response conflict. 

Moreover, the P3 is altered in clinical groups such as those with schizophrenia and ADHD 

(Bekker et al., 2005; Groom et al., 2008; Groom et al., 2010; Hughes, Fulham, Johnston, & 

Michie, 2012; Wiersema & Roeyers, 2009) and the NGA described by Fallgatter et al is also 

reduced in these groups (Fallgatter, 2001; Fallgatter et al., 2004; Fallgatter & Muller, 2001). 

Improving understanding of the role of the P3 as a marker of action regulation could 

therefore enhance knowledge of the neuro-cognitive factors underpinning these disorders. 

1.3 Aims and hypotheses 

To determine whether the N2 and P3 are modulated by response inhibition, 

response conflict or both, we administered a hybrid go/no-go flanker task to healthy young 

adults, with a view to applying the same measure in a future study of clinical groups. The 

task included trials with varying levels of response conflict and inhibitory control but with 

minimal differences in visual characteristics between trial types. The design facilitated a 

within-subjects comparison of the effects of response inhibition and flanker-induced 

response conflict on N2 amplitude and P3 amplitude and topography. On each trial a 5-

element stimulus-array was presented (depicted in Table 1, column 3) and participants were 

instructed to respond to the central target stimulus. Stimuli were directional arrows 
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signalling either a left- or right-hand response or no-go (up arrow). The congruence of the 

central target stimulus and flanking stimuli was manipulated between trials to produce trials 

with minimal conflict and no response inhibition (low conflict, no inhibition), trials requiring 

inhibition but within a congruent stimulus array (low conflict, inhibition), trials with conflict 

between competing left and right responses (high conflict, no inhibition) and trials with 

conflict between a unimanual right-hand response and response inhibition (high conflict, 

inhibition). The task included trials in which a no-go stimulus was flanked by stimuli 

associated with a unimanual response and vice versa to ensure that any stimulus (right, left, 

no-go) could be part of a congruent or an incongruent array. This provided greater 

separation of congruence and response type and consistency while maintaining the visual 

properties of the different trial types. 

With reference to Table 1, we reasoned that if the N2 is a marker of response 

inhibition, amplitude will be significantly greater on congruent no-go (NNN) than go (RRR) 

trials.  The task was designed so that the frequency of congruent go and no-go trials was 

equal. This ensured minimal conflict between ‘go’ and ‘no-go’, providing a strong test of 

whether either ERP is modulated by response inhibition when response conflict is minimal. 

If the N2 is a marker of conflict between competing responses rather than response 

inhibition, amplitude will be greater on incongruent left and right (RLR, LRL) than congruent 

left and right (LLL, RRR) but will not differ between NNN and RRR.  

With regard to the P3, we predicted that if this ERP is a marker of response 

inhibition, amplitude will be significantly greater and topography more fronto-central on 

trials requiring response inhibition (NNN, RNR) than on other trial types. If amplitude 

enhancement and NGA are specific to response inhibition, there will be no difference 

between high conflict (LRL, RLR) and low conflict (RRR, LLL) trials where the inhibition of a 
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response is not required. Alternatively, if the P3 responds to trials with high response 

conflict as well as to those with inhibitory requirements, amplitude will be greater and 

topography more frontal for all trial types requiring response inhibition or the resolution of 

response conflict (NNN, RNR, LRL, RLR, NRN) relative to those free from inhibition or conflict 

(RRR, LLL).  

Finally, if response inhibition and response conflict produce different effects on 

either the N2 and/or the P3, we reasoned that this would provide evidence for at least some 

separation of the neural circuits underlying these cognitive processes and would suggest 

that response inhibition and response conflict are not wholly equivalent. 

  

2 Methods 

2.1 Participants 

Nineteen right-handed healthy young adults (4 males) aged 18 to 25 years (mean 

age 19.74 ± 2.75) with normal or corrected-to-normal vision completed an EEG experiment 

in the Division of Psychiatry, University Of Nottingham, United Kingdom. The study was 

reviewed and approved by the University of Nottingham Faculty of Medicine and Health 

Sciences ethics committee and informed written consent was obtained from each 

participant. The study was conducted in accordance with the Declaration of Helsinki at the 

time the data were collected (Version 6, 2008) but was not formally pre-registered online in 

accordance with the 2014 amendment to the Declaration.  
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2.2 Stimuli & Apparatus  

The task was presented on a 17-inch computer monitor positioned approximately 

60cm in front of the participant, using E-Prime version 1 (Psychology Software Tools, Inc., 

Pittsburgh, USA). The computer keyboard was used to record responses. The trial structure 

was the same throughout but the degree of inhibitory control and/or response conflict was 

manipulated between trials (Table 1). On each trial a visual stimulus of 200ms duration was 

presented. The array comprised 5 images, each of which was either a left arrow, right arrow 

or upwards arrow measuring 43mm by 43mm, spaced 5mm apart (the total array cast 5.9 by 

1.07 degrees of visual angle). Stimuli were black on a light grey background.   

 

[Table 1] 

 

The configuration of the 5 images within the stimulus array yielded 7 trial types 

which differed according to the degree of response inhibition and response conflict elicited 

by each (Table 1). Congruent trials were: a central left (LLL) or right (RRR) arrow flanked by 

congruent arrows, requiring a left or right response respectively, or no-go trials (NNN) 

consisting of upward arrows which signalled the need to withhold the response. 

Incongruent trials were: a central right arrow flanked by left arrows (LRL), a central left 

arrow flanked by right arrows (RLR); a central right arrow flanked by up arrows (NRN) or a 

central up arrow flanked by right arrows (RNR). The labels reflect the direction of the 3 

central arrows of the stimulus array and will be used throughout to refer to specific trial 

types.  

Participants were instructed to report the direction indicated by the central image in 

the array and to ignore the flanking stimuli. They were instructed to respond quickly but 
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accurately. Average RT was displayed at the end of each block with a reminder to 

participants to respond quickly. Pilot testing suggested accuracy was likely to be high and so 

no feedback message was delivered on incorrect trials, although these were removed from 

all analyses. The inter-stimulus interval (ISI) was randomly selected on each trial from a 

range of values between 1500 and 2500ms; a fixation cross was presented for the duration 

of the ISI. 

2.3 Procedure  

Participants completed 12 blocks of 64 trials. Pilot testing showed that combining 

trials requiring response inhibition with those requiring selection of a left or right response 

in the same block undermined the inhibitory demands of the task, reflected in equal 

accuracy and ERP amplitudes on go and no-go trials. For this reason, the trials were blocked 

such that RRR, NNN, NRN and RNR trials were presented within 6 blocks (‘Inhibition Set’) 

and RRR, LLL, LRL and RLR were presented separately in another 6 blocks (‘Conflict Set’). 

Participants completed each set once sequentially with the order of the sets randomised 

between subjects. Trial order was randomised within each set but was the same for all 

participants. The ratio of trial types in each block is shown in Table 1. A practice block of 20 

trials was administered first to ensure all participants understood the stimulus-response 

relationships. 

2.4 Electrophysiological data recording and analysis  

EEG data were collected using a 128-channel Biosemi Active II system (Biosemi, 

Amsterdam, Netherlands). Silver/silver-chloride electrodes were positioned according to the 

10-20 system and, during data recording, were referenced to the Common Mode Sense 

electrode located to the left of Cz. Additional sintered electrodes were placed behind each 
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mastoid and adjacent to and below each eye to facilitate the identification and correction of 

ocular and other artefacts during data analysis. Data were recorded at a sampling rate of 

256Hz, yielding a low-pass cut-off of 67Hz. 

Analysis was performed using BVA 2.0 (Brain Products, Munich, Germany). After 

filtering between 0.5 and 30Hz with Butterworth zero-phase filters (slope 24 Db/octave) and 

re-referencing the data at each electrode to the average of all electrodes, eye blinks and 

lateral eye movements were corrected using a linear regression method (Gratton, Coles, & 

Donchin, 1983). To correct blinks and vertical eye movements, the correction algorithm was 

referenced to the data recorded at the ocular electrode positioned below the right eye and 

a right frontal scalp electrode located immediately to the right of Fpz. To correct lateral 

saccades the algorithm was referenced to the left and right lateral ocular electrodes. Data 

were then segmented into 1500ms stimulus-locked epochs spanning 500ms pre- and 

1000ms post-stimulus, for each trial type. Movement and other artefacts were defined 

according to the following parameters and rejected from further analysis: voltage gradient 

of at least 30µV/ms; amplitude greater than ±120 µV; amplitude less than .5µV over a 

400ms time window. Data were baseline-corrected according to a 200ms window 

immediately prior to stimulus onset. Trials with an incorrect or slow (>900ms) response 

were excluded.  

Following visual inspection of the grand average waveforms and the scalp 

distribution of each ERP, peak N2 amplitudes on each trial type were defined as maximum 

amplitude within a 250-350ms post-stimulus time window at the frontal and fronto-central 

midline electrodes Fz and FCz. The N2 was not detected reliably at any other midline 

channels and as we did not develop specific a priori predictions about the effects of 

response inhibition or conflict on N2 topography, analysis was restricted to Fz and FCz. Peak 
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P3 amplitudes were defined as maximum amplitude in a 350 to 550ms window at midline 

electrodes Fz, FCz, Cz and Pz. The P3 topography extended further than the N2 topography 

and the inclusion of frontal, central and parietal electrodes ensured we could determine 

whether there was a fronto-central shift in topography for trials requiring response 

inhibition. Peak amplitudes were exported for each trial type and electrode. Statistical 

analysis revealed no significant differences between RRR and LLL or between LRL and RLR in 

the Conflict Set. The data were therefore averaged across left and right to create two 

variables: RRR/LLL and LRL/RLR. The mean number of trials included in the ERP average of 

each condition was: RRR=143, NNN=136, NRN=47, RNR=41, RRR/LLL=287, LRL/RLR=95. 

2.5 Statistical analysis  

2.5.1 Performance  

To examine the effects of trial type on accuracy a 2 (Congruence) by 3 (Response) 

repeated-measures ANOVA was performed. The Congruence factor comprised two levels, 

Congruent, Incongruent and the Response factor comprised 3 levels, Simple Response (trials 

for which the target stimulus is associated with a unimanual right-hand response), No 

Response (the target stimulus requires inhibition of the unimanual right-hand response), 

Choice Response (the target stimulus requires a left or right-hand response to be selected).  

For analysis of RT data, the Response factor comprised only 2 levels, Simple Response and 

Choice Response.  Table 2 shows the correspondence between ANOVA factors and specific 

trial types.  

2.5.2 ERPs 

To analyse ERP amplitude data, repeated measures ANOVAs were performed 

comprising 3 factors: Electrode, Congruence, Response. The Electrode factor comprised 2 
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levels (Fz, FCz) for the N2 analysis and 4 levels (Fz, FCz, Cz, Pz) for the P3 analysis. The 

Congruence and Response factors were as described above (see Table 2).   

For all analyses (performance and ERPs) interactions and main effects significant at 

p<.05 were followed up with appropriate univariate ANOVAs and paired t-tests. Specifically, 

Congruence*Response interactions were followed with paired t-tests to compare Congruent 

and Incongruent trials at each level of the Response factor (Simple Response: RRR vs NRN; 

No Response: NNN vs RNR; Choice Response: RRR/LLL vs LRL/RLR) and then by repeated 

measures ANOVA to analyse the effects of Response at each level of Congruence 

(Congruent: RRR vs NNN vs RRR/LLL; Incongruent: NRN vs RNR vs LRL/RLR). Where the 

assumption of sphericity was violated (Mauchley’s test statistic significant at p<.01), 

Greenhouse-Geisser adjustment was performed.  

 

[Table 2 here] 

 

3 Results 

3.1 Performance 

Performance data (for all trial types) are shown in Figure 1. 

3.1.1 Accuracy 

There were significant main effects of Congruence [F (1, 18) = 59.095, p<.001] and 

Response [F (2, 36) = 27.934, p<.001] and a Congruence by Response interaction [F (2, 36) = 

24.016, p<.001]. Accuracy was greater for Congruent (RRR, NNN, RRR/LLL) (mean = .98, SE 

= .01) than Incongruent (NRN, RNR, LRL/RLR) (mean = .90, SE = .01) trials and for Simple 
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Response (RRR, NRN) (mean = .997, SE = .01) than No Response (NNN, RNR) (mean = .91, SE 

= .01) trials (all p<.001) 

To further investigate the interaction, paired t-tests were conducted to compare the 

Congruent and Incongruent trial types at each level of the Response factor, and then to 

compare main effects of Response at each level of Congruence.  Firstly, accuracy was 

significantly greater on Congruent than Incongruent Choice Response trials (RRR/LLL vs 

LRL/RLR) [t (1, 18) = 6.92, p<.001] confirming the standard conflict effects in this paradigm. 

Secondly, accuracy was significantly greater on Congruent than Incongruent No Response 

trials (NNN vs RNR) [t (1, 18) = 5.06, p<.001] but there was no difference for Simple 

Responses trials (RRR vs NRN) (p>.1). Finally, there was a significant main effect of Response 

on Congruent trials [F (2, 36) = 9.37, p<.001] with greater accuracy for Simple Response 

(RRR) than No Response (NNN) [t (1, 18) = 3.70, p<.01], confirming the typical inhibitory 

effects on accuracy.   

 [Figure 1] 

 

3.1.2 RT 

Analysis of RT revealed a main effect of Congruence [F (1, 18) = 251.39, p<.001] with 

shorter RT for Congruent (mean = 355.38, SE = 6.29) than Incongruent (mean = 418.30, SE = 

8.64) trials. There was no main effect of Response but a Congruence by Response 

interaction [F (1, 18) = 10.51, p<.01]. Paired t-tests comparing the levels of each factor 

revealed a significant effect of Congruence for Simple Response (RRR > NRN) [t (1, 18) = 

10.08, p<.001] and for Choice Response (RRR/LLL > LRL/RLR) [t (1, 18) = 15.37, p<.001] trials, 

confirming the standard flanker RT effect. For Incongruent trials, RT was significantly shorter 
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for Simple Response than Choice Response (NRN vs LRL/RLR) [t (1, 18) = 2.45, p<.05] trials. 

No other comparisons were significant. 

 

3.2 ERPs 

Grand average waveforms for each trial type are shown in Figure 2. 

[Figure 2] 

3.3 Modulation of N2 amplitude by trial type 

Descriptive data are shown in Table 3. The 3-way ANOVA revealed a main effect of 

Congruence [F (1, 18) = 16.03, p=.001] with greater amplitude on Incongruent (mean = -

4.42, SE = .48) than Congruent (mean = -3.65, SE = .38) trials. There was no main effect of 

Response. There were also significant interactions between Electrode and Congruence [F (1, 

18) = 32.55, p<.001], Electrode and Response [F (2, 36) = 3.30, p<.05], Congruence and 

Response [F (2, 36) = 6.02, p<.01] and between all 3 factors, Electrode, Congruence and 

Response [F (2, 36) = 3.55, p<.05]. To explore these interactions further, 2 (Congruence) by 3 

(Response) ANOVAs were conducted at each Electrode (Fz, FCz).  

At Fz, there was a significant Congruence by Response interaction [F (2, 36) = 9.33, 

p=.001]. Paired t-tests were performed to analyse the effect of Congruence at each level of 

the Response factor. N2 amplitude was significantly greater on Incongruent than Congruent 

No Response trials (RNR vs NNN) [t (1, 18) = 3.68, p<.05] but there was no effect of 

Congruence on Simple Response or Choice Response trials. The effects at FCz were in the 

same direction as at Fz but only the main effect of Congruence reached significance [F (1, 

18) = 31.25, p<.001] with greater amplitude for Incongruent than Congruent trials.    
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[Table 3 here] 

 

3.4 Modulation of P3 amplitude by trial type 

Descriptive data are shown in Table 4. Analysis of P3 amplitude at 4 electrode sites 

revealed main effects of Electrode [F (3, 54) = 20.41, p<.001], Congruence [F (1, 18) = 10.14, 

p<.01] and Response [F (2, 36] = 7.93, p=.001]. Amplitude was significantly greater for 

Incongruent (mean = 4.16, SE = .35) than Congruent (mean = 3.44, SE = .27) trials and for No 

Response trials (mean = 4.49, SE = .41) compared with Simple Response (mean = 3.62, SE = 

.28) (p<.01) and Choice Response (mean = 3.29, SE = .33) (p<.01) trials, which did not differ 

significantly from one another. The Congruence*Response and 

Electrode*Congruence*Response interactions were non-significant (p>.1). 

Electrode interacted significantly with Congruence [F (3, 54) = 3.78, p<.05] and 

Response [F (6, 108) = 16.97, p<.001]. Further analysis of the Electrode by Congruence 

interaction revealed significantly greater amplitude for Incongruent (mean = 4.40, SE = .49) 

than Congruent (mean = 3.19, SE = .34) trials at FCz [F (1, 18) = 11.26, p<.01] and also 

greater amplitude for Incongruent (mean = 5.74, SE = .59) than Congruent (mean = 4.56, SE 

= .36) trials at Cz [F (1, 18) = 10.43, p<.01] but no significant difference at Fz or Pz. This 

indicates that the effect of Congruence on P3 amplitude is greatest at fronto-central 

electrode sites.  

[Table 4 here] 

 

Analysis of the Electrode by Response interaction revealed significant main effects of 

Response at Fz [F (2, 17) = 10.91, p=.001], FCz [F (2, 17) = 11.57, p=.001], Cz [F (2, 17) = 4.02, 
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p<.05] and Pz [F (2, 17) = 12.93, p<.001]. The main effect of Response at each electrode was 

explored further using pairwise t-tests. Amplitude was significantly greater for No Response 

than Simple Response or Choice Response trials at Fz and FCz (all p<.01) (see Table 4 for 

relevant means and SDs). At Cz, amplitude was greater for No Response than Choice 

Response trials only (p<.05) and at Pz, amplitude was greater for Simple Response than No 

Response only (p<.01). As shown in Figure 3, trials requiring response inhibition have a more 

fronto-central topography whereas the Simple Response trials elicited greater amplitude 

than No Response trials at Pz.   

 

[Figure 3] 

4 Discussion 

The aims of this study were to measure and compare the effects of response inhibition 

and response conflict on N2 amplitude and P3 amplitude and topography. To this end we 

designed a novel hybrid flanker-go/no-go paradigm consisting of trials with varying levels of 

response conflict and inhibitory control but with minimal differences in the visual properties 

of the trial types. Analysis of performance data confirmed the standard effects reported in 

previous studies of longer RT and greater accuracy on incongruent than congruent flanker 

trials and greater accuracy on go than no-go trials.  

4.1 N2 amplitude 

N2 amplitude did not differ between go and no-go trials when the target stimuli were 

presented within congruent (low conflict) arrays (RRR, NNN) but was significantly greater on 

incongruent than congruent flanker trials across trial types, supporting the assertion that 

this particular ERP is better conceptualised as a marker of response conflict than response 



20 
 

inhibition (Brydges et al., 2012; Donkers & van Boxtel, 2004; Enriquez-Geppert et al., 2010; 

Randall & Smith, 2011; Smith et al., 2010; van Veen & Carter, 2002). The task employed in 

the present study equated the frequency of go and no-go trials; the findings therefore 

provide further support for previous studies in which N2 amplitude is not enhanced on no-

go trials when these are equally frequent to go trials (Donkers & van Boxtel, 2004; Enriquez-

Geppert et al., 2010; Nieuwenhuis et al., 2003). In this particular study we compared 

response inhibition with response conflict induced by incongruent flankers, rather than 

conflict induced by different frequencies of trial types. The task design in the present study 

provided greater separation of response inhibition and flanker-induced response conflict 

than in previous studies (Brydges et al., 2012; Heil et al., 2000) and facilitated a within-

subjects comparison of these cognitive processes and their effect on N2 amplitude. The 

findings therefore provide compelling evidence that N2 amplitude is modulated by flanker-

induced response conflict as well as the conflict between a prepotent and rare response.  

Our findings are consistent with those of Kopp, Mattler, et al., (1996) who reported 

significant N2 enhancement on no-go trials flanked by left/right-hand response flankers but 

not on trials where the flankers were response-neutral. 

Interestingly, although there was no effect of response inhibition on N2 amplitude 

when the stimulus array was congruent (RRR vs NNN), the congruence effect was greater for 

No Response than Simple Response or Choice Response trials; thus amplitude was 

significantly greater for the RNR than NNN stimulus array.  In line with Kopp et al., this 

seems to indicate that the combined demands of selecting to withhold a response whilst 

suppressing competing response information produces the greatest challenge to resolving 

response conflict, although Kopp et al. interpreted this as an inhibitory effect. In the present 

study this effect was significant only at Fz which could reflect the involvement of slightly 
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different neural systems when the demands of inhibiting a response and resolving response 

conflict are combined. There is some support for this from neuroimaging studies in which 

response conflict activates a core region of anterior cingulate cortex but this activity is 

supplemented by activity in other ACC regions and in inferior frontal gyrus when response 

inhibition is required (Braver et al., 2001). Further research combining electrophysiology 

with source localisation techniques is required to determine whether this explains the 

pattern of scalp effects identified here.  

An alternative explanation of the effect is that the RNR trial type was less frequent than 

either the RRR or NNN trial types within the Inhibition Set; thus, greater response conflict 

could have been induced by the lower frequency of the RNR trial type compared with NNN. 

This seems unlikely however as RNR trials produced significantly greater N2 amplitude then 

NRN trials although these two trial types were equally frequent. Further research is needed 

to fully establish the cause of N2 enhancement on the RNR trial type and to determine 

whether additional neural generators are active when conflict and inhibition must be 

resolved simultaneously.  

Although there was no difference in N2 amplitude between RRR and NNN trials, 

accuracy was significantly greater for RRR than NNN indicating that participants found it 

more difficult to withhold than to commit a unimanual response. This suggests that the task 

produced some challenge to response inhibition despite the equal frequency of go and no-

go trials, but that this was not reflected in N2 amplitude.  

4.2 P3 amplitude and topography  

As predicted, P3 amplitude was significantly greater on trials requiring response 

inhibition (NNN, RNR) than on those requiring a response (RRR, NRN, LRL/RLR).  This effect 
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occurred despite the equivalent frequency of congruent go and no-go trials (RRR and NNN) 

supporting previous studies suggesting that the P3 is a reliable marker of response inhibition 

than the N2 (Enriquez-Geppert et al., 2010; Fallgatter & Strik, 1999; Kropotov et al., 2011; 

Randall & Smith, 2011; Smith et al., 2007). In line with previous research (Fallgatter et al., 

1997; Fallgatter & Strik, 1999) the P3 also showed a more frontal topography on No 

Response trials than on any other trial type, potentially reflecting activation in pre-frontal 

brain regions on trials requiring response inhibition. Further research is needed to establish 

the neural generators of the frontal P3 in relation to response inhibition, but suggested 

sources include the pre-SMA (Kropotov et al., 2011) and the cingulate cortex (Fallgatter et 

al., 2002). These vary depending on the imaging modality, cognitive task and analysis 

methods employed however (reviewed in (Huster et al., 2011). 

P3 amplitude was also significantly enhanced on incongruent compared with congruent 

trials. Huster et al., (2011) point out that the latency of the P3 means it cannot be a marker 

of inhibition itself but may instead reflect evaluation of the response process. It seems 

plausible to suggest that this evaluative function could be invoked by response inhibition 

and by conflict between competing responses. Interestingly, in the present study, 

anteriorisation of the P3 over frontal electrode sites was specific to response inhibition 

trials.  Thus, although amplitude enhancement may reflect an evaluative process that is part 

of a more general conflict monitoring system, the frontal shift in topography may reflect 

additional neural activity specific to response inhibition. This proposal requires further 

investigation using source localisation techniques. 
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4.3 Implications and limitations 

When developing the study hypotheses we reasoned that if either the N2 or P3 were 

differently affected by response inhibition and response conflict this would suggest that the 

neural systems underlying these cognitive processes are at least partially separable. The 

pattern of results supports this interpretation: N2 amplitude was enhanced by trials with 

high versus low response conflict but not by response inhibition when conflict was low. 

Conversely, P3 topography was more frontal on trials requiring response inhibition than on 

those that did not require response inhibition or the resolution of response conflict. Recent 

models of action control posit a mid-cingulate conflict monitoring system that is 

supplemented in a task-dependent manner by information from other brain regions (Braver 

et al., 2001; Goghari & MacDonald, 2009; Mostofsky & Simmonds, 2008). The N2 is thought 

to be one of a number of mid-frontal generated electrophysiological processes that reflect 

the activity of this general conflict monitoring system across a range of task designs and 

stimulus-response modalities (Cavanagh, Zambrano-Vazquez, & Allen, 2012). Thus, the N2 

probably responds to a range of situations where there is a need to monitor conflict and 

select between competing responses, as found in the present study.  P3 amplitude may also 

reflect activity in this conflict monitoring system although at a different stage than the N2, 

possibly the evaluation of a response (Huster et al., 2011). The findings further suggest that 

in addition to its role as a marker of response conflict, the P3, particularly anteriorisation of 

the P3 on no-go trials, is a marker of the active suppression of a motor response (Enriquez-

Geppert et al., 2010; Fallgatter & Strik, 1999; Smith et al., 2007). 

A longer term aim of the present study is to identify electrophysiological markers that 

are specific to one or a subset of cognitive processes in order to improve the measurement 

of atypical brain function in clinical populations. In particular, reduced N2 amplitude has 
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often been hailed as a marker of impaired inhibitory control in ADHD (Barry et al., 2003; 

Brandeis et al., 1998; Groom et al., 2010; Liotti et al., 2005). However, this population also 

tend to show reduced P3 amplitude (Bekker et al., 2005; Groom et al., 2008; Groom et al., 

2010; Hughes et al., 2012; Wiersema & Roeyers, 2009) and altered P3 topography (Fallgatter 

et al., 2004) as well as a much wider range of deficits in action control (Johnson et al., 2007; 

Kuntsi & Klein, 2012; Simmonds et al., 2007). Establishing the parameters that modulate the 

N2 and P3 will improve the measurement of action control in ADHD and other clinical 

populations, potentially leading to a more refined understanding of the particular neural 

systems that underlie in specific disorders or symptom dimensions. The findings of the 

present study provide greater confidence in the role of the N2 as a marker of response 

conflict and of no-go anteriorisation of the P3 as a marker of response inhibition.  If applied 

to the measurement of action control in clinical populations, the task presented here could 

therefore help determine whether specific disorders or symptom dimensions are explained 

by deficits in monitoring and resolving response conflict and/or by failures in the inhibition 

of a motor response.  

A limitation of the present task design is that not all trial types were equally frequent. 

Consequently, we cannot rule out the possibility that the effects of the less frequent trial 

types (RNR, NRN, LRL/RLR) on the N2 and P3 are due to the relative rarity of these trials 

compared to other trial types. It seems unlikely however that trial frequency can fully 

explain the pattern of effects. Firstly, the comparison of congruent go and no-go trials was 

free from this confound. Secondly, although the RNR and NRN trial types were equally 

frequent they produced remarkably different effects on the N2 and P3. Conversely the RRR 

and NRN trial types were not equally frequent but produced similar effects on N2 and P3 

amplitudes. Although not a wholly rigorous method for controlling potential effects of trial 
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frequencies, this suggests that the frequencies of different trial types did not contribute 

significantly to the pattern of results. A further limitation is that the task design does not 

allow us to rule out the possible confounding influence of motor-related potentials on P3 

amplitude and topography. It has been suggested that the amplitude increase and 

topographical shift on no-go relative to go trials reflects differential overlap with a response-

related negativity (Salisbury, Rutherford, Shenton, & McCarley, 2001), although others have 

shown  the effects cannot be entirely attributed to motor potentials (Smith, Jamadar, 

Provost, & Michie, 2013). P3 amplitude in the present study was similar between NNN and 

LRL/RLR trials which differ in their motor requirements and therefore presumably the 

presence/absence of a motor potential. Although not conclusive, this suggests that the 

findings presented here cannot be fully explained by the influence of motor-related 

potentials, although further research is needed to completely rule this out.   

4.4 Conclusions 

This study compared electrophysiological markers to response inhibition and flanker-

induced response conflict in the same paradigm while holding constant the visual properties 

of the stimulus array. The findings support N2 amplitude as a marker of response conflict 

while the frontal shift in topography of the P3 appears specific to response inhibition. P3 

amplitude was enhanced both by response inhibition and response conflict. The within-

subjects design and the separation of conflict and inhibition between trial types extends 

previous research in this area and demonstrates that response inhibition and flanker-

induced response conflict produce contrasting effects on the N2 and P3 ERPs. 
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Figure 1: Effects of Congruence and Response Type on performance  

A) Accuracy: bars represent group mean (± 1 standard error of the mean) correct response rate for each 

trial type 

B) RT: bars represent group mean (± 1 standard error of the mean) response time (RT) for each trial type 

requiring a response 

In both plots, the average of RRR and LLL and of LRL and RLR on Choice Response trials is shown as there 

were no significant differences in accuracy or RT between these trials types. 
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Figure 2: ERP waveforms at midline electrode sites 

Group average ERP waveforms are shown for each trial type arranged according to the Electrode, 

Response and Congruence factors. Solid lines are shown for Congruent trials and dashed lines for 

incongruent trials. The left column shows Congruent (RRR) and Incongruent (NRN) trials for Simple 

Response at the frontal (Fz), fronto-central (FCz), central (Cz) and parietal (Pz) electrodes. The central 

column shows waveforms for the Congruent (NNN) and Incongruent (RNR) trials for No Response and 

the right hand column shows waveforms for the Congruent (RRR/LLL) and Incongruent (LRL/RLR) trials 

for Choice Response. Each plot shows amplitude in microvolts on the y axis and time in milliseconds on 

the x-axis. 
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Figure 3: Scalp topography of P3 for each trial type 

Topographical plots showing the spherical spline interpolated scalp distribution of P3 amplitude at the 

time point of maximum amplitude (specified under each map) for each trial type, arranged according to 

the Congruence and Response factors. The No Response trial types (NNN, RNR) show a more fronto-

central topography than the Simple Response (RRR, NRN) and Choice Response (LLL/RRR, RLR/LRL) trial 

types. 


