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The Laser Interferometer Space Antenna,1 LISA, will detect grav-
itational wave signals from Extreme Mass Ratio Inspirals,2 where
a stellar mass compact object orbits a supermassive black hole and
eventually plunges into it. Here we report on LISA’s capability
to detect whether the smaller compact object in an Extreme Mass
Ratio Inspiral is endowed with a scalar field,3, 4 and to measure its
scalar charge — a dimensionless quantity that acts as a measure
of how much scalar field the object carries. By direct comparison
of signals, we show that LISA will be able to detect and measure
the scalar charge with an accuracy of the order of percent, which
is an unprecedented level of precision. This result is independent
of the origin of the scalar field and of the structure and other prop-
erties of the small compact object, so it can be seen as a generic
assessment of LISA’s capabilities to detect new fundamental fields.

Such fields, and scalars in particular, are ubiquitous in extensions
of General Relativity (GR) or the Standard Model. Depending on the
model, they might be low-energy classical remnants of Quantum Grav-
ity, they might address the hierarchy problem or other naturalness prob-
lems in the Standard Model, they may explain the accelerated expan-
sion of the universe, or account for dark matter.3–8 So far, searches
for new fundamental fields in the vicinity of astrophysical objects with
weak gravitational fields, or small spacetime curvatures, have yielded
strong constraints rather than detections. However, gravitational wave
(GW) observations are starting to probe for the first time strong gravi-
tational fields, or larger spacetime curvature, and there is hope that new
fields will be detected in this regime.

This hope is not based purely on pragmatism related to the strong
constraint from weak gravity experiments. From a theoretical stand-
point, it is quite reasonable and intuitive to expect that deviations from
GR, or in the interactions between gravity and new fields that are part of
some extension of the Standard Model, will be more prominent at larger
curvatures. Indeed, this is the behaviour one tends to find in models
where black holes (BHs) or compact stars are known to exhibit different
structure than their GR counterparts.9–12 Moreover, there are specific
effects, such as superradiance 13–16 or spontaneous scalarization,9, 17, 18

that can render new fields detectable only in the vicinity of compact
objects.

In this context, Extreme Mass Ratio Inspirals (EMRIs) are perhaps
somewhat special. Although both of their constituents are compact ob-
jects and one tends to associate a strong gravitational field to both of
them, they have very different masses and, hence, very different char-
acteristic curvatures. The central (primary) object is expected to be
a supermassive BH (with mass above M ∼ 105 solar masses) and
the curvature near the horizon will thus be very small (it scales as one
over the mass squared). The small (secondary) object, irrespective of
what it is, has much larger characteristic curvature. Combined with the
above, this implies that, at least for some sizeable subset of EMRIs, the

primary object can be taken to be a Kerr BH to a high degree of preci-
sion and any potential deviation will only affect the smaller secondary
object (see the Methods below).19 This observation introduces an im-
portant simplification both in the modelling of the signal in presence
of new fundamental fields, and in the conceptual understanding of how
deviations in the signal arise.

Let us consider an EMRI in which the secondary object (which
can be a neutron star, a black hole or something more exotic) moves
in the spacetime generated by the primary body and is endowed with
a massless scalar field configuration. In a local reference frame {x̃µ}
centered on the secondary body the scalar field has the form

ϕ = ϕ0 +
µd

r̃
+O

(
µ2

r̃2

)
(1)

where r̃ is the radial coordinate, µ << M is the mass of the secondary
body, d is its dimensionless scalar charge, ϕ0 is the asymptotic value
of the scalar field, and we are using geometric units G = c = 1, with
G and c being the gravitational constant and the speed of light, respec-
tively. As the secondary body orbits the supermassive Kerr BH, it will
emit GWs. Its motion can be approximated by that of a point particle
moving in the “exterior” Kerr spacetime, described by a set of global
coordinates {xµ} (e.g. the Boyer-Lindquist coordinates, see Methods).
In this frame the worldline is described the functions yµp (λ), where
λ is the affine parameter. The flux for the polarizations of the emit-
ted GWs will be virtually unaffected by the fact that it carries a scalar
charge,19 as will be discussed in more detail in the Methods. It can
hence be computed using state-of-the-art EMRI models. However, the
secondary body is accelerating due to gravity and accelerating charges
emit radiation. Hence, on top of the standard GW emission, there will
be also scalar radiation throughout the inspiral.

Due to its scalar charge, the secondary body acts as a source of the
scalar field equation. In the setup described above, the latter takes the
form

�ϕ = −4πdµ

∫
δ(4)(x− yp(λ))√

−g
dλ , (2)

where � is the D’Alambertian operator for the Kerr metric, and g is
the metric determinant (see Methods). This equation can be used to
compute the the scalar field flux, Ėscal, which is proportional to the
scalar charge squared. The orbital energy of the particle decreases due
to the total energy emission:

Ėorb = −Ėgrav − Ėscal , (3)

where Ėgrav is the gravitational flux. The scalar flux affects the orbital
evolution of the secondary body. Since the GW phase is determined by
the orbital evolution, the scalar field emission contributes to the GW
phase of the EMRI. LISA is expected to constrain the source param-
eters from the EMRI inspiral evolution with exquisite precision (see
also the Supplementary material for further details). Thus, it will also
be able to measure the scalar charge of the secondary body, if present.

Hereafter, we study prototype EMRIs in which the primary body
is a supermassive BH of M = 106M� and dimensionless spin χ =
J/M2 = 0.9, where J is the BH’s angular momentum. We take the
secondary body to be a compact object with mass µ = 10M�. We
track the evolution of a binary on a circular equatorial orbit for one
year, before the plunge, i.e., we choose the initial radial position r0

such that, after a year the secondary body is within a distance of 0.1M
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Figure 1 | Faithfulness between the GW plus polarization computed with and
without the scalar charge, as a function of the latter and for different signal
durations. The signal duration is measured in months (6 or 12) before the plunge.
The horizontal line identifies the threshold of distinguishability, F . 0.988, set
up by SNR of 30.

from the innermost stable circular orbit (ISCO). Further details on the
source parameters are discussed in the Methods Section. We shall con-
sider values of the signal-to-noise ratio (SNR) for LISA detection of
EMRIs ranging from 30 to few hundreds, reflecting conservative or
more optimistic expectations2 based on rather uncertain event-rate es-
timates for EMRIs.

A preliminary assessment of the detectability of the scalar charge
can be made using the evolution of the phase of the GW signal. The
fact that the phase difference between binaries with and without scalar
charge exceeds a certain threshold is an indication that the scalar charge
should be detectable by LISA after twelve months of observation. We
have calculated the phase difference and it is indeed above threshold
even for values of the scalar charge as small as d ∼ 5 × 10−3. More
details are given in Methods.

A more quantitative analysis on LISA’s ability to detect a scalar
charge is given in Figure 1, which shows the faithfulness F between
two GW signals emitted by binaries with and without the charge. The
faithfulness (see the Methods below for a precise definition) provides
an estimate of how much two signals differ, weighted by the noise spec-
tral density of LISA. Given the SNR ρ of a signal, values of F smaller
than ∼ 1−D/(2ρ2), with D dimension of the model (∼ 10), indicate
that the two waveforms are significantly different and don’t provide a
faithful description of one another.20–22 For ρ = 30 this requirement
translates into F . 0.988. Figure 1 shows the values of F for the
chose prototype of binary configuration. After one year the faithful-
ness is always smaller than the threshold set by ρ = 30, even for scalar
charges as small as d & 0.01. For the same configuration, on a pe-
riod of just six months before the plunge, the faithfulness is below the
threshold already for charges d & 0.05.

The analysis carried out so far highlights two important aspects: (i)
the scalar charge provides a significant shift in the phase of the GW
signal emitted by EMRIs, (ii) the dephasing induces a mismatch in the
template with respect to the zero-charge case, which can potentially
lead to a severe loss of events and to a bias in the estimation of the
waveform parameters.21 This suggests that one year of LISA observa-
tions of EMRIs may be able to reveal the presence of a scalar charge as
small as d ∼ 0.005− 0.01.

The dephasing and the faithfulness, however, don’t take fully into
account possible degeneracies among the waveform parameters, which
may jeopardize our ability to constrain the scalar charge. A more so-
phisticated study requires a joint investigation of the full parameter
space, which includes correlations among d and other quantities char-
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Figure 2 | Corner plot for the probability distribution of the masses, primary
spin and secondary charge, inferred after one year of observation with LISA.
We consider a binary system with d = 0.05 and SNR of 150. Diagonal (off-
diagonal) boxes refer to marginalized (joint) distributions. Vertical lines show the
1-σ interval for each waveform parameters. Colored contours within the joint
distributions correspond to 68% and 95% probability confidence intervals. In the
top right corner of each off-diagonal panel we show the correlation coefficient cij
between the parameters (i, j) of the joint distribution.
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Figure 3 | Uncertainties on the scalar charge for prototype EMRIs observed
with different SNR after one year of observation by LISA. (Top panel) Rela-
tive error on the scalar charge as a function of d for EMRIs SNR of 30 and 150.
(Bottom panel) 3-σ interval around the true values of the scalar charge inferred
from LISA observations with the two values of the SNR also considered in the top
panel. Dashed curves in the top panel refer to the analytic fit σd = β/d with
β ' 4.18× 10−4 and β ' 2.09× 10−3 for SNR of 150 and 30, respectively.
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acterizing the EMRI GW emission. In the following we perform such
an analysis, assessing the capability of LISA to perform an actual mea-
surement of the scalar charge.

Figure 2 shows the probability distribution obtained using a Fisher
matrix approach (see Methods) for the component masses, the spin of
the primary, and the scalar charge of the secondary, for EMRIs ob-
served one year before the plunge with d = 0.05 and SNR of 150.
This analysis shows that a single detection can provide a measurement
of the scalar charge with a relative error smaller than 10%, with a prob-
ability distribution that does not have any support on d = 0 at more
than 3-σ. Off-diagonal panels, yielding 68% and 98% joint probability
confidence intervals between the source parameters, also show that the
charge is highly correlated with the secondary mass and anti-correlated
with the spin parameter and the mass of the primary.

Figure 3 shows the error in the scalar charge as a function of the
scalar charge itself, for EMRIs detected by LISA with SNR ranging
from 30 to 150. The errors on d can also be accurately fitted with a
simple law of the form σfit

d = β/d, where β ' 2.09 × 10−3 (β '
4.18 × 10−4) for SNR of 30 (150). In the top panel we show the
relative error σd/d and the analytical fit; in the bottom panel we show
the 3-σd intervals around the injected values of the scalar charge.

Our analysis shows that one year of EMRI observation can pinpoint
a scalar charge smaller than ∼ 0.3 with percent accuracy. For an SNR
of 30 a charge d ∼ 0.1 could be constrained to consistently exclude the
value d = 0. For the louder signals we consider, LISA could constrain
a scalar charge as small as d ∼ 0.05 to be inconsistent with zero at 3-σ
confidence level.

Detecting and measuring the scalar charge of a compact object
would be of enormous importance, as first evidence of new physics,
regardless of the origin of the charge or the nature of the compact ob-
ject. Indeed, so far our analysis and results have been theory-agnostic.
However, it is worth pointing out that in many cases the scalar charge
is uniquely determined by theoretical parameters that mark deviations
from GR or the Standard Model. In such cases, a measurement of the
scalar charge can be used to measure these parameters. LISA will pro-
vide impressive precision for that.

Let us demonstrate this point using a simple but characteristic ex-
ample. Assume that the secondary body is a black hole and the scalar
field is massless (shift-symmetric). No-hair theorems then dictate that
there cannot be a scalar charge unless the scalar field couples to the
Gauss–Bonnet invariant, RGB = R2 − 4RµνR

µν + RµναβR
µναβ

(whereRµναβ , Rµν are the Riemann and the Ricci tensor, respectively,
and R is the Ricci scalar), as follows, αϕRGB, where α is the new
coupling constant.12 In this case, the relation between α and the scalar
charge d of a BH has the simple form α ' 2dµ2 − 73d3µ2/24023.

To study the constraints on α from LISA observations, we draw
N = 105 samples of (µ, d)i=1,...N from the joint probability distribu-
tion of the secondary mass and scalar charge obtained from the Fisher
analysis. We then compute N values of α building the corresponding
probability density functions. Figure 4 showsP(

√
α) for our prototype

EMRIs, for d = 0.05 and d = 0.2. Vertical lines in each panel iden-
tify the 90% confidence intervals of the coupling constant. Even for
d = 0.05 the probability distribution does not have support on α = 0.
This analysis demonstrates that, in theories where the scalar charge is
determined by theoretical parameters, EMRI observations by LISA can
be used to measure these parameters with unprecedented accuracy.

In summary, our results demonstrate that EMRI observations by
LISA will be able to detect and potentially measure scalar charges to
exquisite accuracy. Our analysis and results are independent of the ori-
gin of the charge, and are hence theory-agnostic. We have also shown
that a further analysis can allow one to measure the coupling parame-
ters for specific theories.

This is the first attempt to perform a rigorous estimation of the

Figure 4 | Probability distribution of the dimensionful coupling constant of
shift-symmetric Gauss Bonnet gravity inferred from constraints made by
LISA. Results refer to EMRIs with d = (0.05, 0.2) and SNR of 150. Verti-
cal lines identify 90% intervals around the injected values of the scalar charge,√
α = 4.67+0.59

−0.69 km and
√
α = 9.313+0.079

−0.080 km for d = 0.05 and
d = 0.2, respectively (our normalization for α is different from the one used
in some of the literature 24, 25). The height of the P(

√
α) distribution has been

rescaled to unity.

measurability of beyond-GR effects with EMRIs. The EMRI template
we developed here is only the starting point of a more refined analysis,
which is necessary to assess LISA’s full potential to detect fundamen-
tal fields and new physics beyond GR. A number of improvements to
this template would need to be made before it can be used for data
analysis. These include using more generic (eccentric, non-equatorial,
inclined) orbits,26–28 taking into account finite size effects and a full
self-force treatment, or considering further beyond-GR and Standard
Model effects, such as dark matter spikes or superradiant clouds. Envi-
ronmental effects, as produced by accretion disks, should also be con-
sidered, in order to study possible degeneracies with the scalar emis-
sion. However, such effects would in general carry a specific frequency
content, allowing to disentangle or partially alleviate correlations.29 On
the data analysis side, the next step is to perform Bayesian inference.30

Although producing more realistic templates is a major technical chal-
lenge, we expect that such templates would break degeneracies be-
tween source parameters, and could potentially enhance detection ca-
pabilities. Finally, data gaps, i.e. interruptions in the interferometric
measurements due to various astrophysical and instrumental factors,
may provide important challenges to be overcome. Studies in this con-
text are currently underway, showing how Bayesian methods can be
able to cure this problem and improve detection efficiency.31
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Methods
Theoretical setup. In this article we are assuming that the primary BH
object is described, with good accuracy, by the Kerr metric, and that the
particle with scalar charge d sources the scalar field through Eq. (2).
This is indeed the case for a large class of theories.19 In particular, it
is quite straightforward to see that it holds in theories that are covered
by no-hair theorems.12, 17, 32–38 as the latter dictate that stationary BHs
are described by the Kerr solution. One could also imagine a theory in
which both Kerr and non-Kerr BH exist, in which case our approach
would still be clearly applicable to at least some fraction of EMRIs
and this could be more than enough to lead to a detection. However,
although less obvious, it is important to stress that our approach is also
valid for a large class of theories known to violate no-hair theorems.19

Consider a very general action of the form

S[gµν , ϕ,Ψ] = S0[gµν , ϕ] + αSc[gµν , ϕ] + Sm[gµν , ϕ,Ψ] , (4)

where

S0 =

∫
d4x

√
−g

2κ

(
R− 1

2
∂µϕ∂

µϕ

)
, (5)

κ = 8π, R is the Ricci scalar, ϕ is a massless scalar field, and α
is a coupling constant with dimensions [α] = (mass)n (n > 0).
Our formalism is not expected to apply to scalar fields with a non-
vanishing mass µs, which may be relevant for example as dark matter
candidates.39–41 However, in this set up the scalar radiation is in gen-
eral strongly suppressed. Indeed, for the typical velocities featured by
EMRIs at the end of the inspiral the scalar flux is not quenched only
for µ . 10−2/M (or equivalently µ . 10−18 eV

(
106M�/M

)
). The

term αSc in Eq. (4) describes non-minimal couplings between the met-
ric tensor gµν and the scalar field, while Sm is the action of the matter
fields Ψ.

Since in an EMRI the secondary body, with mass µ, inspirals onto
the primary body, a BH with mass M � µ, we can use the so-called
“skeletonized approach”,42–45 in which the secondary body is treated as
a point particle, characterized by a scalar function m(ϕ) that depends
on the value of the scalar field at the location of the particle. Strictly
speaking, m(ϕ) is evaluated at ϕ = ϕ0 (see Eq. (1)), i.e. near the
particle in the lengthscale of the exterior spacetime, far away from it in
the scale of the particle itself. Finite-size effects appear at higher or-
der compared to the leading, dissipative contribution we consider, and
thus can be neglected.46 This is an accurate approximation because the
gravitational field of the secondary body is large only within a world-
tube whose radius is much smaller than the characteristic length of the
“exterior” spacetime, i.e., the spacetime generated by the primary body;
thus, this world-tube can be treated as a world-line yµp (λ) in the exterior
spacetime. By integrating the matter action Sm over this world-tube, it
reduces to the “particle action”

Sp = −
∫
m(ϕ)ds = −

∫
m(ϕ)

√
gµν

dyµp
dλ

dyνp
dλ

dλ , (6)

where ds is the invariant line element. Assume now that the stationary
BH solutions of the theory (4) are continuously connected with the
corresponding GR solution as α → 0, and that Sc is analytic in ϕ.
Then the exterior metric reduces to the Kerr solution for α → 0 and
its only dimensionful parameter is the mass M . The corrections to the
Kerr metric depend on the dimensionless parameter

ζ ≡ α

Mn
= qn

α

µn
, (7)

where q = µ/M � 1. Since α/µn < 1 (otherwise GR modifications
would show up in current astrophysical observations), ζ � 1, and the
exterior spacetime can be approximated with the Kerr metric.

The gravitational field equations are

Gµν = Rµν −
1

2
gµνR = T scal

µν + αT cµν + T p
µν , (8)

where T scal
µν = 1

2
∂µϕ∂νϕ − 1

4
gµν(∂ϕ)2 is the stress-energy tensor of

the scalar field, T cµν = − 16π√
−g

δSc
δgµν

, and

T pαβ = 8π

∫
m(ϕ)

δ(4)(x− yp(λ))√
−g

dyαp
dλ

dyβp
dλ

dλ (9)

is the stress-energy tensor of the particle. The scalar field equation is

�ϕ+
8πα√
−g

δSc
δϕ

= 16π

∫
m′(ϕ)

δ(4)(x− yp(λ))√
−g

dλ (10)

where m′(ϕ) = dm(ϕ)/dϕ and the � operator is evaluated on the
Kerr background.

In geometric units [S0] = (mass)2, [Sc] = (mass)2−n. Since in
the Kerr background the only dimensionful scale is the BH mass M
(in addition to the angular momentum J , which is anyway bounded by
M2), we expect that Sc ∼ M−nS0. Thus, αT cµν ∼ ζGµν � Gµν
and α δSc

δϕ
∼ ζ2ϕ � 2ϕ. The scalar field stress-energy tensor is also

negligible. Indeed, in the exterior Kerr spacetime the scalar field —
due to the aforementioned no-hair theorems — has to be a constant,
ϕ0, and T scal

µν is quadratic in perturbations around ϕ0.
We can conclude that, under our approximations, the gravitational

field equations are the same as in GR, while the scalar field equation ac-
quires the source term on the right-hand-side of Eq. (10). By replacing
Eq. (1) we findm′(0)/µ = −d/4, and since in the weak-field limit the
stress-energy tensor of the particle reduces to its matter density, Eq. (9)
leads to m(0) = µ. Therefore, the scalar field equation for an EMRI
in the class of theories we consider reduces to Eq. (2).

Technically speaking, our analysis does not apply to EMRIs if the
primary BH carries an appreciable scalar charge or deviates strongly
from Kerr. However, it is important to emphasize that in both of these
cases – which may already be difficult to reconcile with current ob-
servations – one expects deviations from GR to be even larger: orbital
dynamics would be further affected by the fact that the secondary ob-
ject is moving in a different spacetime. Hence, our results can certainly
be seen as a conservative estimate of LISA’s capabilities to detect scalar
fields.

Waveforms. We study the adiabatic evolution of EMRIs within
the framework of perturbation theory, in which the secondary orbits
in the Kerr background generated by the supermassive BH. Relativis-
tic perturbations of the scalar and tensor sectors can be analysed by
expanding the gravitational and scalar fields, together with the source
term, in spin-weighted spheroidal harmonics 47

ψ(s)(t, r, θ, φ) =

∫
dω
∑
`m

R
(s)
`m(r, ω)S

(s)
`m(θ, ω)eimφe−iωt, (11)

where tensor and scalar perturbations correspond to s = −2 and s = 0,
respectively, (t, rθ, φ) are the Boyer-Lindquist coordinates, R(s)

`m is the
radial part of the metric perturbations, and S(s)

`m are the spheroidal func-
tions, specified by the mode index ` and by the azimuthal number m.
For the scalar case ψ(s=0) = ϕ. The expansion yields a decoupling
of the field’s radial and angular dependence, with the latter being de-
scribed by the spheroidal harmonics equation. The radial component
satisfies the Teukolsky equation 47

1

∆s

d

dr

[
∆s+1 dR

(s)
`m

dr

]
+

[
K2 − 2is(r −M)K

∆

+ 4isωr − λ
]
R

(s)
`m = T (s)

`m (12)

4



where ∆ = r2 − 2Mr+ χ2M2, K = (r2 + χ2M2)ω− χMm, χ =
J/M2, (s, λ) are the spin-weight of the perturbed field and the spin-
weighted spheroidal eigenvalue, and ω is the mode frequency. For the
gravitational field equation, the source term T (s)

`m is a combination of
the components of the stress-energy tensor, expanded in spin-weighted
harmonics. For the scalar field equation, assuming that the particle with
scalar charge d moves in equatorial circular motion,

T (s=0)
`m = −4πµd

δ(ω −mωp)δ(r − rp)S∗(s=0)
`m (π

2
)

ṫ
. (13)

S
∗(s=0)
`m (π/2) is the conjugate of the scalar spheroidal harmonic com-

puted in θ = π/2, ṫ stands for the derivative of the Boyer-Lindquist
coordinate t with respect to the proper time, rp is the radius of the
circular orbit and

ωp =
dΦ

dt
= ± M1/2

r3/2 ± χM3/2
(14)

is the orbital frequency, where the plus (minus) sign holds for pro-
grade (retrograde) orbits. In the following we will consider prograde
orbits only. Solutions of Eq. (12) can be computed by first substituting
R

(s=0)
`m = ψ`m/

√
r2 + χ2M2 and computing the homogeneous so-

lutions ψ(−)
`m , which satisfies the boundary condition of purely ingoing

wave at the horizon, and ψ(+)
`m , which satisfies the boundary condition

of purely outgoing wave at infinity. The full solutions at infinity and at
the horizon are obtained integrating over the source term T`m

ψ±`m = lim
r?→±∞

e±ik
±r?

∫ +∞

−∞

ψ
(∓)
`m T`m
W

∆

(r2 +M2χ2)3/2
dr? ,

(15)
where k+ = ω, k− = ω − mΩh, ω = mωp, Ωh = χ/(2rh) and
rh = M +

√
M2 − χ2M2. W = ψ

′(+)
`m ψ

(−)
`m − ψ

′(−)
`m ψ

(+)
`m is the

Wronskian with the prime denoting the derivative with respect to the
tortoise coordinate r? defined by dr?/dr = (r2 +M2χ2)/∆. The full
solution allows to compute the total energy flux radiated by the binary:

Ė =
∑
i=+,−

[Ė(i)
grav + Ė

(i)
scal] , (16)

where the gravitational flux at the infinity (+) and at the horizon (−)
can be computed as 47–49

Ė(±)
grv =

`max∑
`=2

∑̀
m=−`

α±`m
|Z±`m|

2

4πω2
, (17)

where α+
`m = 1 while α−`m is given in 49 and the scalar fluxes at the

two boundaries reads 50, 51

Ė
(±)
scl =

1

16π

`max∑
`=1

∑̀
m=−`

ωk±|δϕ±`m|
2 . (18)

The amplitudes Z±`m can be found in the literature,49 while δϕ±lm
are related to the scalar wave at horizon and at infinity by ψ±`m =
δϕ±`mδ(ω − mωp) (the equation for the scalar flux in a previous pa-
per 19 has to be corrected by replacing 1/32 with 1/16.)

We consider all of the multiple components in Ë up to `max = 10.
The emitted flux drives the adiabatic evolution of the inspiral

dr

dt
= −Ė dr

dEorb
,

dΦ

dt
= ωp (19)

with Eorb particle’s orbital energy in the Kerr spacetime.52 For a given
value of the energy flux Ė specified by the mass ratio q and by the

charge d we integrate Eqs. (19) with initial conditions (r0,Φ0) to de-
termine the orbital evolution of the binary within a fixed observation
time T .

Upon the integration of Eqs. (19), we can study the dephasing, i.e.,
the difference in the GW phase evolution between an EMRI modelled
with and without scalar charge.

The accumulated dephasing grows considerably during the orbital
evolution: for one year of inspiral before the plunge and d = 0.2,
it reaches several tens of radians after few months, and may become
larger than 103 in the last month. For a signal with SNR ∼ 30 a de-
phasing of 0.1 radian is considered to be resolvable.21, 53 The phase dif-
ference turns out to be significantly above that threshold after twelve
months of inspiral even for values of d as small as ∼ 5 × 10−3. The
dephasing accumulated during the inspiral as a function of time, for
different values of the scalar charge, is shown in Fig. 1 of the Supple-
mentary material.

The inspiral trajectory obtained from Eqs. (19) allows to compute
the GW signal,54–56 which we derive in the quadrupole approximation:
in the transverse-traceless (TT) gauge, the metric perturbation reads

hTT
ij =

2

D

(
PilPjm −

1

2
PijPlm

)
Ïlm , (20)

where D is the source luminosity distance, Pij = δij − ninj is the
projection operator onto the wave unit direction nj , where δij is the
Kronecker delta. The second time derivative of the mass quadrupole
moment, Ïij , is given in terms of the source stress-energy tensor

Iij =

∫
d3xT tt(t, xi)xixj = µzi(t)zj(t) , (21)

where T tt(t, xi) = µδ(3)(xi − zi(t)), xi are Cartesian spatial co-
ordinates, and zi(t) is the worldline of the secondary object in this
coordinates.57 The strain produced by the GW and measured by the
detector is then given by

h(t) =

√
3

2
[h+(t)F+(t) + h×(t)F×(t)] , (22)

where h+ = −
(
Ï11 − Ï22

) (
1 + cos2ι

)
/2 = A cos[2Φ(t) +

2Φ0]
(
1 + cos2ι

)
, h× = 2Ï12 cos ι = −2A sin[2Φ(t) + 2Φ0] cos ι,

A = 2µ [Mω(t)]2/3 /D and ι is the inclination angle between the
binary orbital angular momentum and the line of sight. The interfer-
ometer pattern functions F×,+(t) and ι can be expressed in terms of
four angles which specify the source orientation, (θs, φs), and the di-
rection of the BH spin, (θl, φl) in a fixed coordinate system attached to
the ecliptic.58, 59 Their explicit expression is given in the Supplemental
Material. We also correct the GW signal in order to take into account
the phase modulation induced by the LISA orbital motion.57 Finally,
following earlier work 59 we assume that the LISA triangle configura-
tion can be effectively regarded as a network of two L-shaped detectors,
with the second interferometer rotated of 45◦ with respect to the first
one (see the Supplementary material for further details).

Parameter estimation. We consider EMRIs in which the
secondary body is moving on equatorial circular orbits around
the primary black hole. In the time domain the GW sig-
nal (22) is completely determined by eleven parameters ~θ =
(lnM, lnµ, χ, lnD, θs, φs, θl, φl, r0,Φ0, d). We have considered EM-
RIs with M = 106M�, χ = 0.9, µ = 10M�, varying the scalar
charge d and fixing the source angles as θs = φs = π/2, θl = φl =
π/4. We neglect the spin of the secondary body.55, 60, 61 The initial
phase has been set to Φ0 = 0, while the initial orbital separation is
adjusted, depending on d, to have one year of evolution before the
plunge rplunge = rISCO + δr, where rISCO/M ' 2.32 for a Kerr BH
with χ = 0.9. We have fixed the radius shift to δr/M = 0.1, which
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is more conservative than the transition region between the inspiral and
the plunge as described elsewhere.62 Finally, the luminosity distanceD
is a scale factor for h(t) and can be changed freely to vary the SNR of
the signal (see below).

Given the waveform model we can now introduce the noise-
weighted inner product between two templates

〈h1|h2〉 = 4<
∫ fmax

fmin

h̃1(f)h̃?2(f)

Sn(f)
df , (23)

where h̃(f) is the Fourier transform of the time domain signal, h̃?(f) is
its complex conjugate, and Sn(f) is the LISA noise spectral density. 63

We sample the signal (22) in the time domain, and then apply a discrete
Fourier transform, evaluating the integral (23) between fmin = 10−4Hz
and fmax = fNy, with fNy being the Nyquist frequency. The component
related to the latter has been set to zero, and only Fourier components
with f ≥ fmin have been included. Before passing to the frequency
space we taper h(t) with a Tukey window with cosine fraction τ =
0.05.

Eq. (23) allows to determine the faithfulness between two wave-
forms:

F [h1, h2] = max
{tc,φc}

〈h1|h2〉√
〈h1|h1〉〈h2|h2〉

, (24)

where (tc, φc) are time and phase offsets.21 The SNR for a specific
choice of the source parameters reads ρ = 〈h|h〉1/2. In the limit of
large ρ the posterior probability distribution of the source parameters,
assuming flat or Gaussian priors on ~θ, given a certain observation o(t),
can be approximated by a multivariate Gaussian distribution centred
around the true values,64, 65 with covariance given by the inverse of the
Fisher information matrix Γij :

log p(~θ|o) ∝ log p0(θ)− 1

2
∆iΓij∆j , (25)

where p0 is the parameter’s prior distribution, ∆i = θi− θ̂i is the shift
between the measured and the true values θ̂i, and

Γij =

〈
∂h

∂θi

∣∣∣∣ ∂h∂θj
〉
θ=θ̂

. (26)

Statistical errors on ~θ and correlation coefficients among parameters
are provided by diagonal and off-diagonal components of the inverse
of the Fisher matrix Σ = Γ−1, i.e.:

σi = Σ
1/2
ii , cθiθj = Σij/(σθiσθj ) . (27)

Given the two-interferometer configuration for the LISA detector we
can define a total SNR ρ =

√
ρ2

I + ρ2
II, and a total covariance matrix

of the binary parameters obtained by inverting the sum of the Fisher
matrices σ2

θi
= (ΓI + ΓII)

−1
ii .

Since waveforms are generated fully numerically in the time do-
main, derivatives appearing in the Fisher matrix are also numerical.
We use a centered 11- and 9-point stencil for (M,µ, χ, d, r0) and
(θs, φs, θl, φl).66 For the luminosity distance D and the initial phase
Φ0 analytical expressions of ∂h/∂θi can be computed. Integrals are
performed through Boole rule. In our 11 × 11 parameter space, in-
version of the Fisher matrices may depend on the value of the nu-
merical displacement chosen to compute finite difference of h(t) for
a specific parameter, due to numerical instability. Indeed, Fisher ma-
trices for EMRIs are known to feature large condition numbers κ =
max(λi)/min(λi), i.e., the ratio between the largest and the small-
est eigenvalues.67 We compute Γij using high-precision numerics with
fluxes obtained through the BH perturbation Toolkit 68 with 300 digits
of input precision, which lead to Fisher matrices of∼ 185 digits of final
precision, and κ ∼ O(1014). Calculations of Γ and its inverse are ex-
tremely stable leading to discrepancies among Fisher matrices derived

with different numerical shifts . 0.1%. Differences on the source pa-
rameters and on the correlations coefficients are also very small,. 1%
(see the Supplementary material for further details).
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responding binary system with d 6= 0 during the inspiral. The horizontal line
identifies the threshold for phase resolution by LISA, assuming a signal with SNR
of 30.
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Supplementary material for: Detecting new fundamen-
tal fields with LISA

LISA configuration. We consider the LISA spectral density (PSD)
of Cornish & Robson 63 who provide an accurate analytic fit for the
detector noise. The PSD consists of two parts: the instrumental and the
confusion noise produced by unresolved galactic binaries, i.e.

Sn(f) = SIns
n (f) + SWDN

n (f) . (28)

where

SIns
n (f) = A1

(
POMS + 2[1 + cos2(f/f?)]

Pacc

(2πf)4

)(
1 +

6

10

f2

f2
?

)
,

A1 = 10
3L2 , L = 2.5Gm, f? = 19.09mHz, while

POMS = (1.5× 10−11m2

[
1 +

(
2mHz
f

)4
]

Hz−1 ,

PACC = (3× 10−15ms−2)2

[
1 +

(
0.4mHz
f

)2
]
×[

1 +

(
f

8mHz

)4
]

Hz−1 .

For the white dwarf contribution

SWDN
n = A2f

−7/3e−f
α+βf sin(κf)[1 + tanh(γ(fk − f))] Hz−1 ,

with the amplitude A2 = 9 × 10−45, and the coefficients
(α, β, κ, γ, fk) = (0.171, 292, 1020, 1680, 0.00215).

The PSD is shown in Figure 6. The gravitational wave strain mea-
sured by LISA is given by:

h(t) =

√
3

2
[h+(t)F+(θ, φ, ψ) + h×(t)F×(θ, φ, ψ)] , (29)

Sn
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Figure 6 | Noise spectral density for LISA as a function of the frequency, with
and without the confusion noise produced by unresolved galactic white dwarf
binaries (WDN).

where the interferometer’s pattern functions F×,+ are defined as:

F+ =
1 + cos2 θ

2
cos 2φ cos 2ψ − cos θ sin 2φ sin 2ψ ,

F× =
1 + cos2 θ

2
cos 2φ sin 2ψ + cos θ sin 2φ cos 2ψ .

Here (θ, φ) describe the location of the EMRI in the sky and ψ is the
polarization angle,58 all defined in the detector reference frame. Given
LISA orbital motion around the Sun they also depend on time, and it
is more convenient to recast these angles in a fixed coordinate system
attached to the ecliptic.55 In this set-up

cos θ(t) =
1

2
cos θs −

√
3

2
sin θs cos[φt − φs] ,

φ(t) = α0 + φt + tan−1

[√
3 cos θs + sin θs cos[φt − φs]

2 sin θs sin[φt − φs]

]
,

(30)

where φt = β0 + 2πt/T , T = 1 year is the LISA orbital period, and
(θs, φs) are constants that identify the binary orientation with respect to
the fixed reference frame. The two angles (β0, α0) specify the orbital
and rotational phase of the interferometer at t = 0, and can be set
both equal to zero. The polarization angle as a function of time can be
written in a compact form as

ψ(t) = tan−1 L̂ · ẑ − (L̂ · N̂)(ẑ · N̂)

N̂ · (L̂× ẑ)
, (31)

with ẑ · N̂ = cos θ(t) and

cos ι = L̂ · N̂ = cos θl cos θs + sin θl sin θs cos[φl − φs] ,

L̂ · ẑ =
1

2
cos θl −

√
3

2
sin θl cos[φt − φl] ,

N̂ · (L̂× ẑ) =
1

2
sin θl sin θs sin[φl − φs]

−
√

3

2
cosφt [cos θl sin θs sinφs − cos θs sin θl sinφl]

−
√

3

2
sinφt [cos θs sin θl cosφl − cos θl sin θs cosφs] ,

(32)

where (θl, φl) define the direction of the binary’s angular momentum in
the ecliptic reference system. Moreover, as discussed by Cutler,59 the
LISA triangle configuration can be effectively regarded as a network
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of two L-shaped detectors, with the second interferometer rotated of
45◦ with respect to the first one. We can therefore define two sets of
pattern functions, F I,II

×,+, which correspond to each of the two detectors
and such that F II

×,+ = F I
×,+(θ, φ− π/4, ψ).

Finally, the gravitational wave signal also acquires a modulation
due to the LISA orbital motion.57 We correct for this effect by modify-
ing the phase of the waveform as

Φ(t)→ Φ(t) + Φ′(t)RAU sin θs cos(2πt/T − φs) , (33)

where RAU is the astronomical unit and T = 1 year.
Numerical setup. In this section we provide technical details as

well as a more exhaustive discussion on the features and on the ac-
curacy of the numerical calculations we performed. The examples
we provide refer to binary configurations with the source parame-
ters considered in the main text, and in particular for binaries with
M = 106M�, χ = 0.9 and µ = 10M�, and SNR 150.

The sensitivity to small changes during the inspiral, along with
the long and computationally expensive waveforms, render parameter
estimation of EMRIs a challenging task that requires high precision
methods.67 We make use of the Black Hole Perturbation Toolkit 68 for
the computation of the tensor and scalar energy fluxes. In both cases
we have summed multipole contributions up to ` = 10. Fluxes as
a function of the orbital radius have been sampled on a grid of 100
equally spaced points within r ∈ [8, 2.4]M , with 300 digits of input
precision. In order to perform spin derivatives we have computed Ė
sampling 11 points of χ in uniform steps of ∆χ = 0.02 symmetrically
around χ = 0.9. Given that the dependence on the scalar charge can
be factored out analytically from the fluxes, the overall gravitational
wave luminosity which sources the EMRI phase evolution, needs to be
numerically interpolated only along the radial coordinate and the spin,
namely

Ė(r, a, d) = Ėgrv(r, χ) + d2Ėscl(r, χ) . (34)

Waveform generation as well as data analysis have been performed
using Mathematica.69 We have sampled the waveform h(t) in the time
domain fixing the step ∆t = Tobs/(2

N − 1) such that 1/∆t = 2fmax,
where the observation time is Tobs = 1 year and fmax corresponds to
the ISCO frequency of a test body in the Kerr background. For the
EMRI configurations considered, with M = 106M�, µ = 10M� and
χ = 0.9, this yields to fmax ' 0.01457Hz with ∆t ' 30 seconds,
and a Nyquist frequency of fNy = 1/(2∆t) ' 0.01663Hz. Before
applying the Fourier transform to h(t = n∆t) for n = 0, . . . N − 1,
we have tapered the waveform with a Tukey window w[n] to avoid
boundary effects:

w[n] =


sin
[

nπ
τ(1−N)

]2
0 ≤ n ≤ τ(N−1)

2
,

1 τ(N−1)
2

≤ n ≤ (N − 1)(1− τ
2
) ,

sin
[

(1+n−N)π
τ(1−N)

]2
(N − 1)(1− τ

2
) ≤ n ≤ N − 1 .

The parameter τ which controls the magnitude of the sinusoidal lobes
has been fixed to τ = 0.05. We have performed the Fisher matrix
analysis without the Tukey window as well and this has led to a mild
improvement of a factor∼ 2 for the errors of the waveform parameters.

We have computed numerical derivatives for the Fisher matrix
using a centered 11-point stencil 70 for the waveform parameters
~θ = (lnM, lnµ, χ, d, r0) and a centered 9-point stencil for ~θ =
(θs, φs, θl, φl)

∂θih(f, ~θ) =
1

1260δθi
~P (11) · ~D(11) +O(δθ10

i ) ,

∂θih(f, ~θ) =
1

840δθi
~P (9) · ~D(9) +O(δθ8

i ) , (35)
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Figure 7 | Maximum relative (percentage) errors between Fisher matrices
computed assuming different values of the spacing used for the numerical
derivatives. The Fisher matrices have been computed for EMRIs with d = 0.2.

where ~P (9) = (3,−32, 168,−672, 0, 672,−168, 32,−3),
~P (11) = (−1, 25/2,−75, 300,−1050, 1050,−300, 75,−25/2, 1),
~D(8) = (hi−4, hi−3, . . . , hi+3, hi+4), ~D(11) =
(hi−5, hi−4, . . . , hi+4, hi+5), and hi±n = h(fs, θi ± nδθi).
For θi 6= 0 (θi = 0) we set δθi = θiεi (δθi = εi), with the numerical
coefficients εi � 1. The difference in the derivative order is due to
the extreme stability of angular parameters which can be treated with
a lower order method.

Derivatives with respect to the initial phase and the luminosity dis-
tance have an analytic expression since ∂lnDh(f) = −h(f) and since
∂Φ0 can be directly applied to the time domain waveform:

∂Φ0h(t, ~θ) = −
√

3AF+ sin[2Φ(t) + 2Φ0](1 + cos2 ι)

− 2
√

3AF× cos[2Φ(t) + 2Φ0] cos ι .
(36)

We have computed Eq. (35) varying the spacings εi in order to explore
the behavior of the derivatives. The choice of εi is also relevant for the
inversion of the Fisher matrix. Integration over the LISA noise spectral
density has been performed using a composite Boole method.71 We
have checked that choosing a lower-order method for the derivatives,
or a different method for the frequency integral, do not change our final
results.

Numerical stability. We have performed various checks in
order to assess the stability and convergence of our numerical
calculations. The correlation matrix in Figure 7 shows the maxi-
mum relative error, |Γkn(εi)/Γkn(εj) − 1| × 100, between Fisher
matrices computed for different values of the spacing, where
εi=1,...5 = (10−5, 5 × 10−6, 10−6, 5 × 10−7, 10−7) for the scalar
charge and εi=1,...5 = (10−7, 5 × 10−8, 10−8, 5 × 10−9, 10−9) for
the other parameters. Values refer to EMRIs with d = 0.2, although
the other configurations discussed in the paper yield similar results.
The Fisher matrices computed with various εi differ less than one part
over 105.

In the case of EMRIs, it is well known that computations of the
Fisher matrix may lead to ill-conditioned problems, and be plagued
by numerical instabilities.72, 73 The intrinsic high sensitivity of EM-
RIs to small perturbations of the system reflects their ability to pro-
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Figure 8 | Maximum relative (percentage) errors between (square root of)
the diagonal components of the covariance matrices, i.e., the parameter er-
rors, obtained with different values of the shifts considered for the numerical
derivatives. We consider the same EMRI configurations shown in Figure 7.

vide exquisite constraints on the waveform parameters and hence it is
a blessing in disguise. This large amount of information is reflected on
the magnitude of the elements of the Fisher matrix, although not all of
them have the same size. For all the EMRI configurations analysed,
the components of Γ corresponding to (M,µ, χ, r0, d) are always pre-
dominant with respect to the rest of the waveform parameters, with dif-
ferences of several orders of magnitude. These differences lead to large
condition numbers, i.e., the ratios between the largest to the smallest of
the Fisher eigenvalues λi=1,...11, which in our case are of the order
κ = max(λi)/min(λi) ∼ O(1014). Nonetheless, the high precision
computation we perform leads to stable inversion of the Fisher ma-
trices, independent of the numerical shift. The correlation matrix in
Figure 8 shows the maximum relative error between the square root of
the diagonal components of the covariance matrices, i.e., the parameter
errors, computed by inverting the Fisher matrix derived with different
εi, for the d = 0.2 case. We see from this analysis that a large fraction
of errors agree with each other to well below the 1% level, and the few
remaining cases feature differences of at most 1%. Correlation coeffi-
cients are also very stable, with differences smaller than 1%. For the
sake of completeness we show in Figure 9 the errors on masses, spins,
initial phase and radius, and on the charge, for two EMRI configura-
tions with d = 0.05 and d = 0.2. The various panels demonstrate
again the stability of our error calculations. The constraints inferred
for (M,µ, χ, r0,Φ0) are also consistent with previous results on LISA
parameter estimation, performed with different approaches and GW
templates.55, 60, 61

We have further checked the stability of our calculations perturb-
ing the Fisher matrices and studied the results of the inversion. Follow-
ing previous work,74 we build a matrix R with the same dimension-
ality as Γ, with entries randomly drawn from a uniform distribution
U ∈ [−10−3, 10−3]. We then compute the inverse (Γ + R)−1 and
determine the maximum relative error with respect to the unperturbed
configuration, ∆ΓR = max(Γ + R)−1/Γ−1 − I). This procedure
has been iterated 100 times, in order to build up statistics for the max-
imum error. Figure 10 shows the cumulative distribution of ∆ΓR for
two EMRIs with different values of the charge, as a function of the
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shift used for partial derivatives of the Fisher matrix. We consider binaries
with d = 0.05 (left panel) and d = 0.2 (right panel) with SNR of 150 as
observed by LISA one year before the plunge.
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derivative spacing. The picture suggests that the calculations are very
stable, as in the majority of cases more than 90% of the population
has ∆ΓR . 0.1%. We find similar results for all the other binaries
analysed.

Singular value decomposition. Beside direct inversion of the
Fisher matrix, we have derived the covariance on ~θ also applying a
truncated singular value (SVD) decomposition approach65, 75, 76 on Γ.
Any matrix A ∈ Rn×n can be written in terms of its SVD as

A = USVT , (37)

where U and V, with columns called singular vectors, are orthonormal
matrices UUT = UTU = VTV = VVT = I, and

S = diag(s1, s2, . . . sn) , (38)

where σi ≥ 0 are the singular values. From the SVD computing the
inverse of A is also straightforward, since

A−1 = VS−1UT . (39)

The singular vectors define the dimensions of the variance of the data,
ordered in magnitude such that the first one is the largest, while the
rank r of the initial matrix correspond to the number of non-zero σi.
Given the form of S we can also recast A as

A = USVT =

r∑
i=1

σiuiv
T
i , (40)

which tells that the original matrix can be decomposed into a sum of
rank-1 layers with the first contributing the most. Note that before
applying the SVD, we normalize the Fisher matrices to the variance
of their components, namely Γ/N, where N = diag(Γ) ⊗ diag(Γ),
to remove differences between the parameters given by their physical
scales. Although, as discussed above, the accuracy of our calculations
guarantee an extremely stable inversion, we have also applied the SVD
to obtain the covariance on the source parameters. In particular we
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have removed the singular pieces of the Fisher by zeroing values of
S−1 which are very large, i.e., corresponding to small si. Figure 11
shows a scree plot of the di normalised to the first one, for a binary
with d = 0.05 and d = 0.2 (other configurations feature the same
behavior, regardless of the choice of εi as well).

The trend of the singular values exhibits a clear drop around the last
component where a steep decrease in the magnitude of the si appears.
Here we compute Γ−1 zeroing the last term of S−1. This procedure
improves in general the errors, as it removes unmeasurable linear com-
binations of parameters from the Fisher matrix.65 Indeed, as shown in
Figure 12 in which we compare relative errors on the scalar charge us-
ing direct inversion and the SVD approach, the latter yields a significant
reduction of the errors. In the results shown in the main part of the pa-
per we have reported the more conservative, direct inversion results, but
the SVD analysis suggests that LISA might be able to measure scalar
charge with even higher precision.

11


