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Chameleon gravity is a scalar-tensor theory that includes a non-minimal coupling between the
scalar field and the matter fields and yet mimics general relativity in the Solar System. The scalar
degree of freedom is hidden in high-density environments because the effective mass of the chameleon
scalar depends on the trace of the stress-energy tensor. In the early Universe, when the trace of
the matter stress-energy tensor is nearly zero, the chameleon is very light, and Hubble friction
prevents it from reaching the minimum of its effective potential. Whenever a particle species be-
comes non-relativistic, however, the trace of the stress-energy tensor is temporarily nonzero, and
the chameleon begins to roll. We show that these “kicks” to the chameleon field have catastrophic
consequences for chameleon gravity. The velocity imparted to the chameleon by the kick is suf-
ficiently large that the chameleon’s mass changes rapidly as it slides past its potential minimum.
This nonadiabatic evolution shatters the chameleon field by generating extremely high-energy per-
turbations through quantum particle production. If the chameleon’s coupling to matter is slightly
stronger than gravitational, the excited modes have trans-Planckian momenta. The production of
modes with momenta exceeding 107 GeV can only be avoided for small couplings and finely tuned
initial conditions. These quantum effects also significantly alter the background evolution of the
chameleon field, and we develop new analytic and numerical techniques to treat quantum particle
production in the regime of strong dissipation. This analysis demonstrates that chameleon gravity
cannot be treated as a classical field theory at the time of Big Bang Nucleosynthesis and casts doubt

on chameleon gravity’s viability as an alternative to general relativity.

I. INTRODUCTION

Light scalar fields are of great interest in cosmology
because they arise in many explanations for the current
acceleration of the expansion of the Universe [IH5]. It is
challenging for these models to evade the stringent exper-
imental limits on fifth forces within the Solar System and
the laboratory, however, because no theory has been con-
structed that both explains current cosmological observa-
tions and forbids interactions between the scalar field and
Standard-Model particles. Axionic quintessence models
come the closest, because they possess a shift symmetry
that forbids a direct coupling to the stress-energy tensor
of Standard-Model particles, but they still interact with
photons [6]. In all other cases, we must reconcile our-
selves to a coupling between matter and the scalar field;
unless such a coupling is forbidden, we must include it
in our theory as it will be generated by quantum effects.
Problematically, the presence of a new light scalar field
coupled to matter usually implies the existence of a new
long-range fifth force, and no new forces have been seen
in either laboratory experiments or Solar-System tests
of general relativity. The precision of these experiments
constrains the strength of any new force to be many or-
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ders of magnitude weaker than gravity |7]. In a simple
Yukawa model, this constraint forces the energy scale
that controls the strength of the coupling between the
scalar field and matter to be many orders of magnitude
above the Planck scale. Such a large energy scale is al-
most impossible to justify in any reasonable effective field
theory.

In 2003 Khoury and Weltman proposed chameleon
gravity, which contains a scalar degree of freedom whose
potential can provide the vacuum energy required for cos-
mic acceleration [&, 9]. The chameleon scalar field is a
light field that interacts with the matter fields of the
Standard Model, but it possesses a dynamical mechanism
to hide these interactions in dense environments. The
chameleon’s potential function contains non-linear terms
that, when combined with the chameleon’s coupling to
matter fields, make the chameleon’s effective mass depen-
dent on its environment. The chameleon is heavy in dense
environments, which suppresses its ability to mediate a
fifth force. Such dynamical mechanisms for suppress-
ing fifth forces are known as screening mechanisms; the
chameleon mechanism is one of only three known screen-
ing mechanisms capable of making scalar-tensor gravita-
tional theories compatible with experimental constraints
on fifth forces [10]. Furthermore, the chameleon mech-
anism is essential for f(R) theories of modified gravity,
which generate cosmic acceleration by making the grav-
itational Lagrangian a non-trivial function of the Ricci
scalar [11]. Such a theory can be rewritten as a metric
theory with the standard Einstein-Hilbert action and an
additional scalar field that couples to matter in the same
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way as the chameleon |12]. In order for an f(R) theory
to successfully pass observational tests, this scalar field
must have a potential function that allows it to employ
the chameleon mechanism [13-16].

In the original chameleon theory, and in f(R) gravity,
the coupling between the chameleon field and the mat-
ter fields was assumed to have gravitational strength.!
Later it was found that much stronger couplings are
also allowed [17, [L8]; when the coupling to matter is
stronger, the screening mechanism is also stronger, and
the scalar field can still be hidden from fifth-force exper-
iments. We can search for strongly coupled chameleons
in high-precision low-energy photon experiments |[19-24],
with ultra-cold neutrons [25-21], in precision atomic mea-
surements [28], in Casimir force experiments [29, 130],
with dark-matter direct-detection experiments [31], and
in particle colliders [32,133]. It has also been suggested
to look for strongly coupled chameleons produced in the
Sun [34,[35] and to seek chameleon signatures in observa-
tions of stars and galaxies [34-39], the cosmic microwave
background [40-42], and the 21 cm power spectrum [43].
These experiments exploit the fact that strongly coupled
chameleons interact strongly with matter particles and
photons in vacuum, so if an experiment or an astrophys-
ical observation is targeted at a diffuse environment, it
has the potential to see a chameleon signal. A number of
these experiments have been purposely designed to look
for chameleons [23, 130, 131, 135], while other results come
from exploiting measurements made for other purposes.

Chameleons with gravitational-strength couplings in
vacuum are harder to detect directly and are best sought
by searching for deviations from general relativity. Con-
straints on these theories come from laboratory searches
for modifications of gravity [44, 45] and from astrophysi-
cal observations, including constraining the effects of the
chameleon on the formation of structure and the cur-
rent matter power spectrum [46-49], on weak lensing
[50], and on the evolution of stars [51l]. We will summa-
rize the best constraints on chameleon theories in Section
[[IBL for our purposes, the essential constraint is that the
chameleon potential must have a steep section in which
small changes in the chameleon field (A¢ ~ 0.01 eV) lead
to significant changes in the chameleon potential and its
derivatives.

The chameleon potential was designed to provide the
chameleon screening mechanism and does not originate
from fundamental physics. An approach to construct-
ing a chameleon model from a KKLT compactification of
string theory was discussed in Ref. [52] and extended in
Refs. [53,154]; previous attempts to embed the chameleon
into UV-complete theories were unsuccessful [55, 56]. In

1 The original chameleon proposal allowed different matter fields
to have different couplings to the chameleon field. We restrict
our analysis to theories like f(R) gravity that have a universal
coupling, but we comment briefly on chameleons that couple
exclusively to dark matter in Section [VI

the absence of a UV-complete theory, chameleon gravity
is usually treated as an effective field theory that should
only be trusted at relatively low energies. Quantum cor-
rections to this theory have largely been ignored, even
though one-loop corrections to the chameleon potential
can be significant in laboratory environments [57], and
oscillations of the curvature scalar in f(R) gravity can
lead to particle production |58, 59].

In a recent letter [60], we exposed an additional quan-
tum instability in chameleon gravity: the chameleon’s be-
havior just prior to the time of Big Bang Nucleosynthesis
(BBN) triggers catastrophic quantum effects that trans-
fer most of the chameleon’s energy to perturbations with
momenta greater than 107 GeV. Increasing the strength
of the chameleon’s coupling to matter increases the en-
ergies of the generated perturbations, and chameleons
with matter couplings that are moderately stronger than
gravitational interactions experience trans-Planckian ex-
citations. In this work, we provide a more detailed treat-
ment of this phenomenon, including the derivations that
were omitted from Ref. [60]. We also extend our analy-
sis to power-law chameleon potentials and find that they
generate even more energetic perturbations than the ex-
ponential potentials studied in our earlier work.

The chameleon’s behavior in the early Universe was
first investigated in Ref. [61]. Of particular concern is
how much the chameleon scalar field evolves between the
time of BBN and the present day. Large variations in the
chameleon’s value can be interpreted as large variations
in particle masses, and yet we know that particle masses
at the time of BBN do not significantly differ from the
masses that we measure today [e.g. 62, [63]. Ref. [61]
found that the chameleon is driven toward its current
value prior to BBN, thus ensuring that the nucleon
masses are sufficiently close to their observed values that
BBN is unaffected, regardless of the chameleon’s initial
value (but also see Ref. [64]). Although the chameleon is
usually light while the Universe is radiation dominated,
the field is able to overcome Hubble friction and approach
its present-day value because it becomes momentarily
heavy whenever the Universe’s temperature equals the
mass of a particle species in equilibrium with the radi-
ation bath. We will discuss how these mass thresholds
dramatically perturb the dynamics of the chameleon field
in Section [Tt in summary, they kick the chameleon scalar
field closer to the minimum of its effective potential, thus
enabling it to approach the value it holds today.

We will show that these kicks are generally too ef-
fective; the chameleon reaches the minimum of its ef-
fective potential with a large velocity (¢ > MeV2)
and climbs up the steep part of its potential. Since
the chameleon potential changes significantly when the
chameleon value changes by 0.01 eV, these large veloc-
ities lead to rapid changes in the chameleon’s effective
mass, which generate perturbations via quantum par-
ticle production. These perturbations have sufficiently
high energies that they push chameleon gravity outside
its low-energy regime of validity, and quantum correc-



tions dominate the chameleon’s potential. Therefore, the
chameleon’s evolution during BBN cannot be understood
using only a low-energy effective field theory, which casts
doubt on chameleon gravity’s viability. Previous studies
of the chameleon’s evolution prior to and during BBN
[61, 164] treated the chameleon purely classically and con-
sequently missed these important quantum effects.

We begin by reviewing chameleon gravity in Section
[ we focus on the shape of the chameleon potential
and the chameleon’s dynamics in a radiation-dominated
Universe. In Section [[II, we present a novel solution
to the chameleon’s equations of motion in the presence
of the aforementioned mass-threshold kicks. We apply
this solution in Section [Vl where we consider how the
chameleon responds to the kicks generated by Standard-
Model particles, and we calculate the chameleon’s veloc-
ity when it reaches the minimum of its effective poten-
tial. In Section [Vl we show that these velocities lead to
non-adiabatic changes in the chameleon’s effective mass,
and we investigate the resulting particle production both
numerically and analytically. Finally, we discuss the im-
plications of our results and conclude in Section [VII Ap-
pendices [A] and [Bl provide further details about the kicks
from Standard-Model particles and the chameleon field’s
evolution at high temperatures, and we review the fun-
damental theory of quantum particle production in an
expanding Universe in Appendix

II. CHAMELEON GRAVITY

In chameleon gravity, the spacetime metric g,, that
appears in the matter Lagrangian is a conformal rescaling
of the metric g}, that solves Einstein’s equations:

guu _ 623¢/MP1 g:iw (1)
where 3 is a dimensionless coupling constant, ¢ is the

chameleon field, and Mp; = (87G)~'/2. The action for
this theory can be written as

2
+Sm (G Y] (2)

where g, is the determinant of the metric grw, R, is
its Ricci scalar, V(¢) is the chameleon potential, and
Sy, is the action for the matter fields. If we define
Ty, = (=2/y/=9x)05,/dgL", then varying this action
with respect to gy, yields the Einstein field equation
with a stress-energy tensor equal to the sum of 77, and
the stress-energy tensor for the chameleon field. Conse-
quently, g;,,, and T}, are respectively called the Einstein-
frame metric and stress-energy tensor. Meanwhile, the
matter fields couple to the Jordan-frame metric g, .
We can also define a Jordan-frame stress-energy tensor:
Ty = (—=2/v/=9)0Sm/dg"". The conformal relationship
between g,,, and g, implies that T}, = e1Bo/Mer i

Therefore, if the matter fields are perfect fluids with den-
sity p and pressure p, p, = e*¢/Mr15 and the equation
of state parameter w = p/p is the same in both frames.

A. The chameleon potential

The choice of the potential V(¢) is crucial to the
success of the chameleon mechanism, as it is the non-
linearities of the potential that allow the chameleon field
to hide from fifth-force experiments. Here we give a brief
review of the properties required of a chameleon poten-
tial. Due to the coupling between the chameleon field
and matter, the chameleon explores a wide region of its
potential, and its evolution is driven by the ambient en-
ergy distribution. First, it is necessary for there to be a
region of the potential that is close to being flat; if we
want the chameleon to be cosmologically relevant today,
then the field must have a very small mass in cosmological
environments. Second, the potential must have a steep
section to provide a barrier that limits the chameleon’s
excursion from its cosmological value in the interior of
the objects used in fifth-force searches. Such objects in-
clude the Earth, the Moon, the Sun, and laboratory test
masses.

To study such situations it is easiest to assume that
the source object is spherically symmetric, static, and
composed of non-relativistic matter. Then the equation
of motion governing the behavior of the chameleon in the
Einstein frame is

d?¢  2d¢ _dV . Bp.
dr2 " rdr d¢  Mpy

3)

Therefore, the chameleon’s evolution is governed by an
effective potential

Bops
Mpy

Verr(¢) = V(¢) + (4)
This effective potential has a minimum at ¢, where
V'(dmin) = —Bps«/Mpi, which implies that ¢,y depends
on the ambient matter density p.. At this minimum, the
effective mass of the chameleon field is

, AV

m- = —= .
2
d(b ¢=0¢min

(5)

For the chameleon mechanism to operate, m? must be

a positive and monotonically increasing function of the
density p, for all relevant densities. Since ¢p,i, increases
as the density decreases, V'’(¢) must be negative over
the range of accessible ¢ values.

It is not sufficient for the effective mass of the
chameleon to simply increase as the density increases;
screening the fifth force mediated by the chameleon
requires the mass to increase sharply. As discussed
above, V(¢) must be chosen so that, when the den-
sity approaches the cosmological background density, the



chameleon’s Compton wavelength approaches cosmologi-
cal distance scales. To show that the mass must be much
greater inside a test mass, we consider the condition for
the scalar potential well generated by a source to be shal-
lower than that source’s gravitational well. This condi-
tion, known as the thin-shell condition, guarantees that
the fifth force mediated by the scalar field will be much
weaker than the gravitational force [§, [9]. If the source
object has mass M, and radius R, then the thin-shell
condition is

(Poo — (bc) 87TMP2,1R
BMp M,

<1, (6)

where ¢, and ¢, are the positions of the minimum of
the effective potential inside and far outside the source
object, respectively. Since V" (¢) must be positive over
the relevant range of ¢ values,

Bpoo y BM.
_M—P1<<V(¢c+m>' (7)

To get a rough estimate of a bound on the mass of the
chameleon inside the source object [m2 = V" (¢.)], we
Taylor expand the right-hand side of this inequality. On
rearranging, and assuming po, < p., we find

6

Although this inequality only approximates the thin-shell
condition, it illuminates the essential component of the
chameleon screening mechanism: inside a source, the
chameleon is too massive to carry a force beyond the
source’s boundary. Since 1/R > H for all sources, there
must be a region of the chameleon potential that is much
steeper than the region probed by cosmological densities.
This feature of the chameleon potential will be crucial in
the discussion that follows.

B. Current constraints on chameleon models

Chameleon gravity is constrained by laboratory exper-
iments, gravitational tests in the Solar System, and as-
trophysical observations. The best current bounds on
the coupling parameter 8 come from laboratory exper-
iments that study diffuse systems in a vacuum. The
chameleon behaves as a very light scalar field within a
laboratory vacuum, and none of its effects are screened.
Consequently, precision measurements of very diffuse sys-
tems can detect signatures of the chameleon. The best
current constraint comes from measurements of atomic
energy levels in hydrogen [28], which would be perturbed
by the existence of a new chameleon force. These mea-
surements set an upper bound on the coupling parameter:
B < 10, For reference, gravitational-strength coupling
corresponds to 5 ~ O(1), and f(R) gravity theories have

B =1/6.

Constraints on the energy scale that controls the
chameleon potential, which we will denote M, are more
model dependent. The best constraints come from labo-
ratory searches for fifth forces and from Casimir experi-
ments. The E6t-Wash experiment currently provides the
best constraints on weakly coupled chameleon theories
(8 < 20) [44, 145]. Over a wide range of the parameter
space, however, these fifth-force experiments are not sen-
sitive to the chameleon. In these experiments, thin plates
are often used to shield electromagnetic forces, but unfor-
tunately, these plates often shield the chameleon forces
too. Experimental searches for Casimir effects do not use
such shielding; since they look for forces between parallel
plates held very closely together, they can be very con-
straining for chameleon theories. The constraints on M
typically depend on the value of 8 and the precise form of
the chameleon potential [18]. Tt is possible to make some
general statements, however: for power-law potentials of
the form V(¢) = M*™™¢~" and 8 > 0.1, searches for
Casimir effects and fifth forces constrain M < 0.01 eV.
For 0.1 < 8 < 10° the constraints on M are typically
much stronger in specific models; for full details of the
constraints on specific choices of the chameleon potential,
we refer the reader to Refs. |18, |44, [45].

In our analysis, we will consider both the power-law
potential and the exponential potential considered in pre-
vious studies of the chameleon’s cosmological evolution
[61]:

V(9) = M*exp K%)] 9)

with n > 0. If M ~ 0.001 eV, this potential provides the
vacuum energy required to drive cosmic acceleration at
late times. In low-density environments, ¢ > M, and
this potential is effectively a power-law potential plus a
constant. Therefore, it is subject to the same labora-
tory constraints as power-law potentials: M < 0.01 eV.
This potential meets all the requirements discussed in the
previous subsection: it is nearly flat when ¢ > M; it is
steep when ¢ S M; V() is always positive; and V"' (¢)
is always negative. Constraints on this potential were an-
alyzed in detail in Refs. [44, 45], where it was found that
if M is chosen to be the dark energy scale, constraints
from the E6t-Wash experiment demand fairly large val-
ues for n and B: roughly n 2 10 for 8 ~ 1, and n 2 4 for
B~ 10.

Finally, there is an astrophysical constraint on the
present-day cosmological mass of the chameleon (mq, in
the notation of the previous section) |65, 66]. Since the
chameleon force must be screened inside galaxies, galax-
ies must satisfy the thin-shell condition given by Eq. (6]).
Satisfying this constraint requires m../Hy 2 103, which
corresponds to 1/mq, < 10 Mpc. For both the power-law
potential [V (¢) = M**t"¢~"] and the potential given by
Eq. (@), this constraint implies that M < 0.073%/3 MeV
forn = 2, M < 26%* GeV for n = 4, and M 5
10003%/5 GeV for n = 6.



C. A cosmological chameleon

If the Universe is homogeneous and isotropic, then
the Einstein-frame and Jordan-frame metrics are FRW
metrics with conformally related scale factors (a =
eP9/Meig ) and proper times (df = e#?/Mridt,). In the
Jordan frame, the matter fields do not interact with
the scalar fields, so the matter stress-energy is con-
served: V,T", = 0 and p oc a~3(F%). It follows that
preGu=DBé/Mer o o 30T he energy density in radi-
ation is proportional to a;* in the Einstein frame, but
the Einstein-frame energy density in matter is not pro-
portional to a;3. While T¥', is not conserved in the Ein-
stein frame, the sum of T, and the stress-energy tensor
for the scalar field ¢ is conserved.

Varying Eq. (2] with respect to ¢ gives the chameleon
equation of motion

¢+3H.p = —%‘FM—P] oy (10)
o av 153
= Tde ]\/[—leR(E + fm)  (11)

where a dot represents differentiation with respect to Ein-
stein proper time ¢, and H, = a./a.. In the second
line, we have evaluated the trace of the stress-energy
tensor T}F u: p«r is the Einstein-frame energy density
of the cosmic radiation bath, f,, is the Einstein-frame
density of nonrelativistic matter divided by p.r, and
Y = (p«r — 3p«Rr)/p+Rr, Where p,g is the Einstein-frame
pressure of the radiation bath. Since both f,, and X are
ratios of elements of the stress-energy tensor, the confor-
mal relationship between T#, and T, implies that these
ratios are the same in the Einstein frame and the Jordan
frame, so f,, and X may be evaluated using Jordan-frame
energy densities and pressures. As in Eq. [@l), we can use
Eq.([[) to define an effective potential for the chameleon,
which is minimized when ¢ = ¢nin. If M ~ 0.001 eV,
@min < M in the pre-BBN Universe.

If the radiation bath only consisted of photons, then
> would be zero. In the early Universe, however, sev-
eral massive particles were in thermal equilibrium with
the photons, and we include the energy densities of these
particles in p,r. When the temperature of the radia-
tion is much larger than the mass of the particle, these
particles are relativistic, and their contribution to X is
zero. As the radiation cools, the particles’ pressure de-
creases faster than their energy density and their con-
tribution to ¥ increases. When the temperature is much
less than the mass of the particle, the particles are Boltz-
mann suppressed and their contribution to ¥ decreases
again. Therefore, each species of massive particles makes
a contribution to ¥ that peaks when the temperature of
the radiation bath is nearly equal to the mass of the par-
ticle. In Appendix [Al we evaluate (p; — 3p;)/pr for a
particle with mass m; and g; degrees of freedom that is
in thermal equilibrium with a radiation bath at temper-

ature Ty [67-69]:

. N2 oo 2 _ (., 2
Si(Ty) = 15 g (ﬂ) / u? — (mi/Ty) du,
m Jx (TJ) Ty mi/Ty et +1

(12)

where ¢.(Ty) = pr[(7?/30)T7]~! is the number of rela-

tivistic degrees of freedom. In the denominator of the

integrand, the + sign applies to fermions, and the —

sign applies to bosons. While m; ~ T; and X # 0, the

chameleon experiences a force that drives it to smaller ¢
values; ¥ effectively “kicks” the chameleon.

To numerically solve the chameleon’s equation of mo-
tion, we will need to specify how the Jordan-frame tem-
perature depends on a, and ¢. It is useful to consider the
entropy density of the radiation bath, sg = (pr+9r)/T,
and to define g.g = sg[(27?/45)T3]~'. Entropy conser-
vation in the Jordan frame implies that g.s(7;)a*T? is
constant, which gives us an (implicit) expression for Ty
in terms of Einstein-frame variables, including the values
of a. and ¢ at some fixed time [¢(a.;) = ¢;], and the
Jordan-frame temperature 7;; at that same time:

L Qx5
Ty lgues(T)]* = [gus (Tg)]"/7 Ty s GO Mm =,

(13)
We evaluate g.g(7Ty) for the Standard Model particle
spectrum (see Appendix [Al for details), and then we nu-
merically invert the function f(T) = T x [g.s(T7)]'/?
to obtain T);. The initial temperature T;; is chosen so
that ¥ + f,, < 1 for Ty > Ty;. We expect that the
chameleon is at rest prior to the onset of the kicks, be-
cause any velocity it may have obtained during reheating
would be damped by Hubble friction [61]. In this case,
the chameleon will remain at rest while ¥ + f,, < 1, so
its subsequent evolution does not depend on the specific
value of Ty ;.

We assume a rather generic initial condition for ¢:
M < ¢; S Mpy). For ¢ S M, the chameleon potential
is very steep, and if ¢ is less than ¢, in the early Uni-
verse, the chameleon will quickly roll to larger field val-
ues, where it will eventually stick due to Hubble friction.
This evolution was demonstrated explicitly in Ref. [61];
if ¢; is less than ¢, prior to BBN, then the driving
term from the chameleon potential dominates over the
frictional Hubble term, and the field rolls until it stops
at a value

(bstop = GQ((;)Mp], (14)

where QE;) < 1 is the initial fraction of the Universe’s
energy density in the chameleon field. For the purposes
of our analysis, ¢; = ¢stop in this scenario, and thus
we expect ¢; S Mpy if ¢ ~ Py during inflation, when
Omin K M. Tt is also conceivable that ¢ had an initial
value that far exceeded M. We still restrict our analysis
to ¢; < Mp; because we expect that matter loop correc-
tions will significantly renormalize the bare chameleon
potential for larger field values. We note, however, that



our analysis is applicable to larger values of ¢; if one is
willing to consider ¢; > Mp) in spite of these concerns.
In fact, we will frequently set ¢; > Mp; in Section [V]in
order to illustrate how far the chameleon rolls during the
kicks.

A change of variables facilitates our analysis of the

chameleon’s evolution. We define a new time variable:
p = In(as/a.;), and we use a prime to denote differenti-
ation with respect to p. We also define a dimensionless
scalar field ¢ = ¢/Mp;. With these definitions, and us-
ing the Friedmann equations in the Einstein frame, the
equation of motion for ¢ [Eq. [II] becomes

" ’ X+ fm (‘P/)2 A% Y+ fm
ored { (10550 [ 5+ g (- 55§ -

where we have dropped O(f2) terms. The first Friedmann equation also implies that

1 3

H2MZ, ~ por(L+ fm) + V

_ =dV/dy (¢')? |14
mg [1_ 6 3w T
(15)
(¢')?
[1— - ] (16)

which we can use to eliminate H? from Eq. (If). We can further simplify the chameleon’s equation of motion by
noting that ¥ < 0.1 and f,,, < 1076 prior to BBN (see Section[[V]). Therefore, we can approximate 1+ f,, ~ 1+ ~ 1,

which leaves

2V

90/I+90/ |:1 _

Finally, to close the system of equations, we note that
Eq. (I3) implies that
2 .

7T g+5(T4)

PxR = %9*(TJ) {m

4/3
] T‘}ie‘l(ﬁ“’i*p), (18)

which explicitly shows that, if there are no changes in the
number of relativistic degrees of freedom, p.r o< a;* as
expected.

In the next two sections, we use this system of equa-
tions to examine the evolution of the chameleon field
during the radiation-dominated era. In the absence of
massive particles, so that both ¥ and f,, are zero, ana-
lytically solving Eq. ([T for M < ¢; S Mp) reveals that
any initial field velocity possessed by the chameleon will
quickly damp away to zero, and the field will freeze at
a value ¢ > ¢nin that is fixed by its initial conditions
[61]. We will see that the kicks dislodge the chameleon
and send it rolling toward the minimum of its effective
potential.

IIT. THE SURFING SOLUTION

In this section, we analyze the chameleon’s response
to the kicking function ¥ analytically, and we expose a
new solution to its equation of motion. First, we simplify
Eq. (T0) by noting that V(¢) < p«r while ¢ & M in the
early Universe. Second, we assume that ¢ > ¢nin, as is
the case for the range of initial conditions that we con-
sider (M < ¢; < Mpy), so that the dV/dp driving term
in Eq. (I7) is negligible compared to the driving term

(o5

(17)

v
p*R+V_3B(1_p*R+V>(E+fm)]'

from ¥. Finally, we neglect the background density of
non-relativistic matter f,,. These approximations sim-
plify the system and allow us to analytically examine the
dynamics of the kicks. However, it is not necessary to
make such assumptions in order to study the evolution
of the chameleon kicks numerically, and the numerical
results of the next section do not require such assump-
tions. Working with the simplified system, the chameleon
equation of motion (7)) is approximately

@’ /
1= (2)7/6 + ¢’ = =3B%5(Ty).
In deriving this equation, we have assumed that ¢’ < v/6,
which is equivalent to assuming that the chameleon’s ki-
netic energy is less than the critical density of the Uni-
verse.

Recall that the Jordan-frame temperature T’y is given
by Eq. (I3)) as a function of the Einstein-frame scale fac-
tor, the scalar field value, and the number of relativistic
degrees of freedom:

(19)

Tylges(T)]Y? = Tyilges(Tya)] /2P 9e™ - (20)
The dependence of the Jordan-frame temperature on the
chameleon field is important because it allows the exis-
tence of a novel solution to the chameleon equation of
motion, which we call the surfing solution:

(p - ps)

@:@S—Ta (21)

where p; is the time at which the surfing behavior begins,

Efm),



and the value of the field at this time is
= $i— 5 — 7 22
vs=pi= 5 =g (22)

where A is a constant. Inserting this ansatz for ¢ into
Eq. (20) yields

Tylges(To)]"? = Tyilges ()] 2e, (23)
which implies that the Jordan-frame temperature is con-

stant while the chameleon follows the surfing solution.
We call this constant value of T'; the surfing tempera-

ture (7Ts). Since the surfing solution has ¢” = 0 and
¢ =—1/8, Eq. [2I) solves Eq. (I9) provided that
S(T) = 55 29
s) — 352 .

Therefore, for a given kick function ¥, the surfing temper-
ature is determined by 8, and then \ is set by Eq. (23).
Notice that the existence of the surfing solution is in-
dependent of the form of ¥ and the temperature of the
Universe at the time of the kick. Variationsin ¥ and T’y ;
only vary the parameter A for the surfing solution. As
(Ty) is a bounded function, a value of T, that solves
Eq. [24) does not exist for all values of 5. The maximum
value for ¥ in the Standard Model is Y. ~ O(0.1)
(see Appendix [Al and Fig. @), so we can expect surfing
solutions for 8 2 O(1).

On the surfing solution, the value of the scalar field
decreases with time p, so eventually the field value ap-
proaches ¢min, and the bare scalar potential is no longer
negligible. At this point our approximations break down,
and the surfing solution ceases to exist. It is important
to stress, however, that once the chameleon reaches the
surfing solution, it will remain on that solution until the
scalar field gets close to the minimum of its effective po-
tential. The name “surfing solution” was chosen because
the chameleon field surfs the wave of the kick function
all the way to the minimum of its effective potential.

While the chameleon is surfing, the Jordan-frame scale
factor @ = eP?a, remains constant, and the Jordan-frame
Universe is static. The Einstein-frame scale factor does
continue to increase, but this expansion has no observ-
able effects on particles or Jordan-frame energy densities.
The surfing solution effectively pauses the evolution of
the Universe from the time the Jordan-frame tempera-
ture reaches the surfing temperature to the time when
@ ~ ¢min- Despite the interruption in the Jordan-frame
expansion, we stress that time in both the Jordan and
Einstein frames continues to evolve forward during the
surfing phase.

The surfing solution is relevant for the cosmological
evolution of the chameleon field only if it is an attrac-
tor in the space of solutions. Otherwise, the field only
surfs the kicks if an unlikely fine-tuning of initial condi-
tions occurs. It can be seen that the surfing solution is
reached regardless of the initial value of ¢ by noting that,

while V() can be neglected, the equations of motion are
invariant under the transformations

o = o+C (25)
p = p—pBC (26)

for constant C. Therefore, all initial values for ¢ are
equivalent up to a time translation; changing ¢, or,
equivalently, changing T;; changes the value of ps and
A but does not change the existence of the surfing solu-
tion or the surfing temperature.

To see that the surfing solution is an attractor as the
initial field velocity is also varied, it is easiest to solve
the field equations numerically and plot the phase por-
traits, as shown in Fig. [l We take numerical values of
the parameters that approximate the kick coming from
the electron and positron (discussed in more detail in
Appendix [A): ¢; = 4 and g.s = g. = 10.75. With
these parameters, the maximum value of the kick func-
tion is Max[X(T)] = 0.062, so surfing solutions exist for
all # 2 2.3. In Fig. [, we show phase portraits both
for 8 = 2, for which a surfing solution does not exist,
and 8 = 3, which has a surfing solution. We consider
initial field velocities with |} < /3, as is required to
prevent the scalar field’s kinetic energy from dominating
the Universe (0 b < 0.5). When generating these figures,
we have omitted V' (¢), so there is nothing preventing ¢
from going negative.

The top panel of Fig. [, with 8 = 2, shows that the kick
moves the chameleon field to smaller values if ¢ < 1,
and in all cases, the field’s velocity goes to zero after
the kick passes. In the bottom panel, we see that all
chameleons with ¢; < 1 (corresponding to €2; < 1/6)
end up on the surfing solution, with ¢’ = —1/8. These
plots show that, when the surfing solution exists, it is
an attractor in the space of solutions for all except the
largest positive values of ¢;. Although we only display
phase portraits for one particular choice of parameter
values, this behavior persists for surfing solutions over
the whole range of parameter space for 3.

IV. KICKS FROM THE STANDARD MODEL

We now consider how the chameleon responds to the
kicks generated by the Standard-Model particle spec-
trum. As described in Appendix [Al we evaluate ¥ by
summing contributions from the particles in the Stan-
dard Model, including a Higgs particle with a mass of 125
GeV. Figure 2 shows the resulting X(7Ty). We see that
the individual kicks from different particles are not dis-
tinct events; instead, the Standard-Model particles pro-
duce four “combo-kicks.” Each combo-kick has a larger
amplitude than the previous kicks because each particle’s
contribution to ¥ is suppressed by a factor of 1/g.(T)
(see Eq. I2), and the number of relativistic degrees of
freedom decreases as the Universe cools. The discontinu-
ity between the second and third combo-kicks arises from
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FIG. 1: Phase portraits for the chameleon’s response to a
single kick. The top plot shows non-surfing evolution, with
B = 2, and the bottom plot shows the surfing solution with
B = 3. Other parameters are kept the same between plots;
9i/g9« = 4/10.75 and m;/Ts; = 1/25. The black dashed line
in each plot shows ¢’ = —1/f, which is the surfing solution
when such a solution exists. The colored solid lines show the
evolution of the chameleon field for different initial values of
¢'; the colors of the lines are to help the reader distinguish
between curves and have no physical meaning. We take the
initial value of the field to be ¢; = 1.5 and show twelve so-
lutions to the chameleon equation of motion with different
initial values of ¢’ equally spaced between -2 and 2.

the QCD phase transition, which we assume happens in-
stantaneously at a temperature of 170 MeV.

The longest pause between kicks occurs prior to the
last kick, when ¥ reaches a minimum value of 0.00026
at a temperature of 7.4 MeV. Even at this temperature,
3 is much larger than the matter fraction f,,. More-
over, even if we assume that the current matter content
of the Universe, including dark matter, is decoupled and
nonrelativistic at all temperatures, f,, < % for all tem-
peratures greater than 50 keV. Therefore, f,, does not
affect the chameleon’s evolution during the kicks, and we
do not consider it further.

Our calculation of X(T) at temperatures above 100
MeV is an incomplete treatment that provides a minimal
value for the kick function. First, it underestimates 3(T)
during the QCD phase transition. Lattice QCD calcula-
tions indicate that contributions from other hadrons and
interactions between fields cause ¥ to increase sharply
during the QCD phase transition, reaching values be-
tween 0.2 and 0.4 [70-72]. Due to the discrepancies be-
tween different lattice QCD calculations of 3, we choose
to neglect these additional contributions. We note, how-
ever, that this additional peak in the kick function would
lower the minimal value of 8 required for the surfing so-
lution, and it would enhance the impact velocity of the
chameleon field for models that reach the minimum of
their effective potential at temperatures below 400 MeV.
Second, we do not include contributions from particles
beyond the Standard Model; if nothing else, the dark
matter particle should contribute to ¥. Third, we ne-
glect the electroweak phase transition and use the parti-
cle spectrum given in Appendix [A] at high temperatures.
Ref. [72] showed that this approximation differs only
slightly from a one-loop treatment of electroweak thermo-
dynamics [73] for temperatures less than 100 GeV, and
the approximation is accurate within an order of magni-
tude for temperatures between 100 GeV and 300 GeV.
At these high temperatures, the potential contributions
from beyond-Standard Model particles dwarf our calcu-
lation of X(7T'), making our neglect of the electroweak
phase transition irrelevant. Finally, we do not include
the QCD trace anomaly |74, [75]. In the perturbative
regime of QCD (i.e. energies above 100 GeV), the QCD
trace anomaly implies that (p«r — 3p«r)/p+r =~ 0.001
even if all components of the plasma are relativistic. At
temperatures less than the electroweak phase transition,
this contribution to ¥ is much smaller than the contri-
butions from the Standard-Model kicks, and it does not
significantly affect the chameleon’s evolution if f < 5.
For more strongly coupled chameleons, we show in Ap-
pendix [B] that the trace anomaly significantly increases
the chameleon’s velocity toward the minimum of its ef-
fective potential.

In Section [[ITl we showed that chameleons with 8 >
V1/(38max), where Yjax is the maximum value of
3 during the kick, will “surf’ the kick and approach
the minimum of the effective potential with a velocity
d¢/dna, = —Mpy/3. The amplitude of the first combo-
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FIG. 2: The kicking function ¥ = (p«r — 3p«r)/p«r as a
function of the Jordan-frame temperature. X deviates from
zero when the temperature falls below the mass of a particle
that is in thermal equilibrium with the radiation bath: see
Eq. (I2). The kicking function shown here includes contribu-
tions from all the Standard-Model particles, including a Higgs
particle with a mass of 125 GeV. The dashed curves show the
contributions to ¥ from individual quark species; the dotted
curves show the contributions from individual boson species;
and the dot-dashed curves show the contributions from indi-
vidual lepton species. The discontinuity at a temperature of
170 MeV corresponds to the QCD phase transition.

kick (due to the top quark and the W, Z, and Higgs
bosons) implies that all chameleons with 8 > 3.05 can
surf this kick, but numerically solving Eq. ([7) reveals
that the chameleon reaches the surfing solution during
the first kick only if 8 > 3.07. If 8 < 3.07, then the
first combo-kick will push the chameleon toward the po-
tential minimum, but as the Jordan-frame temperature
cools, 3 will decrease, and the chameleon will eventually
come to a halt at a new position. When we consider non-
surfing chameleons later in this section, we will compute
how far the chameleon moves during a kick that it can-
not surf. For now, let us assume that the value of the
chameleon prior to the first combo-kick was sufficiently
large that ¢ > ¢min after the passage of all the kicks that
the chameleon cannot surf. In that case, the chameleon
will surf subsequent kicks if 5 > /1/(3Xmax) for these
kicks. Chameleons with 5 > 1.82 can surf the final kick,
which occurs when the electrons and positrons become
non-relativistic. Since this kick has the largest ampli-
tude of the four combo-kicks we consider, chameleons
with 8 < 1.82 cannot surf. As previously mentioned,
however, the peak in 3 due to the QCD phase transition
would extend the surfing solution to smaller values of 5.

The existence of the surfing solution guarantees that all
chameleons with 8 > 1.82 will be kicked to ¢ < ¢min, re-
gardless of their initial field values. If 5 > 3.07, then the
chameleon surfs the first combo-kick, and it approaches
the minimum of its effective potential with a constant
velocity. If 1.82 < 8 < 3.07, then the chameleon’s veloc-
ity at ¢ ~ ¢nin depends on its value prior to the kicks
(¢i). If ¢; is greater than the displacement caused by
the previous kicks, then the chameleon will reach the
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FIG. 3: The value of |$| and Ts when ¢ < Mp, for chameleons
that follow the surfing solution described in Section [[TIl This
scenario is unavoidable if 5 > 3.07, and it also applies to
smaller values of g if the initial value of ¢ is sufficiently large.
The computation of these velocities does not include the con-
tribution to X from the QCD trace anomaly and also ignores
the electroweak phase transition.

minimum of its effective potential by surfing the first
kick for which S > 4/1/(3%max), and it too will ap-
proach ¢min with a constant velocity. For all surfing
chameleons, the chameleon’s velocity depends only on
B: d¢/dlna, = —Mp1/S and

- ? [ 9:(T})
=712, [T | 2= 27
‘¢<<Mpl *\ 15 [6[32 - 1]’ (27)

where T, is the temperature in the Jordan frame dur-
ing the surfing phase: X(T5) = 1/(35%). In deriving this
equation, we assumed that exp[48¢/Mpi] ~ 1 so that we
could equate p.gr to the radiation density in the Jordan
frame. Therefore, this equation is only applicable when
Gmin S ¢ < Mp,. Figure B shows ¢ and T, for the
surfing solution given the Standard-Model particle spec-
trum and no contribution from the QCD trace anomaly.
We see that ¢(8) is a smooth function for 8 > 3.07;
these chameleons surf the first kick. Chameleons with
1.82 < B < 3.07 values must wait for X(7Ty) to equal
1/(38%) near the peaks of subsequent kicks. Since there
are no surfing solutions in the gaps between the kicks,
T,(8) and ¢(f5) are discontinuous for g < 3.07. If
B > 4.5, then the surfing temperature T exceeds 150
GeV, and the chameleon is sensitive to the details of the
electroweak phase transition and the QCD trace anomaly.

Since ¥ decreases as the temperature increases for
T; > 100 GeV, adding the trace anomaly will increase
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FIG. 4: The evolution of the chameleon field for several values
of the coupling constant 8. The solid curves show ¢(p)/Mp1,
where p = In(a«/a;) marks the expansion in the Einstein
frame. The dotted curves show 50X(p). If 8 < 1.82, then
the chameleon cannot surf, and each kick displaces ¢ by a
finite amount. If 8 = 2.0, then the chameleon surfs the third
kick after being displaced by the first two kicks. If g > 3.07,
then the chameleon surfs the first kick. During the surfing
phase, ¢'(p) = —Mp1/3 and ¥ is constant.

the value of T that satisfies 3(Ts) = 1/(33?) for a given
value of 5. From Eq. (27), we see that (b o T2, so the
trace anomaly increases the value of |¢| during the surf-
ing phase. The trace anomaly can have a more profound
impact if its contribution implies that ¥ > 1/(3/3?) at all
temperatures. This scenario is discussed in Appendix [B]
where we show that a constant high-temperature plateau
in ¥ with ¥ > 1/(34?%) implies that the temperature in
the Jordan frame increases as the chameleon rolls toward
the minimum of the effective potential, leading to a dras-
tic increase in |¢| compared to the values shown in Fig.
Furthermore, the inclusion of kicks from massive parti-
cles beyond the Standard Model will also increase ¥ at
high temperatures, and consequently, Ty and |¢|. There-
fore, the |¢| values shown in Fig. B should generally be
considered lower bounds.

As previously mentioned, chameleons with 1.82 < 5 <
3.07 can only surf the second, third, or fourth kicks if the
earlier kicks leave ¢ > ¢nin. The numerical solution to
the chameleon equation of motion for f = 1.83 confirms
that the chameleon surfs the last kick; it rolls 3.5Mp) to-
ward ¢min during the first three kicks, and then its veloc-
ity reaches a value of d¢/dIna, = —Mp1/8 = —0.54Mp
near the peak of the last kick. The chameleon main-
tains that velocity until the surfing solution is no longer
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valid (¢ < ¢min). If B = 1.99, just below the thresh-
old for surfing the third kick, then the chameleon rolls
13.5Mp; toward ¢nin before it begins to surf the last
kick. Chameleons with 2.00 < 8 < 2.73 will surf the
third kick, and they roll between 1.5Mp; (for 5 = 2.0)
and 25.5Mp; (for § = 2.73) during the first two kicks.
Finally, chameleons with 2.74 < g < 3.06 will surf the
second kick. The displacement of the chameleon due to
the first kick depends on the electroweak phase transi-
tion; the higher the temperature at which the top quark
becomes massive, the larger the displacement. For all
2.74 < 8 < 3.06, however, the chameleon will roll more
than Mp) during the first kick, even if ¥ = 0 at temper-
atures greater than 150 GeV. In summary, chameleons
with 1.83 < B < 3.07 can only surf if the initial value
of the chameleon significantly exceeds Mp;. For smaller
values of ¢;, the chameleon will reach ¢ ~ ¢n,;, before it
can surf.

Figure @ shows the evolution of the chameleon field for
several values of 5. If 8 < 1.82, the chameleon expe-
riences four rolling episodes, corresponding to the four
combo-kicks produced by the Standard-Model particles,
and then it stops rolling when T < 1075 GeV and ¥ ~ 0.
In Fig. [ we purposefully chose large values for ¢; so that
@ > pmin during all four kicks. In this case, the total
displacement in the chameleon field produced by X(7T)
does not depend on ;. We refer to this displacement as
Ay, and it is a function of 5 alone.

Earlier treatments of the chameleon’s response to the
kicks |61] obtained an analytic estimate of Ag by neglect-
ing the Jordan-frame temperature’s dependence on . If
we assume that e?(¥i=¢) ~ 1 in Eq. (I3), then Eq. ()
may be integrated twice to obtain ¢(p):

)~ =38 [ 5 [ 8l =ouada, (29)

where the subscript “1” indicates that this is the first-
order solution, derived assuming that 5(p; — ¢) ~ 0. In
deriving this expression, we assumed that ¢ > @i, dur-
ing all four kicks so that we can neglect V'(¢) in Eq. ({IJ).
If we also neglect changes in the number of relativistic
degrees of freedom and take Ty = Ty,e”P, we can ana-
lytically evaluate Ap. First consider a single kick, with
¥(Ty) given by Eq. [I2)) for one species with mass m;
and ¢; degrees of freedom. If the chameleon is initially
at rest,

ASDS 1591/ dy/ Ti (29)

— 2
/ VU2 g, (30)
IESE
where it is best to evaluate g. at T; = m;/2.45 for

= m,;/2.30 for bosons because 74 reaches
Remarkably, this

fermions and T’y
its maximum at these temperatures.



FT T T T ‘ T T T T ‘ T T T T
r —T(olplp)
(¢,p)

¢ ©

o

~
‘\\\‘\\\‘\\\‘\\\‘\

0 5 10 15 20 25
p=In(a./a,)

FIG. 5: The evolution of X(p) for 8 = 1.5. For both curves,
3(Ty) is shown in Fig. ] but the two curves evaluate T
differently. The solid curve uses the numerical solution ¢(p)
when evaluating 7’7 (¢, p), while the dotted curve evaluates T';
assuming that ¢ = ¢;. Neglecting the displacement ¢ under-
estimates Ty(p), which shortens the duration of the kicks in
the Einstein frame.

integral can be evaluated analytically:

5 gi 7/8) ’ (31)

-

where the top number applies to fermions, and the bot-
tom number applies to bosons. Since ¢1(p) is linearly
dependent on X(T), we can obtain the total field dis-
placement by summing over all the contributions from
the Standard Model. We find that Ap = —1.45p5.
Meanwhile, numerically evaluating Eq. (28] gives Ap; =
—1.5773; the difference arises because the evaluation of
Ay fully accounts for the changes in the number of rel-
ativistic degrees of freedom when evaluating (7)) and
T5(¢ = ¢i,a). Since the cooling of the Jordan-frame ra-
diation is slowed by the energy injected by annihilating
particles (T;(p) > Tj;e P after the first kick), each kick
lasts a little longer (in terms of the Einstein clock p) than
it does if changes in g. are neglected. The extra dura-
tion of the kicks in the Einstein frame leads to a slightly
larger displacement of the chameleon field.

A similar effect implies that Ag; will not accurately
describe the chameleon’s displacement if SAp & 1. In
this case, exp[B(p; — )] is significantly greater than one
during the kicks. Consequently, T'j(p) > Ty e~ P after the
first kick [see Eq. (I3)], and X is nonzero for a larger range
of p values. This dilation of X is illustrated in Fig. [
which shows 3(p) using both Tj[é(p),p] and T;(p) =
T;(¢ = ¢i,p) for § = 1.5. The longer duration of the
kicks in the Einstein frame increases Ay; for example, if
B8 = 1.5, Ap; = —2.355, but Fig. [ shows that Ap =
—3.5. A more accurate analytical estimate for Ay can
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FIG. 6: The total displacement of the chameleon field as a
function of 5. The bottom solid curve shows the numerical
results. The dotted line shows the first-order approximation:
Ap1 = —1.578, and other curves show higher-order analytical
solutions obtained by iterating Eq. ([32)).

be obtained by iterating the solutions to Eq. (28):

punlp) = o= =38 [ 5 [ (010 = 6,0 a)de

(32)
Figure [6] shows Ap1, Aps, Aps, and Apy for different
values of 8 and compares them to the full numerical so-
lution for Ap. We see that the analytical approximations
always underestimate Ay, but the first-order approxima-
tion Ay is accurate to within 10% for 8 < 0.9, and Ay
is accurate to within 10% for 8 < 1.7. As 3 approaches
1.83, |Ay| increases rapidly and higher-order analytical
approximations are required. The surfing solution, which
corresponds to Ap = —o0, is the extension of this pat-
tern.

We have shown that all chameleons with 5 > 1.83 or
w; < Ay will reach ¢ S @min during the kicks. There is
an additional constraint, however: the chameleon must
satisfy ¢ < 0.1/ prior to the last kick to ensure that
Einstein-frame particle masses do not vary by more than
10% between now and BBN [61]. The last kick is the
most powerful kick; it alone displaces the chameleon by
at least |Api| = 0.565. Therefore, if 5 > 0.43, then
requiring that ¢ < 0.1/ at the onset of BBN implies
that the last kick will take the chameleon to ¢ < @Ymin-
For smaller values of 3, the chameleon can avoid reaching
¢ S Pmin while satisfying the BBN constraint only if

(x +0.56)8 < p; <zB+ %, (33)

where

Y gi o 7{8 . (34)
()

m; >3 MeV G T = 2.30

(If we only include the usual ensemble of Standard-Model
particles, z ~ 1, but there may be additional parti-
cles that we have not considered.) If 3 = 1/v/6, which
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FIG. 7: The velocity of the chameleon field when it reaches
the minimum of its effective potential as a function of its
initial value ¢; and the coupling constant 5. The white re-
gion at small 8 values depict models that are not kicked to
the minimum of the effective potential. Chameleons that lie
within the “BBN excluded” region do not satisfy the con-
straint ¢/Mp1 < 0.1/ after the first three kicks and therefore
endanger the success of BBN.

corresponds to f(R) gravity, then this condition implies
0.23 5 (p; —xf) < 0.245, which is a very finely tuned
initial condition! We conclude that the chameleon can
only avoid being kicked to ¢ < ¢min if 8 < 0.43 and ¢;
is within the limited range given by Eq. ([B3).

Having established that the kicks almost always take
the chameleon to ¢nin, we now consider the chameleon’s
velocity when it reaches the minimum of its effec-
tive potential: ¢ = MpH.¢' ~ ¢'\/pir/[3 — 0.5(¢")?]
for p.r > V(o). Since ¢min < Mpl, p«r at impact
is nearly equal to the Jordan-frame radiation density:
p = (7%/30)g.(T;)T+. During the kicks, ¢’ never ex-
ceeds 0.55, so (;5 ~ T2y, where T is evaluated when
¢ = Pmin. Figure[7 shows how the chameleon’s velocity
when ¢ < Mp; depends on 5 and the chameleon’s initial
value ¢;. In most cases, chameleons with larger initial
values will reach ¢p,;n with smaller velocities because the
Jordan frame will have longer to cool prior to impact.
Surfing chameleons are an exception to this rule because
T; 2 Ts when they reach ¢nin, regardless of the initial
field value. For a given value of ¢;, increasing £ always
increases the impact velocity; for nonsurfing chameleons,
increasing 8 generally increases both |¢'| and Ty at im-
pact, while for surfing chameleons, increasing 5 increases
the surfing temperature T (see Fig.[3]), which more than
compensates for the reduction in |¢’|. The key result of
this section is that || > M? when ¢ ~ ¢uin: at im-
pact, Ty 2 0.5MeV and ¢’ is nearly always > 0.02, so
|| > 5 x 1072 GeV? in all but a few finely tuned cases.
Moreover, |¢| is usually much larger; for instance, a surf-
ing chameleon with 8 > 3.07 has |¢| > 4000 GeV? when
it reaches the minimum of its effective potential.
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V. PARTICLE PRODUCTION

In the previous section, we derived the velocity im-
parted to the chameleon by the kicks, and we showed
that |¢| > M? when the chameleon reaches the minimum
of its effective potential (¢ =~ @min). While ¢ & dmin,
we can neglect the chameleon’s bare potential V(¢), but
V(¢) becomes important when the chameleon rolls to
smaller values. The chameleon will climb up its bare po-
tential until it exhausts its kinetic energy, and then it
will roll back toward the minimum of its effective poten-
tial. During this rebound, V" (¢) changes rapidly, and
the chameleon condensate cannot adjust its mass adia-
batically. Instead, we will show that the rapid changes in
mass excite high-energy perturbations in the chameleon
field.

A. A first look at the rebound

Since the rebound occurs when ¢ < @min, We must
first determine the value of ¢y during the kicks. From
Eq. (), we see that the value of @iy in the early Uni-
verse is determined by the value of p.r3. Specifically,

B ﬁ w2 4
P e 2 (i) s (35
Mp PR Mp, \ 3097 (35)

VI(¢min) =
we can make the approximation p.r ~ p because @i
is always much smaller than Mp,. After the electroweak
phase transition, p3 monotonically decreases as the Uni-
verse cools, so ¢nin, moves to larger values as the kicks
progress. At the peak of the final kick, T; = 0.16 MeV
and p¥ = 32gcm ™3, which exceeds the mean density of
the Earth. Since the Earth must satisfy the thin-shell
condition discussed in Section [TAl the chameleon’s re-
bound after it is kicked past ¢min will sample the steep
part of the chameleon’s potential. For the exponential
potential given by Eq. (@) and inverse-power-law poten-
tials [V (¢) = M"t4¢~"] with M = 1072 eV, ¢min S M
while Ty & 0.16 MeV. For example, if n = 2 and § = 2,
then ¢, increases from 0.14M to 0.62M between the
peaks of the first and the last kicks if the potential
is exponential, and it increases from (5.3 x 1079)M to
0.26 M if the potential is an inverse power law. Since
the chameleon potential diverges as ¢ approaches zero,
the change in ¢ during the rebound must be less than
M. Later in our analysis, we will see that quantum par-
ticle production starts while ¢min < ¢ S M, so we will
broaden our definition of the rebound to include all times
while ¢ S M.

We can estimate the duration of the rebound as
At ~ M /¢, where ¢ is the velocity imparted by the kicks.
In the previous section we showed that ¢ ~ T}; it follows
that the duration of the rebound is much smaller than the
Hubble time: H,At ~ M /Mp). Consequently, the expan-
sion of the Universe will not affect the evolution of the
chameleon during the rebound, and p.r> will not change



significantly during the rebound. During the rebound,
the matter coupling induces a change in the chameleon’s
velocity A¢ ~ —(8/Mp1)p«rEAt. Since p.r ~ T7 and
At ~ M/T?, the fractional change in the chameleon’s
velocity is minuscule: A¢/¢ ~ M/Mp. A more detailed
analysis of the chameleon’s equation of motion while
¢ > ¢min for both surfing and nonsurfing chameleons
confirms these estimates; while the chameleon moves
a distance A¢ ~ M, neither Hubble friction nor the
chameleon’s coupling to matter changes its velocity sig-
nificantly (A¢/¢ ~ M/Mp in all cases). Therefore, we
will neglect both Hubble friction and the chameleon’s
coupling to matter while analyzing the rebound. We as-
sume that the chameleon starts at ¢ ~ M with a velocity
¢ar, which is determined by the chameleon’s value prior
to the kicks and the value of 3, as shown in Fig. [1
In Appendix [Cl we show that a plane-wave perturba-
tion in the chameleon field with a comoving wavenumber
k has an effective mass
1
G =K+ (3) - T )

a

where 7 is conformal time, ¢ is the spatially averaged
value of the chameleon field, and we have dropped the
subscript * on the scale factor a because we will work ex-
clusively in the Einstein frame throughout this section.
We will also no longer use the variable p = In(a./a;),
and primes will denote differentiation with respect to
the function’s argument. We show in Appendix [C] that
perturbations in the chameleon field are excited when
wi(T)/w? =2 1. While the Universe is radiation domi-
nated, a”(7) = 0, and

3 .

o V@6 +2mvE@)], (1)
Wk

We recall that Vg (@) = V/(¢) + (8/Mp1)p«rX(Ty), and
the contribution from the bare potential dominates when
¢ < Gmin, by definition. The matter coupling contributes
to higher derivatives of the effective potential through
the dependence of T; on ¢: from Eq. (I3]), we see that
dT;/d¢ ~ —(8/Mp1)Ty. Since differentiation of the bare
potential introduces a factor of M ~! while differentiation
of the matter coupling term introduces a factor of MP?ll,
the relative importance of the matter coupling to V()
is suppressed by a factor of M/Mp) compared to its rela-
tive contribution to V/;(¢). Therefore, the bare potential
dominates V/;(¢) even if ¢ & ¢min; for our fiducial ex-
ponential potential with n = 2 and M = 103 eV, the
bare potential dominates V/;(¢) for ¢ S M and Ty S 1
TeV. The matter coupling’s contribution to V§ (¢) is sup-
pressed by an additional factor of M/Mp, so our fidu-
cial bare potential dominates V/{(¢) for ¢ < 10°M and
Ty 51 TeV.

Since the bare potential dominates both terms in
Eq. (1), we can neglect the matter coupling when evalu-

ating the relative importance of these terms. For ¢ ~ M,
HV"(¢)/[V"(6)¢] ~ (M/Mp1)(T5/) ~ M/Mpi, so the
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FIG. 8: The classical evolution of the chameleon field as it
rebounds off its bare potential V(¢) after starting at ¢ = 2M
with a velocity ¢ = —0.1 GeV2. The potential V() given
by Eq. @) with n = 2 and M = 107% eV. The top panel
shows the field value as it turns around. The middle panel
shows that the effective mass of the field, m2; = V" (¢),
rapidly changes during the rebound. The bottom panel
shows the evolution of the adiabatic ratio wj(r)/wi during
the rebound for perturbations with physical wave numbers
Epnys = {0.1,0.2,0.4,0.8} x 10'* GeV. We expect particle pro-
duction when the adiabatic ratio exceeds unity.

HV"(¢) term is negligible. It follows that

w;c(T) -~ a—g meoN L Veliéfl(¢)¢
wi - 2‘*}2 cﬁ((b)(b_ 2[(]{3/@)24“/;&]3/2' (38)

We will see that the physical wavenumbers (kpnys =
k/a) of the perturbations that are excited when the
chameleon rebounds are much larger than /V/;(¢) while
¢ 2 M, which implies that V/;(¢) only significantly
contributes to the denominator when V/;(¢) ~ V().
Since Vi (¢) ~ V"'(¢) throughout the rebound, the
chameleon’s coupling to matter has no impact on the
adiabaticity condition and cannot affect particle produc-
tion. Furthermore, since we have already shown that
the matter coupling has a negligible effect on ¢ while the
chameleon rolls A¢ S M, we can neglect the chameleon’s
coupling to matter entirely while analyzing particle pro-
duction during the rebound.

Figure [§ illustrates how the chameleon field rebounds
off its bare potential, with V(¢) given by Eq. (@) with
n = 2and M = 1073 eV. The initial condition is
éyv = —0.1GeV? when ¢ = 2M, and we have ne-
glected both Hubble friction and the chameleon’s cou-
pling to matter when solving Eq. (II]). As expected, the



chameleon rolls toward zero until V(¢) = ¢3,/2 and then
it quickly turns around and rolls back with the same
speed. During this rebound, the effective mass of the
field [m2; = V”(¢)] changes dramatically over a time
At ~ 0.005M/|ppr|, momentarily reaching values greater
than 104 GeV. Figure also shows how the adiabatic ra-
tio evolves during the rebound for several values of the
physical wavenumber kppys; we see that w)(7)/w? 2 1
for kpnys S 400|¢ar| /M. Therefore, we expect particle
production for modes with kpnys S (At)™!, where At is
the timescale over which V" (¢) changes significantly.

When we formulate an analytic model for the rebound
in Section [VBl we will derive an expression for At. For
now, we simply note that At < M/|dn], so we expect
modes with kpnys = |dar|/M to be excited during the
rebound. From Eq. (CI2)), we see that the energy density
in perturbations per logarithmic interval in k& is

3 3
pp = k NEpWg -~ kphysnk

~ k2
2m2a4 272 phys

+V"(9), (39)

where nj is the mode occupation number defined in
Eq. (CIH). In Appendix [C] we show how w)(7)/w? 2 1
implies that n; ~ 1. Therefore, we expect that the
rebound will excite modes with kpnys & |oar|/M with
pr ~ (éar/M)*. If we compare this energy density to
the initial energy in the chameleon field, p; ~ gb?w /2, we
find that pg/p; ~ é?w/M‘l. In the previous section, we
found that the kicks impart a velocity to the chameleon
that greatly exceeds M?2, so this naive calculation yields
pi/pi > 1. Therefore, the modes with w},(7)/w? 2 1 are
too energetic to have ny ~ 1 given the energy available to
the chameleon field. If these modes are excited during the
rebound, this heuristic treatment implies that they must
have ny < 1, and even then, we expect them to absorb
a significant fraction of the chameleon’s energy. Conse-
quently, we must include the backreaction of the pertur-
bations when analyzing the chameleon’s evolution. In
the next section, we consider this backreaction in detail,
and we show that it significantly alters the chameleon’s
trajectory during the rebound.

B. Analytical model for the rebound

To analyze the excitation of perturbations during the
chameleon field’s rebound off its bare potential, we first
write the chameleon field as

¢(1, ) = o(7) + 0¢(r, ), (40)

where ¢(7) is the spatial average of the field. We insert
this expression into the chameleon’s equation of motion
and Taylor expand V’(¢) around ¢ to obtain

V2

(O +3HO——5)(6+50)+V' (¢ +Z Ly (g)sem =o.

(41)
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As discussed in the previous section, the chameleon’s cou-
pling to matter is irrelevant during the rebound. There-
fore, we neglect the matter coupling in this equation, but
we note that it could be reinserted by replacing V() with
Vet (¢). To find the equation of motion for ¢, we take the
spatial average of this equation. Since (§¢) = (§¢3) = 0,
we are left with

G4 BHO+V/(6) + 5V (6)(66%) + O((56") = 0. (42)

The (6¢?) term in this equation represents the first-order
backreaction of the perturbations on the spatially aver-
aged field. We will show that the inclusion of this term
is sufficient to ensure that energy is conserved during
the rebound. Since our primary aim is to understand
how the transfer of energy to the perturbations affects
the evolution of the spatially averaged field, we neglect
the higher-order terms in Eq. [@2). We note, however,
that these terms represent higher-order corrections to the
chameleon’s evolution and may not be negligible, espe-
cially if the first-order backreaction term becomes large
compared to V().

To evaluate (§¢?), we expand d¢(7, ¥) in terms of cre-
ation and annihilation operators as shown in Eq. (CH),
and then we take the vacuum expectation value of §¢2.
As discussed in Appendix [T we regularize the resulting
expression by subtracting terms associated with the vac-
uum state [76], which leaves

(0-5). @

3
6 =3 | oo

In Appendix [C] we show how the mode functions ¢y (7)
may be expressed in terms of Bogoliubov coefficients ay
and . Inserting Eq. (C9) into the expression for (§¢?)
gives

(662) = 1 /(d?’k 1 (Iﬁk|2+Re [akﬁ* —2i [T wk(‘r,)dTl:|>'

2m)3
(44)
We can use this expression to show how the first-
order backreaction term ensures conservation of energy.
The regularized energy density in perturbations (pauct)
is given by Eq. (CI4)). If we neglect the expansion of the
Universe and take a to be constant, then

d 1 $BE . .
dt<Pﬂuct> a4/W(wknk+wknk). (45)

Since ng = |Bx|?, we can use Eq. (CI0D) to evaluate 7y:
hk — % Re |:O[kﬁ;€72if7 wk(q-’)dq'/:| . (46)
Wi,

In the limit that a is constant, Eq. ([BG) implies that

k= a2V"($)¢/(2wr). Inserting both of these expres-
sions into Eq. @) and comparing with Eq. [@4]) yields

o) = SV (B)51567). (a7)



The energy density in the spatially averaged field is
5= ¢2/2 + V (), which implies that

W= via)];

= V" ()3567), (18)
where the last line follows from Eq. (2) with H = 0. We
see that the sum (payuct)+p is constant on time scales that
are short compared to H~!. Therefore, when energy is
transferred to perturbations, the first-order backreaction
term in Eq. (@2) ensures that an equal amount of energy
is extracted from the spatially averaged field.

To probe the backreaction of the perturbations on the
spatially averaged field further, we return to Eq. (@),
which expresses (§¢?) in terms of the Bogoliubov coef-
ficients ay and ;. In the previous section, we showed
that the perturbation modes that we expect to be excited
during the rebound (k ~ |¢ar|/M) must have n; < 1.
Since ny = |Bk|?, the normalization condition for the Bo-
goliubov coefficients (Jag|?> — |Bkx|? = 1) demands that
|ag] ~ 1 when ny < 1. In this regime of perturbative
particle production, we can obtain an approximate solu-

tion for Sy by taking oy = 1 in Eq. (CIOD) |77]:

_ T w;c(%) —2if+wk(7")d7" ~
Bi(r) = /O i a7, (49)

where we have chosen 7 = 0 to correspond to some time
before particle production begins. Inserting this expres-
sion into Eq. (@) and taking oy = 1 yields

1 Pr 1
(2m)3 wi(r)
k(7

(06%) =

{W [ oo (2 [ sntoar) 7]

Given that || < 1, we expect the | 3¢|? term to be much
smaller than the apf; term that generates the second
term in the integrand of Eq. (B). One may be concerned,
however, that this second term involves the integral of
an oscillating function and may therefore be suppressed
relative to the |Bx|?> term. However, our approximate
solution for S (7) implies that

B3] = / / 4wk ?2)) cos (2 /7:12‘016(7’/)([7'/) dridry,

(51)
so |Bk|* also contains a cosine integral. Therefore, we
may safely assume that the |31|? term makes a negligible
contribution to (§¢?).

Since we are only interested in time scales that are
much shorter than the Hubble time, we can further sim-
plify this expression for (§¢?) by taking the scale factor
a to be constant and using Eq. (87) to evaluate wj,. With

(50)
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these simplifications, we obtain

(56%) = / at VBN X (52)

/ kphysdkphyb
Wk,phys (t)wk phys tl
where we have defined wy ;= (wx/a)? = kghyb—l—V”(@
For the rest of this section, we will neglect the expansion
of the Universe and deal only with physical wavenum-
bers evaluated at the time of the chameleon’s rebound.
To make the expressions less cluttered, we will omit the
“phys” subscript on both k£ and wy in subsequent equa-
tions. For consistency, we will also drop the Hubble fric-
tion term from Eq. {@2); recall from SectionlV Al that this
friction term has a negligible impact on the evolution of
¢ during the rebound.

We now have a new equation for the evolution of the
spatially averaged ¢ field that includes the first-order
backreaction:

Wk phys t”)dt”)]

é+V'(¢) +D(t) = (53)

where D(t) = (1/2)V"[p(t)](6¢?) with (§¢?) given by
Eq. (B2)) is the “dissipation” term that expresses how
energy is transferred from the spatially averaged field
to the perturbations. The dissipation term D(t) is
non-Markovian; it depends on the entire history of the
chameleon’s evolution up to ¢ and therefore has “mem-
ory.” The non-Markovian nature of the dissipation term
was also highlighted in an earlier analysis of particle pro-
duction in scalar field theory [78], which used the “in-in”
formalism to calculate dissipation from particle produc-
tion in ¢* theory. If wy is assumed to be constant, then
our D(t) is identical to their dissipation term (see Eq. (27)
in Ref. [78]), which demonstrates how our perturbative
Bogoliubov technique can simplify particle production
calculations. Ref. [78] showed that there is no Marko-
vian limit for the dispersion term in ¢* theory. However,
the fact that V"’(¢) sharply increases as ¢ decreases for
chameleon potentials implies that, prior to the rebound,
the non-Markovian integral in Eq. (52)) is dominated by
values of ¢’ that are just slightly smaller than ¢, and we
will show that this feature allows us to derive a local
approximation for D(t).

The dominance of the ¢’ < ¢ portion of the time inte-
gral in Eq. (B2) also ensures that the cosine integral in
this expression is positive, which allows us to extract the
qualitative behavior of D(t). As ¢ rolls to smaller values
prior to the rebound, ¢ is nearly constant (as shown in
Fig. B), and D(t) is proportional to ¢ with a positive co-
efficient. At this stage, D(t) acts like a drag term, and it
slows the chameleon down. However, unlike a drag term,
D(t) is actually an integral over ¢, which implies that it
does not vanish when ¢ = 0. Instead, D(t) will remain
negative during and shortly after the rebound. Conse-

quently, D(t) acts like a new potential term during the
rebound: we will show that D ~ V(¢) for some Vp(¢).



To derive this new “dissipative potential,” we must
further simplify our expression for D(¢). First, we as-
sume that the modes that are excited have k% > V" (¢)
throughout the rebound,? which allows us to set wg(t) ~
k in Eq. (B2). Second, we impose an infrared (IR) cut-
off on the cosine integral in Eq. (62]) and consider only
k > k. This IR cut-off makes the separation of ¢
and ¢ explicit; modes with k < kg are absorbed into
¢, while modes with k > kir are considered perturba-
tions. Clearly, we must choose kig to be smaller than
the wavenumbers of the modes that we expect to be ex-
cited during the rebound. However, we do not want to
make kig arbitrarily small because we only solve a lin-
earized equation for ¢ [Eq. (C4)], while the equation of
motion for ¢ is nonlinear. Therefore, decreasing kg im-
plies that we are neglecting more nonlinear effects. When
we calculate particle production numerically in the next
section, we will see that taking different values of kg
can be used to determine the importance of nonlinear
field interactions. For now though, we simply assume
that kir S (At)™Y, where At < M/|pp] is the duration
of particle production during the rebound.

With these simplifications, we find that

D) = = A [ i i - o) ar,
(54)
where Ci(z) = — [ (cosy)/ydy. We now take advan-

tage of the fact that V'’(¢) sharply increases as ¢ de-
creases, which implies that the integral over ¢ will be
dominated by a limited range of values that are just
slightly smaller than ¢. Moreover, Ci(x) is divergent
for small z, which further enhances the contribution
to the integral from small values of (¢ —¢’). Numeri-
cal evaluation of Eq. (54) using the ¢(t) solution found
numerically in the next section confirms that restrict-
ing (t —t') < 0.1M/|¢r| does not significantly change
D(t) near the rebound. Therefore, we can assume that
kmr(t —t') < 1 and use the approximation

Ci[kIR(t — t/)] ~YE + 1n[k1R(t — t/)], (55)

where v ~ 0.577 is Euler’s constant, to obtain

o=V [ [ Ly 6o

X{'YE + In [2k1R(t — t/)]},

where tyin =t — 0.1M/|¢pr|. We then integrate Eq. (50)
by parts, and we make the approximation

/ gl dt' ~ V" [3(t)] / C e

t—t

min

tmin

2 Although the non-adiabatic modes had k% < V*/(¢) in the clas-
sical solution for the evolution of ¢, as seen in Fig. B we will
show that the backreaction term prevents V'/(¢) from exceeding
k2 by forcing the chameleon to turn around at a larger value of

@/M.
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again taking advantage of the fact that contributions
from t' ~ ¢t dominate the integral, to obtain

V/// _ _
o) =~ PO 50)] - v [6(tan])
X {'YE +1In [ZkIR(t — tmin)]} . (58)
Since V"(¢) increases sharply as ¢ decreases,

V" [é(t)] > V" |[¢(tmin)] as the chameleon climbs
its bare potential and turns around. Also, during the
rebound, In [2kRr (t — tmin)] changes only slightly, so we
may approximate it as constant. We then find that

D(t) = kV"(o)V" (), (59)

for some constant x. Comparing the numerical evalua-
tion of D(t) as given by Eq. (54)) to the approximation
given by Eq. (9) indicates that s increases from ~0.02
to ~0.05 during the rebound for both exponential and
power-law potentials. Therefore, we expect that a value
of k in this range will accurately approximate D(t) dur-
ing the rebound; we will see in the next section that this
is indeed the case.

The approximate expression for D(t) during the re-
bound given by Eq. (B9) shows that the backreaction of
the perturbations on the evolution of ¢ effectively adds
a new term to the chameleon potential: D(t) ~ VI (¢),
where

K 72

Vp(¢) = 5 V" (¢)]", (60)
with 0.02 < kK < 0.05. For both exponential and power-
law potentials, VL, (¢) > V'(¢) while ¢ < M, so the dissi-
pative potential will dominate the field’s evolution during
the rebound. This dominance of the first-order backreac-
tion term is concerning, for it indicates that higher-order
contributions to the backreaction are probably not neg-
ligible and signals a breakdown of perturbation theory.
Our primary aim in this Section, however, is to under-
stand how the extraction of energy from the spatially
averaged field affects particle production during the re-
bound. Since the first-order backreaction captures this
energy transfer, we can use our analysis of the first-order
backreaction to gain insight into how the evolution of ¢
is affected by particle production.

Since the dissipative potential is dominant when
¢ < M, it determines the minimum value of ¢ during
the rebound, which we denote ¢u.: Vp(dra) = ¢3,/2.
It follows from Eq. (60) that the maximum value of the
chameleon’s effective mass during the rebound is much
smaller than the wave numbers of the excited modes
(k 2 [bal/M): V'(ba) = ldnrl/v/F < 63, /M? given
that |¢ar| > M?. Therefore, the backreaction prevents
meg from reaching the extremely large values seen in
Fig. Bl and our approximation that wy ~ k in Eq. (52)) is
justified. Furthermore, the field will turn around before
the adiabatic ratio wj(7)/w? exceeds unity, which will
keep ni < 1 for the excited modes.

Next, we consider how the dissipative potential af-
fects the duration of the rebound. Thus far, we have



used At S M/|pnr| to estimate the duration of the re-
bound. However, Fig. B shows that this definition of
At overestimates the duration of the change in meg,
which is the timescale that determines which perturba-
tion modes will be excited. For the parameters shown in
Fig.B M/|¢n| = 10711 GeV ™!, but meg changes signifi-
cantly and |w},| /w? exceeds unity for a much shorter time:
~ 5% 10714 GeV L. Therefore, we need to refine our cal-
culation of At. We also need to incorporate our new
understanding of the evolution of the spatially averaged
field. While ¢ ~ ¢y during the rebound, the equation
of motion for ¢, including the first-order backreaction, is
approximately

¢~ —Vp(9)
~ ~Vp(dia) = mD( — dra), (61)

where we have defined m3, = VJ(¢a). If we set t = 0
when the field turns around (¢ = ¢4,), the solution to

Eq. (1) is

5 = B0

mp

[1 — cos(mpt)]
~ —%V{)(ém)tz for mpt < 1. (62)

We can now calculate how long it takes for mZ; to change
significantly: [V"(¢) — V" (¢ta)|/V" (dta) = 1 when

T _ Vll(qgta) .
(b ¢ta - ’V”I((bta) 3
2V (¢ta)
= | Pta) 63
' \/V{;(%)V”’(%) (63)

where the last line follows from Eq.([62). (We are inter-
ested in the change in m?2;, as opposed to m32,, because
m?2g governs the behavior of the perturbations.) To ac-
count for the change in m2; as ¢ approaches ¢, and as
é rolls away from ., we multiply Eq. (G3) by 2 when
evaluating At. Our estimated value of the wave number
of the most energetic excited mode (kex) is then

_ — _1 V/ ((Jgta)vw(éta)

where ¢y, satisfies Vp(ra) = ?\4/2
If the chameleon has an exponential bare potential,

V(9) = Miexp [(]g” , (65)

then evaluating Eq. ([64) gives

b = 5 (%)n+1 @ [1 e (%)] . (66)

S

This potential is more general than those we have con-
sidered previously, because it allows for two mass scales.
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To avoid fine-tuning, we will assume that My/M, is of
order unity and we will continue to assume that M, ~
1073 eV to maintain a connection to dark energy. Nu-
merically solving Vp(dia) = ¢32,/2 for 2 < n < 10 and
1076 < |dar]/GeV? < 106 reveals that (¢ya/M,)™ S 0.05
in all cases, so we may neglect the O (qula /M S") term in

Eq. [8). We then use Vp (i) = ¢3,/2 to obtain

n+1 |¢ |
) A (67)

k NL(
ex_2\/§ ¢ta

Since Vp(da) = ¢3,/2 with an exponential potential is
a transcendental equation, we cannot obtain an exact
algebralc expression for ¢y,/M,. For a limited range of
|¢) 7| values, however, we can approximate ¢, as

_ ‘9 —1/n
Dia ~ i <1 In l7¢M(MS/MU)4‘|> ; (68)

M, ¢, \2 knA M2

where ¢, is an constant of order unity that depends on
the range of |¢pps| values under consideration. Inserting
this expression into Eq. ([67)) yields

¢3, (M, /M,)*
n*k M3

b o bl |¢M|
ex — 2\/_M

where b,, = (¢, /2'/™)"*1 is also an order-unity constant.?
For 1070 < |¢as|/GeV? < 10, b, ranges from 0.25 for
n = 2 to 0.38 for n = 10, and Eq. (€9) differs from
Eq. (67) by less than 7%. Equation ([G9) shows that kex
is rather insensitive to both x and n; varying x within
the range 0.01 < k < 0.06 has nearly no impact on ke,
and increasing n from 2 to 10 changes kcx by less than
25% for 1075 < |par|/GeV? < 106.
If the chameleon has a power-law bare potential,

V(p) = M} [1 + (%)n] , (70)

then evaluating Eq. ([64) gives

] o (69)

(n+2) |du] ( )

kex = . 71

‘ 2\/— M (bt& ( )

For this potential, we can algebraically solve
Vp(¢ra) = ¢3;/2 for ¢ra to obtain

. . 1/(n+2)
b 52 Ol [ 1owl/ME (M, )
92 M, | n(n+ 1)V \ M, '

3 Equation (B3) differs from the equation for kex given in our earlier
work [60] by a factor of 1/v/2 because we initially used the time
required for |[V"(¢) — V" (pta)|/V"(¢ta) = 0.5 as the starting
point of our derivation of kex. We later realized that |V (¢) —
V" (¢ta)|/ V" (¢ta) = 1 gave a better fit to the numerical results
obtained Section ['C] so we modified our expression for kex.



Fortunately, Eq. ([2) indicates that kex is still rela-
tively insensitive to order-unity changes in k. For power-
law potentials, however, kex depends very strongly on
n, with larger n values giving smaller values for kex.
Furthermore, comparing Eq. (72) to Eq. (69) reveals
that exponential potentials have smaller kox values than
power-law potentials. In both cases, our earlier estimate,
kex > |¢nr|/M, significantly underestimates key by miss-
ing factors related to (M,/¢t,), which is much greater
than unity. Steeper potentials generally have smaller key
values because ¢ turns around at a larger value.

To summarize the key results of this section, we evalu-
ated the first-order backreaction of the perturbations on
the spatially averaged field ¢ and found that the dynam-
ics of ¢ during the rebound are governed by a new “dis-
sipative” potential given by Eq. (60). This new potential
forces the chameleon field to turn around much earlier
than the solution without backreaction predicted, which
prevents wj, /w? from exceeding unity. Consequently, the
occupation numbers of the excited modes remain very
small. We then used the dissipative potential to estimate
the duration of the rebound At. Assuming that the re-
bound will excite perturbation modes with k < (At)~1,
we derived predictions for the wave number of the most
energetic excited mode (kex) for both exponential and
power-law potentials. We found that keyx > |das|/M in
both cases, which indicates that the backreaction does
not prevent the transfer of energy to extremely energetic
modes. Therefore, we now have two reasons to expect
that chameleon gravity will suffer a computational break-
down during the rebound; the rebound will excite modes
that lie far beyond the expected limits of effective field
theory, and if the theory can be trusted during the re-
bound, the backreaction of these modes will also signifi-
cantly alter the evolution of the spatially averaged field.

C. Numerical computation of particle production

We test our analytical analysis of the rebound by nu-
merically solving the linearized perturbation equations
and the spatially averaged equation with first-order back-
reaction. In our numerical analysis, we neglect the ex-
pansion of the Universe and take the scale factor to be
constant. We define “physical” creation and annihilation
operators Gy phys = a*/%ax that obey the commutation
relation

|:&k,phys; dir(’,phys:| = (27T)36(3) (kphys - k;hys) ) (73)

and express 0¢(t, 7 = aZ) in terms of these operators:

P hphys [ e
0(t.x) = [ TG v prssiprma()e o (74)

A —iKppe
+ak,phys¢;:,phys(t)e by

to Eq. (CH) reveals that
If we take a to be constant, then

Comparing Eq. ()
(bk,phys = \/a¢k
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Eq. (CT)) implies
(b.k,phys + le,phys¢k,phys =0, (75)

where wf o=k 4+ V [6(t)]. We solve this equation
for ¢, phys for several logarithmically spaced kphys values
with kiR < Kphys < Kmax. As in the previous section,
kir separates the long-wavelength perturbations that are
included in ¢ from the shorter-wavelength perturbations
that compose d¢, and it is chosen to be smaller than the
wavenumbers of the modes we expect to be excited during
the rebound (kg < kex). We also do not expect modes
with kphys > kex to be excited, so we choose a value
of kmax that is much larger than keyx. The number of k
values we sample depends on the ratio kmax/kir and is
chosen so that the interval between log k values is ~0.05.

To evaluate w,%yphys in Eq. (TH), we have to solve

Eq. (B3) for ¢(t):
S+VI@) + V@6 =0 (16)

We evaluate (§¢?) at each time step by converting
Eq. (@) into physical variables and then using the ¢y phys
solutions to compute the integral

b 12, dhepigs 1
(56%) :/k Fonys@Rphys (|¢k,phys|2 7)

IR 272 2wk1phys
(77)
With the ¢y pnys solutions, we can also evaluate the oc-
cupation number ny, = |8 |*:
1

2Wk,phys

Nk [|¢.’k7phy8|2 + Wl%,phys|¢k7phy8|2} T (78)

which corresponds to Eq. (CIH) if a is constant. We also
use Eq. (B9) to evaluate py for each ¢y phys solution.
When we numerically solve Eqs. ([[3) and (76,
we must choose initial conditions for ¢(t) and all the
Bk phys(t) functions. We initially set ¢ = 2M with
¢ = (;5 M, Where gb a is chosen from the range of velocities
shown in Figure[7l Since most of the particle production
occurs near ¢, S 0.1M, the final spectrum of perturba-
tions is insensitive to the initial value of ¢, provided that
it is greater than 0.5M. We neglect the tiny amount
of particle production that occurs before ¢ = 2M and
initially set ny = 0. If ng = 0 at some initial time ¢;,

Egs. (C9) and (CIQ) imply that

1 ;g ’ ’
Brephys (i) = —me T o ()4 (705)
P 2wk,phys(ti)
(Jgk,phys(ti) = _iwk,phys(ti)¢k,phys (tz) (79b)

We do not solve directly for ¢y pnys(t) in our numerical
analysis because it is impossible to accurately evaluate
Eq. (78) when n; < 1. Instead, we express ¢k phys(t) as

Pk phys () = e "), (80)

2W (t)
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FIG. 9: The evolution of the spatially averaged chameleon
field, including the backreaction from particle production, as
it rebounds off its bare potential for the same parameters as
in Figure B The top panel shows that the field value turns
around at a much larger value than predicted by the classical
solution, and the middle panel shows that the effective mass
is confined to much smaller values. The bottom panel shows
that the earlier turn-around ensures that the adiabatic ratio
is always much less than unity.

Equation ([75]) with an initial condition given by Eq. (79)
requires that 6;(t) = W(t). Equation (78) also pro-
vides an evolution equation for Wi(t), and demand-
ing that ny = 0 at the initial time requires Wy(t;) =
W phys(ti) and Wk(ti) = 0. We then define a new func-
tion w(t) = Wi(t) — wk phys(t) that describes the devia-
tion of ¢k, phys(t) from Eq. (79), and we numerically solve
Eq. (T8) for the evolution of w(t). When the ¢ phys
terms in Eq. ([8) are expressed as functions of w, the
result is 1/2+ f(w, ©0). Therefore, we can evaluate ny, di-
rectly from w(t) without having to numerically subtract
the vacuum contribution (the 1/2 term in Eq. [78)), thus
avoiding the numerical errors introduced by subtracting
two numbers with values that far exceed their difference.

Figure [ shows the numerically computed evolution of
the spatially averaged chameleon field after starting at
¢ = 2M with a velocity ¢rs = —0.1GeV?. The poten-
tial V(¢) is given by Eq. (@) with n =2 and M = 1073
eV. Comparing this figure to the classical solution shown
in Fig. § for the same V(¢) and initial conditions reveals
how profoundly the evolution of ¢ is affected by the trans-
fer of energy to perturbations. As predicted in the previ-
ous section, the field turns around when Vp(¢) = ¢3,/2,
which gives a much larger value for bta than the classical
V(¢pa) = ¢%,/2. Consequently, ¢ turns around before its
effective mass exceeds a GeV and before the adiabatic
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FIG. 10: The evolution of the occupation number nj for
four wave numbers: kpnys = {0.1,0.2,0.4,0.8} x 10'* GeV.
As in FiguresBland[@ ¢ = —0.1 GeV? and V() is given by
Eq. @) with n =2 and M = 10~2 eV. The occupation num-
ber is initially zero, and then it increases sharply just before
¢ turns around at ¢t = 0.
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FIG. 11: The evolution of the energy density in fluctua-
tions, (pauct), as a fraction of the total energy density of the
chameleon field pg ~ ¢?\4/2 In this figure, (;'SM = —100 GeV?,
and V(¢) is given by Eq. @) with n = 2 and M = 1073 eV.
The different curves show different kg values: from bottom
to top, kir = 10'3,10',10'*7,10'5, and 10'53 GeV. In all
cases, kmax = 10'® GeV. The spatially averaged field turns
around at ¢t = 0.

ratio for k ~ (At)~! exceeds unity, in stark contrast to
the classical evolution depicted in Fig. Bl Since the adi-
abatic ratio is always very small, we expect np < 1 as
well. Figure [[0 shows the evolution of nj for the same
wavenumbers; we see that ny increases dramatically as
the field rebounds, and then it maintains a constant value
as the field rolls out to larger values. We also see that
ni < 1; as expected, the excited modes are so energetic
that ny < 1 is required to conserve energy.

Even though n; < 1, the fluctuations still contain a
significant fraction of the chameleon’s energy. Figure
illustrates that the rebound is not elastic; ¢ rolls out with
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FIG. 12: The fluctuation energy density per logarithmic in-
terval in k (see Eq.[B9) as a fraction of the total energy den-
sity in the chameleon field. The left set of peaks, with max-
ima at k = 2.5 x 10 GeV, have ¢pr = —100 GeV? and
kmax = 108 GeV, while the right set of peaks, with max-
ima at k = 5.5 x 10*® GeV, have ¢ar = —20000GeV? and
Emax = 10%® GeV. For all spectra, V(¢) is given by Eq. (@)
with n = 2 and M = 1072 eV. The different curves for each
value of ¢ correspond to different values of kir; from bot-
tom to top, kir = 10'%,10'*,10'*7,10", and 10'>® GeV
for s = —100GeV? and kir = 10'°,10'°,10'7,10'"° and
10177 for om = —20000 GeVZ2. As kir increases, more energy
is transferred to the fluctuations, and the amplitude of the
spectrum increases, but the value of kir does not affect which
modes are excited.

a smaller velocity because some energy has been trans-
ferred to the fluctuations. Figure [[Tlshows the evolution
of (puct), as defined by Eq. (CI4)), for ¢p; = —100 GeV>.
We see that all of the chameleon’s energy is transferred
to fluctuations at the rebound (at ¢ = 0), but then some
of that energy is returned to the spatially averaged field;
all values of ¢ps share this basic behavior. The post-
rebound transfer of energy from the fluctuations to ¢ is
a manifestation of the dissipative potential Vp(¢); since
the backreaction of the perturbations on ¢ acts as a new
potential immediately after the rebound, it can acceler-
ate ¢ as it rolls out to larger values. The amount of
energy returned to ¢ after the rebound depends on kig;
Figure [[1] shows that smaller values of kg lead to less
final energy in fluctuations. Since, kir determines which
modes are treated linearly, this dependence on kg indi-
cates that the final value of {pauct) depends on nonlinear
interactions that are not included in our analysis. There-
fore, we cannot determine how much energy is transferred
to perturbations during the rebound. This limitation is
disappointing, but not surprising; as we discussed in the
previous section, the dominance of the dissipative poten-
tial Vp(¢) over V(¢) during the rebound foretold that
our linear analysis with only a first-order backreaction
would be insufficient to determine the chameleon’s final
state. However, the fact that increasing kg (and thus in-
cluding more nonlinear effects) increases the final value of
(pfiuct) indicates that nonlinear interactions are unlikely
to prevent the transfer of energy to fluctuations.

Although the total energy transferred to fluctuations
depends on kg, the energy spectrum of the fluctuations
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is more robust. Figure shows the post-rebound fluc-
tuation energy density per logarithmic interval in k, as
defined in Eq. @9), for both ¢y = —100GeV? and
(bM = —20000GeV?2. For both cases, the spectra are
shown for several values of kigr. As expected, the re-
bound generates a spectrum of fluctuations that is rather
sharply peaked at a specific wavelength, with larger |¢ /]|
values exciting more energetic fluctuations. Figure
shows that the amplitude of the fluctuation spectrum
depends on the value of kg, but the shape of the spec-
trum does not. We conclude that the basic characteris-
tics of the fluctuation spectrum, particularly which wave
numbers receive the most energy, does not depend on
nonlinear effects. As discussed in Section [V B] the dura-
tion of the rebound determines which fluctuation modes
are excited, and we see no evidence that nonlinear effects
change the rebound’s basic timescale. On the contrary,
Fig. [ illustrates that even the first-order backreaction
does not significantly alter the duration of the rebound.
Furthermore, the analytic calculation of kex in Section
[V Blsuccessfully predicts the peak in the fluctuation spec-
trum; Eq. (67) with & = 0.03 gives ke, = 2.4 x 1016
GeV for éM = —100GeV? and ke, = 5.6 x 1018 GeV
for ¢y = —20000GeV?. The turn-around value of ¢
is also independent of kr; for all the spectra shown in
Fig. M2 Vp(bta) =~ ¢3,/2. We conclude that nonlinear
effects only become important after the rebound, when
the generated fluctuations begin to interact. Since both
¢ta and kex are determined by the dynamics of ¢ prior
to the rebound, they are insensitive to kig.

Having established that the fluctuation spectra are in-
sensitive to nonlinear effects, we begin a more extensive
comparison of the analytic model developed in Section
VBl to the numerical results. Figure [[3] shows how the
fluctuation spectra depend on both ¢y and V(¢). The
top panel shows spectra for an exponential potential with
n = 2, while the bottom panel shows spectra for both ex-
ponential and power-law potentials with various values of
n. In all cases, the fluctuation spectrum is sharply peaked
at a wave number we call kpeax, and Kpeak increases as ¢y
increases. We also see that kpcax does not vary much with
n for exponential potentials, but kpeak is very sensitive
to n for power-law potentials, with smaller n values pro-
ducing larger kpeax values. Finally, we see that power-law
potentials produce larger kpcax values than exponential
potentials. All of these findings are consistent with the
predictions of Section [V Bl and we see that the rebound
does indeed excite fluctuations with extremely high en-
ergies.

We quantitatively test our analytic model for the re-
bound in Fig. [[4] which shows the turn-around value of
¢ for exponential potentials with n = 2,4 and 10 as a
function of ¢ps. The solid lines show Vp(¢ra) = ¢3,/2;
the values of k were chosen to match the numerical re-
sults, and all lie within the range predicted in Section
VBl (0.02 < k < 0.05). The dotted curve directly be-
neath each solid line shows V(¢a) = ¢3,/2. We see that
particle production does force ¢ to turn around before
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FIG. 13: The fluctuation energy density per logarithmic inter-
val in k (see Eq.[B9) as a fraction of the total energy density
in the chameleon field. In the top panel, V(¢) is given by
an exponential potential (Eq. [@) with n = 2 and M = 107*
eV. From left to right, the different spectra correspond to
¢n = —1,-10, —100, —1000, —10*, —=10° and —10° GeV2. In
the bottom panel, ¢M = —100 GeV2 for all spectra. The long-
dashed curve is the same as the long-dashed curve in the top
panel, and the short-dashed and dotted spectra correspond
to the same V' (¢), but with n = 4 and n = 10, respectively.
The solid curves correspond to power-law potentials (Eq. [Z0])
with My = M, =102 eV and n = 6, 87 and 10. In all cases
with exponential potentials, kir = 10|¢as|/M, which implies
that 0.03kex < kir S 0.06kex, and for the power-law spectra
kir ~ 0.05kex.

V(i) = ¢3,/2, and the value of ¢y, can be predicted by
the dissipative potential (up to the choice of k). Figure
shows kpeax for the same potentials and compares it
to kex given by Eq. ([@1); in all cases key is within 10%
of kpeak. This level of agreement between ko and kpecax
is rather shocking; the derivation of kex was based on
the rough estimate that the rebound would excite modes
with k ~ (At)~!, where At was the duration of the re-
bound, and we expected it to differ from kcax by a factor
of order unity. Instead, we see that Eq. (67) and Eq. (69)
accurately predict kpeak, so we can use these expressions
to predict the fluctuation spectra generated by other ex-
ponential potentials. We see from Eq. (7)) that the value
of n has a mixed impact on kex; kex is proportional to
n, but increasing n also slightly increases ¢, which de-
creases kox. As a result, n does not significantly affect
kpeak, as seen in Fig. For n < 10, changing n changes
kex by less than 25% for 1076 GeV? < |¢M| < 10% GeV?2.

Figure [[6 shows that the analytic model developed in
Section [V Blis equally successful for power-law potentials.
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FIG. 14: The minimum value of ¢ during the rebound (¢sa)
as a function of ¢y for an exponential potential (Eq. @)
with M = 1073 eV and different values of n. The trian-
gles, squares, and circles show the numerical values of qgta for
n = 10,4 and 2, respectlvely For each value of n, the solid
curve is Vp(dra) = d)M/2 with x = 0.03 for n = 2, kK = 0.022
for n = 4, and Kk = 0.025 for n = 10. The dotted curve
directly beneath each solid curve is V(¢ia) = ¢3,/2. Thus
we see that the dissipative potential, not V(¢), governs the
evolution of ¢ during the rebound.
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FIG. 15: The wave number kpeax that maximizes pi as a
function of QBM for exponential potentials (Eq. @) with M =
1072 eV and n = 2 (circles), n = 4 (squares), and n = 10
(triangles). The lines show kex as given by Eq. (67) with
r = 0.03 for these potentials. In all cases, kex matches kpcak
to within 10%.

We see that Vp (pra) = ¢3,/2 with & = 0.025 successfully
predicts the turn-around value of ¢, and key given by
Eq. (TI) matches kpeax to within 16%. Power-law poten-
tials are more numerically challenging than exponential
potentials because of the small values of ¢,. Conse-
quently, we can only numerically study potentials with
n > 6, and we are restricted to a smaller range of ¢y
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FIG. 16: The minimum value of ¢ during the rebound (¢sa)
and the wave number kpc.x that maximizes py as a function of
q'ﬁM for power-law potentials (Eq. [[0) with Ms = M, = 1073
eV and n = 6,8, and 10. The solid curves in the top panel
show VD((Zta) = ¢?\4/2 with k = 0.025, and the solid curves in
the bottom panel show kex as given by Eq. ([7I). In all cases,
kex matches kpeax to within 16%.

values. However, the agreement between kex and kpcax
shown in Fig. [[6 indicates that Eq. (1)) provides an ac-
curate estimate of the wave numbers of perturbations ex-
cited by rebounds off more general power-law potentials.
In particular, potentials with smaller values of n give sig-
nificantly larger values for key; for example, if n = 2, then
kex exceeds the reduced Planck mass for |¢pr| & 2 GeV?2.
In summary, numerically solving Eqs. (78] and (6] for
both power-law and exponential potentials confirms the
predictions of Section [V BE the evolution of ¢ during the
rebound is governed by the dissipative potential Vp(¢),
and the rebound excites extremely energetic fluctuations,
with shallower potentials generating higher-energy fluc-
tuations. When combined with the values of ¢ obtained
in Section[[V], both of these facts indicate that chameleon
gravity experiences a catastrophic breakdown of calcula-
bility just prior to BBN.

VI. SUMMARY AND DISCUSSION

Chameleon gravity runs into trouble in the early Uni-
verse because it attempts to unite two radically differ-
ent energy scales: the MeV—-GeV scale of the Standard
Model and the meV scale of dark energy. The same cou-
pling to the trace of the stress-energy tensor that en-
ables the chameleon to evade astronomical and labora-
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tory constraints on fifth forces also makes the chameleon
susceptible to excitation whenever the trace of the stress-
energy tensor changes, as occurs when particles become
non-relativistic in the early Universe. Meanwhile, the
chameleon’s ability to evade detection is also contin-
gent on the presence of a different energy scale in the
chameleon’s potential: V(¢/M) where M < 0.01 eV. The
possibility of using the chameleon’s potential to drive the
current epoch of cosmic acceleration leads us to consider
even smaller values for M: M ~ 0.001 eV. We have
shown that the combination of these disparate energy
scales leads to a breakdown of calculability just prior
to BBN. The chameleon’s coupling to matter acceler-
ates the field to GeV-scale velocities, causing its effective
mass to change rapidly and leading to the production
of extremely energetic fluctuations that violate the lim-
its of Effective Field Theory. Moreover, the production
of these fluctuations significantly alters the chameleon’s
evolution, leaving its state during BBN unknown.

The chameleon’s difficulties begin when the temper-
ature of the radiation bath in the early Universe falls
below the mass of a particle that is in thermal equilib-
rium. At that time, the trace of the stress-energy tensor
momentarily increases because the pressure of the mas-
sive particles decreases faster than their density. Dur-
ing this transition, the trace of the stress-energy tensor
is sufficiently large that the chameleon’s coupling to it
overcomes Hubble friction and forces the chameleon field
to roll down the slope of its effective potential. Earlier
treatments of chameleon cosmology used these kicks to
the chameleon field to move the chameleon field from its
expected initial value (M < ¢; S Mp) to the mini-
mum of its effective potential (¢min ~ M) prior to BBN
|61, 64].

We have shown that the chameleon field does not just
reach the minimum of its effective potential; the field rolls
past it with a very large velocity. Unlike earlier work,
our analysis includes the effect the chameleon’s evolu-
tion has on the expansion of the Universe in the Jordan
frame. As the chameleon rolls, it slows the Jordan-frame
expansion, which extends the duration of the kicks and
enhances their impact. If the chameleon coupling to mat-
ter is slightly stronger than gravitational (8 & 1.8), this
effect halts the expansion of the Jordan frame entirely
until the chameleon reaches the minimum of its effective
potential. We call this novel solution to the chameleon’s
equation of motion the “surfing solution,” and it guar-
antees that all chameleon fields with § & 2 will reach
the minima of their effective potentials with velocities
|§| = 1073 GeV?, regardless of their initial value. In gen-
eral, nearly all chameleons with sub-Planckian initial val-
ues reach their potential minima with |¢| 2 MeV?; only
weakly coupled chameleons (5 < 0.4) with finely tuned
initial conditions avoid this fate. Moreover, our calcula-
tion of |¢| uses a minimal prescription for the kicks that
only includes contributions from Standard-Model parti-
cles. The inclusion of the QCD trace anomaly |74, [75],
interactions during the QCD phase transition |72], or ad-
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FIG. 17: The fluctuation wave number that receives the most
energy during the rebound as a function of the chameleon
coupling constant 8 and the chameleon’s initial value ¢;, as
predicted by Eq. (67) for an exponential potential (Eq.[) with
M =103 eV and n = 2. Increasing n does not significantly
alter the fluctuation spectrum. In the white region, ¢; is
sufficiently large that the field does not reach the minimum of
its effective potential. In the region marked “BBN excluded,”
¢ > 0.1Mp1/B when the temperature is 1 MeV, which spoils
the success of BBN.

ditional particles would give the chameleon field an even
larger velocity when it reaches the minimum of its effec-
tive potential.

When the chameleon rolls past the minimum of its ef-
fective potential with |¢| > M?, it climbs up the steep
portion of its bare potential, where ¢ < M. This steep
region is required to give the chameleon a large mass in
dense environments, thus screening the fifth force it gen-
erates. After the kicks, however, the steepness of V()
becomes a severe liability. Since V() changes sharply
for small displacements (A¢ < M), the chameleon’s ve-
locity after the kicks causes its effective mass to change
rapidly. These non-adiabatic changes in mass trigger the
excitation of fluctuations with wave numbers k ~ (At)™!,
where At < M/|¢| is the timescale over which the mass
changes. Since |¢| > M?, these fluctuations are ex-
tremely energetic, with k > 107 GeV in most cases. The
classical evolution of the chameleon field as it rolls up and
rebounds off the steep part of its potential predicts that
these fluctuations should be generated with occupation
numbers of order unity, but there is insufficient energy in
the chameleon field to generate such high-energy parti-
cles. Therefore, the backreaction of the fluctuations must
significantly alter the evolution of the chameleon field.

To account for the transfer of energy to the fluctua-
tions, we added a first-order backreaction term to the
chameleon’s equation of motion that ensures that energy
is conserved during the rebound. An analysis of this
backreaction term revealed that it effectively introduces
a new term to the chameleon’s potential that dominates
over V(¢) during the rebound. This “dissipative poten-
tial” does not significantly change the timescale of the
rebound, but it halts the chameleon’s climb up its poten-
tial while the occupation numbers of the excited modes
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are still very small. Nevertheless, numerical calculations
confirmed that a large fraction of the chameleon’s energy
is transferred to fluctuations with k ~ (At)~! during the
rebound, which significantly alters the trajectory of the
spatially averaged field.

Furthermore, these numerical calculations revealed
that a simple derivation of At using the dissipative po-
tential accurately predicts the fluctuation wave numbers
that receive the most energy for a given value of ¢ af-
ter the kicks. These wave numbers are shown in Figure
I for an exponential chameleon potential. Power-law
potentials generate fluctuations with even higher wave
numbers. Thus we see that nearly all chameleons gen-
erate extremely high-energy perturbations during the
rebound, with strongly coupled chameleons generating
trans-Planckian fluctuations. Since we cannot trust
chameleon gravity up to such high energies, we can-
not predict what impact these fluctuations may have on
BBN.

Our calculation of the excitation of perturbations dur-
ing the rebound is not a complete treatment. First,
we only included the first-order backreaction of the per-
turbations on the evolution of the spatially averaged
field. This backreaction term is a one-loop correction
to the chameleon’s equation of motion, and our omis-
sion of higher-order backreaction terms implies that we
are neglecting higher-order quantum corrections. During
the rebound, the first-order backreaction term dominates
over the bare potential, which indicates that the higher-
order backreaction terms are not insignificant. Since the
“dissipative potential” generated by the first-order back-
reaction is responsible for the transfer of energy from the
perturbations to the spatially averaged field after the re-
bound, higher-order backreaction terms would probably
affect the final distribution of energy. Nevertheless, the
first-order backreaction term alone provides insight into
how the transfer of energy to the perturbations affects the
rebound. Since the inclusion of the backreaction term
does not change the timescale of the rebound, it does
not affect which modes are excited. The backreaction
strongly affects the evolution of the spatially averaged
field, however, and it suppresses the occupation numbers
of the excited modes.

Second, we linearized the equation of motion for the
perturbation modes, which neglects interactions between
modes with different wavelengths. We explored the im-
portance of these nonlinear interactions by varying the
IR cutoff of our perturbations, which shifts the distinc-
tion between the perturbations and the spatially aver-
aged field. Since the equation of motion for the spatially
averaged field is not linearized, the IR cutoff determines
which nonlinear effects are neglected. Changing the IR
cutoff strongly affects the final state of the chameleon
field because it varies how much energy is transferred
to the perturbations. Therefore, a full nonlinear treat-
ment of the perturbation equations and their backreac-
tion is required to determine how the chameleon field
evolves after the rebound. However, changing the IR



cutoff does not alter the position of the peak in the per-
turbation spectrum. The timescale of the rebound deter-
mines which modes are excited, and this timescale is not
affected by nonlinear interactions. Therefore, the utility
of a fully nonlinear treatment of the perturbations would
be limited by our ignorance of physics at energy scales
much greater than 1000 TeV.

Another source of uncertainty in our calculations is
the chameleon potential V(¢). The large velocity im-
parted to the chameleon field by the kicks implies that
the chameleon reaches very small values during the re-
bound; even when its journey is curtailed by the trans-
fer of energy to perturbations, the field reaches values
that are smaller than the values obtained in the dens-
est astrophysical objects. There are reasons to distrust
the chameleon potential at these small values of ¢: the
one-loop Coleman-Weinberg correction to V(¢) is much
larger than V(¢) itself, and the dimensionless quartic
coupling d*V/d¢* exceeds unity. These facts alone sup-
port our conclusion that chameleon gravity suffers a com-
putational breakdown after the kicks, independently of
the severe violations of adiabaticity that trigger particle
production.

These flaws are commonplace in chameleon gravity,
however; even for moderate densities (p ~ 10g cm™3),
d*V/d¢* > 1 for nearly all values of n and 3, and the one-
loop quantum corrections dominate the potential for sev-
eral chameleon models [57]. Most analyses of chameleon
gravity ignore these difficulties, implicitly assuming that
V(@) is protected from quantum effects in some way. We
have extended chameleon gravity the same privilege by
assuming that V(¢) is valid for all values of ¢ during
the rebound, and we have demonstrated that a compu-
tational breakdown still occurs prior to BBN. Yet, it may
be possible to avoid this calamity by changing V(¢) for
small ¢ values. It would be interesting to search for well-
behaved potentials that enable the chameleon screening
mechanism while avoiding particle production after the
kicks. Any such potential would have to be more com-
plicated than the exponential and power-law potentials
that we considered, and we leave this investigation for
future work.

Another interesting avenue for further investigation is
to determine if any other modified gravity theories suffer
from a similar computational breakdown in the early Uni-
verse. Coupled dark energy theories with quintessence
fields that couple to dark matter but not baryons |79, 18]
may also be susceptible; if the dark matter particle is a
thermal relic, then the quintessence field will be kicked
when the dark matter particle becomes nonrelativistic.
Since these coupled dark energy theories do not need
the chameleon mechanism to evade laboratory and So-
lar System constraints on fifth forces, the scalar’s po-
tential function is less constrained than the potential
functions we considered. Nevertheless, the fact that the
quintessence field is supposed to drive cosmic accelera-
tion implies that its potential function involves at least
one mass scale that is much smaller than the mass of the
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dark matter particle. Furthermore, fifth forces exclusive
to the dark sector can be constrained by tidal streams
[81, [82] and anisotropies in the cosmic microwave back-
ground [83], which require 5 < 0.07 in the absence of
a screening mechanism. Therefore, these theories can
only include gravitational-strength couplings if they em-
ploy the chameleon mechanism, which would require a
chameleon scalar potential.

In general, chameleon gravity provides a cautionary
tale about the dangers of uniting dark energy and high-
energy physics in a single theory; the extreme hierarchy of
energy scales can produce surprising and uncontrollable
effects. The key ingredients that make chameleon gravity
vulnerable are 1) a field that couples to the stress-energy
tensor and is initially displaced from the minimum of its
potential, and 2) a potential function for which V" (¢)
changes significantly when the scalar field rolls by a small
amount (A¢ < GeV). Given these two features, we ex-
pect that the field will be accelerated to a GeV-scale ve-
locity in the early Universe, and then that large velocity
will induce rapid changes in the field’s mass, leading to
the excitation of high-energy particles. An easy way to
prevent a violation of adiabaticity may be to impose a
shift symmetry; if V(¢) is insensitive to the value of ¢,
it does not matter how large (b becomes. Therefore, the
perils faced by chameleon gravity in the early Universe
provide additional motivation for including a shift sym-
metry in any scalar-tensor theory that attempts explain
the current epoch of cosmic acceleration.
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Appendix A: The Kick Function

In this Appendix, we review the thermodynamics of
the early Universe and derive the kick function given by
Eq. (I2) [67-69]. We also compute the kick function gen-
erated by Standard-Model particles that we use in Sec-
tion [V]

The energy density p and the pressure p of particles in



thermal equilibrium are

VT B

——— _F*dF; Al

27r2/ exp(E/T)+1 (A1)
B > (B2 — )3/2

b= 67r2 . exp(E/T):I:ldE' (A2)

where ¢ is the number of degrees of freedom for the parti-
cle species; m is the particle’s mass; T is the temperature
of the radiation bath; and the + sign in the denominator
applies to fermions, while the — sign applies to bosons.
We define ppr to be the sum of the the energy densities for
all particles that are in thermal equilibrium with the ra-
diation bath in the early Universe (including neutrinos),
and we define g, = pgr[(72/30)T*~!. To compute the
kick function ¥ = (pr — 3p)/pr, we first evaluate p — 3p
for each particle species:

gm? [ VEZ -—m?
272 J,, exp E/T):l:l

- — (m/T)? du

m/T er+1 ’

p—3p= dE; (A3)

(A4)

where we have introduced v = E/T as the integration
variable in the last line. Dividing this expression by pr =
g+(m2/30)T* yields the contribution to ¥ from a single
particle species, as given by Eq. (I2):

15 gl mZ — (m;/Ty)?
B(m) =2 V[ =
s g* /T ev+1

(A5)

In Section [[V] we evaluate X(7") for the Standard
Model by summing the contributions from the particle
species listed in Table [[I Prior calculations of the kick
function assumed that g, was constant during each kick
and computed g. for each particle species by summing
the contributions of all particles with m < m;:

bosons 4 fermions 4
T; 7 T;
s=2 a(7)+1 X a(3). o

i

where T; is the temperature of the particle species. At
temperatures greater than 1 MeV, T; = T for all particles
included in pg, but at lower temperatures, the neutrinos
decouple from the photon bath, and T, # T. This com-
putation of g, overestimates g, during the kick because it
treats the particle responsible for the kick as if it were rel-
ativistic throughout the kick. To avoid underestimating
Y in this way, we compute ¢.(T) by numerically evaluat-
ing p(T) for all the particles in Table [l and adding these
energy densities to the energy densities of the relativistic
particles. Prior to the QCD phase transition, the rela-
tivistic bosons are gluons (g = 16) and photons (g = 2),
and the relativistic fermions are light quarks (g = 36 for
u, d, 8), muons, electrons, and neutrinos (¢ = 6). There-
fore, g.(T") smoothly decreases from 106.75 to 61.75 prior
to the QCD phase transition. We treat the QCD phase
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Contributions to X
fermions bosons
particle]| g [ m (GeV) [[particle]g[m (GeV)
before QCD phase transition

top |12 172 Higgs |1 125
bottom |12 4.2 Z 3 91
charm |12 1.3 Wt |6 80

tau 4 1.8

after QCD phase transition
muon | 4 0.106 7% [1] 0.140
electron| 4 [5.11 x 107*|| =% |2| 0.135

TABLE I: The numbers of degrees of freedom (g) and the
masses (m) of the particles that we include in the kick function
3(T). For the fermions, the contributions from antiparticles
are included in the number of degrees of freedom for each
species.

transition as an instantaneous event that occurs at a tem-
perature of 170 MeV. Below this temperature, the quarks
and the gluons are bound into hadrons, and the only par-
ticles that contribute to g, are pions, muons, electrons,
neutrinos and photons. Consequently, g, discontinuously
changes from 61.75 to 17.25 when T' = 170 MeV, which
generates the discontinuity in X(7') seen in Figure2l Af-
ter the QCD phase transition, g.(T) decreases smoothly
from 17.25 to 10.75 as the temperatures decreases from
170 MeV to 10 MeV.

The calculation of (7)) for T' < 1 MeV is complicated
by the decoupling of the neutrinos from the radiation
bath. After they decouple, the neutrinos’ temperature
is proportional to 1/a, which causes it to differ from the
temperature of the radiation bath during the final kick.
To evaluate the neutrino temperature 7, at temperatures
below 1 MeV, we employ the conservation of entropy to
obtain

1/3
T, = [Q*S(T)] T: T <1MeV, (A7)

where g.s is the total entropy density of all particles
in thermal equilibrium with the radiation bath divided
by (272/45)T3. We evaluate g.s(T) by computing the
entropy density, s = (p + P)/T, from Egs. (Al and
(A2) in the same way that we used Eq. (A to evalu-
ate g.(T). In addition to providing the neutrino tem-
perature, this computation of g.g(T') is used to numeri-
cally solve Eq. (3] for T's(a«). Once we know how T, /T
changes as the temperature cools below 1 MeV, we can
use Eq. (Af) to evaluate the neutrinos’ contribution to
g«(T') during the final kick, during which g.(T") decreases
from 10.75 to 3.36. This evolution of g, significantly en-
hances the amplitude of the final kick compared to earlier
calculations that assumed a fixed value of g, = 10.75.



Appendix B: Effects of the QCD trace anomaly

The QCD trace anomaly makes a nearly constant con-
tribution to ¥ at temperatures greater than 100 GeV:
Yia ~ 1073, At temperatures greater than ~ 500 GeV,
the trace anomaly dominates over the other known con-
tributions to ¥. In this appendix, we explore the con-
sequences of adding a nearly constant ¥, to ¥. This
additional contribution will only affect strongly coupled
chameleons whose surfing temperatures exceed 200 GeV
(see Fig. Bl). As long as 8 < 4/1/(3%ta), the surfing so-
lution still exists, but the additional contribution from
the trace anomaly increases the surfing temperature. If
B =2 5, including the trace anomaly increases the surf-
ing temperature by more than 5%. Since increasing the
surfing temperature increases the chameleon’s velocity
when it reaches the minimum of its effective potential [see
Eq. 27)], including the QCD trace anomaly increases the
impact velocity of strongly coupled chameleons.

The QCD trace anomaly has a more profound effect
if 8> 4/1/(3%:a) because the surfing solution no longer
exists for these chameleons. However, the nearly constant
value of ¥, introduces a new solution to the chameleon’s
equation of motion; integrating Eq. (L)) for a chameleon
that is initially at rest implies

&P
#o) =3 [ Taa

1

~ 308 (1 —e7P). (B1)

Thus we see that |¢’(p)| approaches a constant value that
is greater than the surfing value (|¢'(p)] = 1/8). An
additional integration yields

o(p) =i — 3B (p+e P —1),

which we can insert into Eq. (I3) to obtain the Jordan-
frame temperature. Assuming that g.s is constant at
these high temperatures,

Ty =Tyiexp [p(36°Sa —1) + (77 — 1) 35°Sea -

(B3)
Since 3822, > 1 for these non-surfing chameleons, T’
increases exponentially with p; whereas the surfing solu-
tion halts the cooling of the Universe, this solution heats
the Universe. Furthermore, the fact that ¢ o< T3¢’ (p)
for ¢ < 1 implies that the chameleon’s velocity when it
reaches the minimum of its effective potential depends on
its initial position, with larger values of ¢; giving larger
impact velocities. This solution to the chameleon’s equa-
tion of motion implies that a nearly constant contribution
to X from the QCD trace anomaly dramatically enhances
the impact velocity of chameleons with 5 > /1/(3%4,).

(B2)

Appendix C: Particle Production in an Expanding
Universe

In this Appendix, we review how non-adiabatic
changes in a field’s effective mass result in particle pro-
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duction [84]. We begin with a scalar field in a homoge-
neous expanding universe described by an FRW metric:

ds* = —dt* + a®(t)dx® = a®(7) [-dr® + dx*] . (Cl)
The scalar field’s equation of motion is
. A V& ,
b+3HO— 0+ V'(9) =0, (c2)

where a dot denotes differentiation with respect to cosmic
time t, H = a/a, and V? is the Laplacian with respect
to the comoving coordinates x.

We define ¢(t) to be the spatial average of ¢(t,x) over
a large volume, and then we define the perturbation d¢
through

(b(tv X) = (b(t) + 6¢(t7 X)'

In Section [VB] we expanded V'(¢) in Eq. (C2) around
# to obtain Eq. ([#I)). We then took the spatial average
of this equation, which yielded Eq. [@2). Subtracting
Eq. @2) from Eq. () and keeping only terms linear in
d0¢ provides the linearized perturbation equation:

(C3)

2
{af +3HO; — Z—Q + V”(¢)] 8¢~ 0. (C4)

We quantize d¢ by expressing it in terms of annihila-

tion operators ax and creation operators dL:

3 7 x) = dg—k 4 ¢/€(T) eik-x dT (ZSZ(T) e—ik»x
o) = [ ooy |+ LT
(©5)

The annihilation and creation operators obey the stan-
dard commutation relations:

[ak, au = 27263 (k- K, (C6)

and all other combinations commute. The annihilation
operator annihilates the vacuum state: ax|0) = 0.
With this decomposition of d¢, Eq. (C4)) implies that

i (T) + wi(r)dw =0, (C7)

W) = K2+ a®V" () — “"(ET).

(C8)

We solve this equation by expressing the mode func-
tions ¢y (7) in terms of Bogoliubov coefficients ay(7) and

Br(7):

(bk(T) _ Qg (T) e—ifT wk(T/)dT/+ ﬁk(T) e—i—i I wk(T')d‘r/'

2w (T) 2wy, (1)
(C9)
This expression solves Eq. (C7)) provided that [85]
!/
/ Wy (T) +24 fT wi(T)dr’ 1

ay(T) = on(m) Br(T)e ) (C10a)
!

i) = o (e 7 (C0m)

N 2wk(7')



To give (5A¢ the proper commutation relation with its con-
jugate momentum, the Bogoliubov coefficients must sat-
isfy

lak(T)]? = [Br(7)]* = 1.

The energy density of the fluctuations is defined as

(C11)

(ome) = 51 [ o (4 +eflonf] . (€12
nt T gt | (2m)3 HTH k '

Like the zero-point energy of an infinite tower of har-

monic oscillators, this integral is divergent. We can ex-

pose this divergence by substituting Eq. (C9)) for ¢y and

using Eqs. (CI0) and (CTT), which gives

1 A3k 1
(piuct) = P / ka [|Bk|2 + 5] .

Thus we see that |3x|?> = 0 corresponds to the lowest
possible energy density, and the divergent portion of the
integral corresponds to the infinite energy of this ground
state. Therefore, the |S)|> = 0 state is interpreted as the
vacuum state, and we regularize (pauct) by subtracting
the energy density of the vacuum state [84], which gives

(C13)

3
<pﬂuct>reg = i/%nk('r)wk@—)v (014)

at
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where we have introduced the occupation number ny:

1 ) 1
ny(7) = 2n () [l [* + witlenl*] — 3 (C15)

We see from Eq. (CI3) that
(1) = |Bi(7) . (C16)

If we start from a vacuum state, then Eq. (C10D) im-
plies that we will remain in a vacuum state while the
adiabaticity condition,

wh (T
0
Wi

(C17)

is satisfied. Conversely, particle production occurs when
the effective mass of the perturbations varies sufficiently
rapidly that w}(7)/w? ~ 1. In that case, Eq. (CIOD)
states that the vacuum state will evolve to a state with

nig = |Br|* # 0.
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