
elifesciences.org

Baker et al. eLife 2014;3:e01867. DOI: 10.7554/eLife.01867	 1 of 18

Fast transient networks in spontaneous 
human brain activity
Adam P Baker1,8*, Matthew J Brookes2, Iead A Rezek3†, Stephen M Smith4, 
Timothy Behrens5,6, Penny J Probert Smith7, Mark Woolrich4,1*

1Oxford Centre for Human Brain Activity, University of Oxford, Oxford, United 
Kingdom; 2Sir Peter Mansfield Magnetic Resonance Centre, School of Physics and 
Astronomy, University of Nottingham, Nottingham, United Kingdom; 3Department 
of Engineering Science, University of Oxford, Oxford, United Kingdom; 4Oxford 
Centre for Functional MRI of the Brain, Nuffield Department of Clinical Neuroscience, 
University of Oxford, Oxford, United Kingdom; 5Oxford Centre for Functional 
MRI of the Brain, Nuffield Department of Clinical Neuroscience, Oxford University, 
Oxford, United Kingdom; 6Wellcome Trust Centre for Neuroimaging, University 
College London, London, United Kingdom; 7Department of Engineering Science, 
University of Oxford, Oxford, United Kingdom; 8Centre for Doctoral Training in 
Healthcare Innovation, Institute of Biomedical Engineering, Department of 
Engineering Science, University of Oxford, Oxford, United Kingdom

Abstract To provide an effective substrate for cognitive processes, functional brain networks 
should be able to reorganize and coordinate on a sub-second temporal scale. We used 
magnetoencephalography recordings of spontaneous activity to characterize whole-brain functional 
connectivity dynamics at high temporal resolution. Using a novel approach that identifies the points 
in time at which unique patterns of activity recur, we reveal transient (100–200 ms) brain states with 
spatial topographies similar to those of well-known resting state networks. By assessing temporal 
changes in the occurrence of these states, we demonstrate that within-network functional connectivity 
is underpinned by coordinated neuronal dynamics that fluctuate much more rapidly than has previously 
been shown. We further evaluate cross-network interactions, and show that anticorrelation between 
the default mode network and parietal regions of the dorsal attention network is consistent with an 
inability of the system to transition directly between two transient brain states.
DOI: 10.7554/eLife.01867.001

Introduction
The presence of large-scale distributed networks of temporally correlated spontaneous activity is a 
well-established phenomenon in neuroimaging (Biswal et al., 1995; Fox and Raichle, 2007; Raichle 
et al., 2001). These so-called resting state networks (RSNs) have been consistently identified across 
different subjects in the absence of any explicit task from covariations in the blood oxygenation level 
dependent (BOLD) signal, as measured by functional magnetic resonance imaging (fMRI) (Beckmann 
et al., 2005; Damoiseaux et al., 2006; Smith et al., 2009). These networks are known to have func-
tional relevance and clinical significance (Greicius et al., 2004; Filippini et al., 2009).

However, an important limitation in our understanding of spontaneous activity is how the low fre-
quency fluctuations typically associated with RSNs are related to the much faster timescales of cogni-
tive and sensory processing (Heeger and Ress, 2002; Deco and Corbetta, 2011; Raichle, 2011; 
Siegel et al., 2012). This is in part due to the fact that the indirect hemodynamic response measured 
via the BOLD signal precludes studying the rich temporal dynamics of the underlying electrophysio-
logical activity (Logothetis, 2008). In contrast, non-invasive electrophysiological recordings such as 
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magnetoencephalography (MEG) and electroencephalography (EEG) provide a direct measure of neu-
ronal activity at high temporal resolution. Recent studies using these modalities have revealed that 
these networks have an electrophysiological basis (Laufs et al., 2003; He et al., 2008; Jann et al., 
2010; Liu et al., 2010; Brookes et al., 2011), and are underpinned by much richer spatiotemporal 
dynamics that may be better characterized using time-varying measures of interactions (Brookes 
et al., 2014; Chang et al., 2013; Hutchison et al., 2013; de Pasquale et al., 2010, 2012). These 
studies have shown evidence that functional connectivity within whole brain networks exhibit temporal 
variability on a time scale of seconds to tens of seconds. However, to provide an effective substrate 
for cognitive processes, functional networks should be able to rapidly reorganize and coordinate on a 
sub-second temporal scale (Bressler and Tognoli, 2006).

Here, we present a study that identifies transient networks of brain activity, with no prior assump-
tions on the brain areas or time scales involved. This uses a distinct methodology based on a hidden 
Markov model (HMM), which infers a number of discrete brain states that recur at different points in 
time. Each inferred state corresponds to a unique pattern of whole-brain spontaneous activity, which 
is modeled by a multivariate normal distribution and a state time course indicating the points in time 
at which that state is active. These two outputs are shown schematically in Figure 1, and allow us to 
describe both the spatial and temporal characteristics of each inferred state.

By applying this methodology to band-limited amplitude envelopes of source reconstructed MEG 
data, we show that the HMM can independently identify brain states in MEG data that correspond to 
established RSNs, and which fluctuate at time scales two orders of magnitude faster than has previ-
ously been shown. We further assess cross-network interactions, and show that the antagonistic beha-
vior between the default mode network (DMN) and parietal regions of the dorsal attention network 
(DAN) is consistent with an inability of the system to transition directly between two of these states.

Results
We recorded 10 min of resting state MEG data from nine healthy subjects. We applied beamforming 
and frequency filtering to derive spatially and spectrally resolved estimates of neuronal activity. Data 
across multiple subjects were temporally concatenated resulting in a single group data matrix from 
which an HMM with 8 states was inferred (see ‘Materials and methods’). The inferred HMM states 
represent unique spatiotemporal patterns of activity (band-limited amplitude fluctuations) that repeat 
at different points in time (Rezek and Roberts, 2005).

eLife digest When subjects lie motionless inside scanners without any particular task to 
perform, their brains show stereotyped patterns of activity across regions known as resting state 
networks. Each network consists of areas with a common function, such as the ‘motor’ network or 
the ‘visual’ network. The role of resting state networks is unclear, but these spontaneous activity 
patterns are altered in disorders including autism, schizophrenia, and Alzheimer’s disease.

One puzzling feature of resting state networks is that they seem to last for relatively long times. 
However, the majority of studies into resting state networks have used fMRI brain scans, in which 
changes in the level of oxygen in the blood are used as a proxy for the activity of a given brain 
region. Since changes in blood oxygen occur relatively slowly, the ability of fMRI to detect rapid 
changes in activity is limited: it is thus possible that the long-lived nature of resting state networks is 
an artefact of the use of fMRI.

Now, Baker et al. have used a different type of brain scan known as an MEG scan to show that 
the activity of resting state networks is shorter lived than previously thought. MEG scanners 
measure changes in the magnetic fields generated by electrical currents in the brain, which means 
that they can detect alterations in brain activity much more rapidly than fMRI.

MEG recordings from the brains of nine healthy subjects revealed that individual resting state 
networks were typically stable for only 100 ms to 200 ms. Moreover, transitions between different 
networks did not occur randomly; instead, certain networks were much more likely to become 
active after others. The work of Baker et al. suggests that the resting brain is constantly changing 
between different patterns of activity, which enables it to respond quickly to any given situation.
DOI: 10.7554/eLife.01867.002
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Large-scale transient networks of 
spontaneous oscillatory activity
State specific changes in oscillatory amplitude 
revealed spatial patterns of activity with good 
similarity to several well-known networks, previ-
ously associated with brain wide correlations at 
slow (<0.1 Hz) timescales (Figure 2). Each map rep-
resents the partial correlation between the state 
time courses and the group-concatenated ampli-
tude envelope at each voxel. Accordingly, state 
specific increases and decreases in amplitude are 
represented by red/yellow and blue colors respec-
tively. State 1 shows increased activity in nodes of 
the default mode network (DMN) including left and 
right inferior parietal lobule, medial frontal gyrus 
and medial temporal lobe (but notably, not in the 
posterior cingulate/precuneus). States 2–6 show 
increased activity in the visual cortex (states 2 and 6), 
the sensorimotor network (state 3), and the left and 
right lateralized temporal lobes (states 4 and 5). 
States 7–8 show decreases in activity (blue in 
Figure 2) in parietal regions including the intrapari-
etal sulcus (IPS; state 7), and visual cortex (state 8).

The temporal properties of each state were characterized from the state time courses, which indi-
cate the points in time at which each state is active. By inspection it is evident that the states are short 
lived (Figure 3A). The temporal characteristics of each state may be quantified in terms of their frac-
tional occupancy (fraction of the total time spent in a state; Figure 3B), life times (time spent in a state 
before making a transition; Figure 3C), and interval lengths (time between consecutive state visits; 
Figure 3D). Average life times are between 100 ms and 200 ms. These life times are markedly shorter 
in duration than the time scales typically associated with resting state networks, which have previously 
been shown to be dominated by frequencies below 0.1 Hz (Cordes et al., 2001). We also character-
ized variations in the rate at which these states are visited by computing the fractional occupancy 
within a 10-s sliding window. These fractional occupancy time courses reveal slower temporal changes 
in the occurrence of the HMM states. These time courses are shown for all subjects in Figure 3E. It is 
clear that each state was represented in all subjects.

Large-scale networks of oscillatory activity are underpinned by rapid 
fluctuations
We have shown that whole brain spontaneous activity may be broken down into a set of distinct con-
nectivity patterns that appear to be stable for periods of 100–200 ms. To confirm that these brain 
states are consistent with coordinated fluctuations at these rapid time scales, we performed a follow 
up analysis using the inferred state time courses. We reasoned that if there were coordinated fluctua-
tions at the fastest time scales in the state time course, then low pass filtered versions of the state time 
courses should do worse at explaining fluctuations in the data. Different low pass filtered versions of 
the state time courses were obtained by computing fractional occupancy time courses using a range 
of time windows from 0.1 to 8 s. Note that for the shortest time windows, the fractional occupancy time 
course approximates the state time course. These fractional occupancy time courses were then sepa-
rately regressed onto the amplitude envelope time course from a representative voxel of the corre-
sponding brain state (the voxel that most correlated with the state time course). This analysis reveals 
a peak in correlation for window widths between 200 ms and 400 ms, demonstrating that when using 
the fractional occupancy the fastest time scales at which we can detect fluctuations in the amplitude 
envelopes are slower than those suggested by the HMM state life-times (∼100 ms), but still much faster 
than has been previously shown (Figure 4).

As a control, we repeated the HMM inference after first removing any potential high frequency 
network interactions from the data. The group-concatenated amplitude envelopes were low pass 
filtered below 0.5 Hz to remove any higher frequency dynamics and an 8 state HMM was inferred 

Figure 1. Schematic of the HMM outputs. An HMM 
with K states is inferred from band-limited amplitude 
envelopes of source reconstructed MEG data. Each 
state is characterized by a multivariate normal 
distribution (defined by means μk and covariance 
matrix Σk) and a state time course, which is a binary 
sequence that indicates the points in time at which the 
state is active.
DOI: 10.7554/eLife.01867.003
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Figure 2. State specific changes in band-limited amplitude. An 8 state HMM was inferred from temporally 
concatenated band-limited amplitude time courses (concatenated over nine subjects, 10 min each). The volumes 
and surface renderings show the partial correlation of each state time course with the envelope data at each voxel. 
The correlation values have been thresholded between 60% and 100% of the maximum correlation for each state 
and the color maps represent these ranges. Red/yellow and blue colors indicate positive and negative correlations 
respectively. See also Figure 2—figure supplement 1 for equivalent results from HMMs inferred with 4–14 states.
DOI: 10.7554/eLife.01867.004
The following figure supplements are available for figure 2:

Figure supplement 1. Maximum intensity projection maps showing the partial correlation computed between 
each state time course and the envelope data for a k state HMM for k = 4 to k = 14. 
DOI: 10.7554/eLife.01867.005

Figure supplement 2. Spatial maps of five of the inferred states alongside a matched RSN derived from applica-
tion of spatial ICA to resting state fMRI data (Smith et al., 2009). 
DOI: 10.7554/eLife.01867.006
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Figure 3. Temporal characteristics of the HMM states. (A) State time courses showing the most likely state at each time point for the first 10 s of data. 
(B) Fractional occupancy for each inferred state showing the mean and s.e.m. over subjects. The asterisks denote that the fractional occupancy of a state 
differs significantly from the other states. (C) Life times, and (D) interval lengths for each inferred state. The filled areas in (C) and (D) represent the 
distribution of values and the black crosses show the mean. (E) Fractional occupancy of each state as a function of time over all subjects, derived by 
averaging each state time course within a 10-s sliding window (75% overlap between adjacent windows). See also Figure 3—figure supplement 1 for a 
description of how these statistics vary when the HMM is inferred with 4–14 states.
DOI: 10.7554/eLife.01867.007
The following figure supplements are available for figure 3:

Figure supplement 1. Effect of number of states on (A) model evidence, approximated by the negative of the free energy, (B) minimum fractional 
occupancy and (C) mean life time, computed over all inferred states and 50 realizations of each HMM inference. 
DOI: 10.7554/eLife.01867.008

from these filtered envelopes. Despite removing the faster envelope fluctuations, a number of 
states were inferred with similar spatial topographies as the original HMM (Figure 4—figure 
supplement 1A,B). The life times of these states were longer, at around 1 s, reflecting the slower 
time scales of these low pass filtered signals. Next, to test whether simply introducing high fre-
quency noise could result in shorter life times, band-limited Gaussian noise (low pass filtered below 
10 Hz, reflecting the spectral content of the original envelopes, and therefore with the same non-
independence properties between time points), were added to the envelopes prior to inferring the 
HMM. As before, states with spatial topographies similar to the original HMM states were identified 
(Figure 4—figure supplement 1C). However, the life times of these states were now much shorter, 
at around 0.3 s.

As with the real data, we then fitted a GLM with a single regressor that corresponded to the frac-
tional occupancy time course computed using a range of time windows from 0.1 s to 8 s. When applied 
to the low pass filtered dataset (without added Gaussian noise; Figure 4—figure supplement 1B), 
this analysis reveals a peak in correlation for a window width of ∼1 s, consistent with the longer state 
life times. However, for the low pass filtered data set with added Gaussian noise (Figure 4—figure 
supplement 1C), while the state life times were reduced to ∼100 ms, the peak in correlation remains 
at a window width of ∼1 s. This demonstrates that in this control there are no detectable within-
network amplitude fluctuations faster than 1 s, which is consistent with the applied 0.5 Hz low pass 
filtering. This is in stark contrast to the real data (Figure 4), where the analysis reveals a peak in corre-
lation for window widths between 200 ms and 400 ms.
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http://dx.doi.org/10.7554/eLife.01867.007
http://dx.doi.org/10.7554/eLife.01867.008


Neuroscience

Baker et al. eLife 2014;3:e01867. DOI: 10.7554/eLife.01867	 6 of 18

Research article

State transitions reveal cross-network interactions
Networks of whole brain spontaneous activity may be characterized not only in terms of their within-
network activity, but also in terms of cross-network interactions. To assess the relationship between 
different functional networks in the context of the HMM, we examined the relationship between the 
points in time at which different states are active. An important result from fMRI studies is the obser-
vation that the DMN exhibits anticorrelation with networks associated with attention demanding tasks, 

Figure 4. Analysis of the time scales that best reflect within-network envelope fluctuations. Partial correlation maps 
and fractional occupancy time window dependency are shown for (A) DMN, (B) visual network and (C) sensorimotor 
network. The fractional occupancy time window dependency was computed by fitting a GLM to the amplitude 
envelope at the voxel with highest correlation with the state time course with the fractional occupancy (computed 
within different time windows) as a single regressor. See also Figure 4—figure supplement 1 for a control analysis 
with surrogate data.
DOI: 10.7554/eLife.01867.009
The following figure supplements are available for figure 4:

Figure supplement 1. Control analysis of the time scales that best reflect within-network envelope fluctuations. 
DOI: 10.7554/eLife.01867.010
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such as the dorsal attention network (DAN) (Fox et al., 2005; Smith et al., 2009). Of particular interest 
therefore is the relationship between state 1, which represents the DMN, and state 7, which we pos-
tulate may represent parietal regions of the DAN. While the correspondence between BOLD and 
electrophysiological activity has yet to be fully understood, it has been shown that alpha and beta 
power at rest correlate positively with BOLD in the DMN and negatively with BOLD in the DAN 
(Mantini et al., 2007). Accordingly, increased activity in the DMN (red/yellow in state 1) and decreased 
activity in parietal regions of the DAN (blue in state 7) would both correspond to an increase in the 
BOLD signal. Based on this reasoning, we hypothesized that the antagonistic behavior of these two 
networks as shown in multiple fMRI studies would manifest in the inferred HMM states as an anticor-
relation between the fractional occupancy time courses of these two states. In other words, periods of 
time in which the DMN state is frequently visited would coincide with periods of time in which the 
putative DAN state is rarely visited (and vice versa).

To this end, we computed the correlation coefficient between the fractional occupancy time courses for 
each state (computed within 10-s sliding windows as shown in Figure 3E). Positive correlations between a 
pair of states indicate that the two states are visited more frequently during similar periods of time. As 
predicted, we found strong antagonistic behavior between the DMN (state 1) and the putative DAN 
(state 7), suggesting an electrophysiological basis to the anticorrelated nature of these networks (Figure 5A).

We further assessed the relationship between different functional networks by examining the tran-
sitions between the inferred states. These transitions may be represented in the form of a transition 
matrix, where each row represents the probability of transitioning to any other state given the current 
state (Figure 5B). There is a clear structure to the matrix showing that transitions between certain pairs 
of states are more likely than others. A number of these transitions are intuitive, for example the strong 
probability of transitioning between visual states 2 and 6. There is a very low probability of transition-
ing between the DMN (state 1) and the putative DAN (state 7), raising the intriguing possibility that 
anticorrelation between these networks may arise from an inability of the system to transition directly 
between these two transient states.

Occurrence of transient states reflect temporal variability in functional 
connectivity
A number of previous studies have assessed the temporal dynamics of resting state connectivity 
by computing measures of functional connectivity such as band-limited amplitude correlation within 

Figure 5. Relationship between states. (A) Correlation matrix between the fractional occupancy time courses of 
each state. Positive correlations between a pair of states indicate that the two states are visited more frequently 
during similar periods of time. (B) State transition matrix for the group HMM. The matrix shows the probabilities of 
transitioning to any particular state given the current state. The probability of remaining in the same state has been 
excluded from each matrix (shown in white).
DOI: 10.7554/eLife.01867.011
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sliding time windows of several seconds or longer (Allen et al., 2012; Brookes et al., 2014; Chang 
and Glover, 2010; de Pasquale et al., 2012). To investigate whether any relationship exists between 
temporal variability in amplitude correlation and the occurrence of states inferred from the HMM, we 
computed the sliding window envelope correlation between different nodes of the DMN and com-
pared the resulting correlation time courses with changes in the fractional occupancy of the inferred 
DMN state. Regions of interest were defined in the centers of the nodes corresponding to the inferior 
parietal lobule (IPL), medial frontal gyrus (MFG) and medial temporal lobe (MTL) in both hemispheres 
(Figure 6A). The envelope of oscillatory activity was computed at these six locations for each subject. 
With reference to previous findings (de Pasquale et al., 2010), envelope correlation was computed 
within 10-s sliding windows between all six ipsilateral ROI pairs and all three contralateral ROI pairs. 
The HMM state corresponding to the DMN was identified and the fractional occupancy was computed 
within the same 10-s sliding window. The time courses of these two measures are shown for a single 
subject in Figure 6B, where the DMN pair shown is the right IPL and right MFG. In line with previous 
findings, it is evident that the envelope correlation between different network nodes alternates 
between periods of high and low correlation (de Pasquale et al., 2010). Interestingly, periods of high 
envelope correlation are generally associated with an increase in the fractional occupancy of the DMN 
state, suggesting that fluctuations in interregional functional connectivity represent periods of time in 
which a particular transient network is frequently visited. This relationship may be quantified as the 
correlation between the two time series for each subject and node pair. There is a clear positive corre-
lation between the two measures for all inter- and intra-hemispheric pairs (Figure 6C).

Discussion
We have characterized whole-brain spontaneous activity based on time-varying behavior of source 
localized MEG signals. Using a distinct methodology that is able to resolve changes in functional con-
nectivity at high temporal resolution, we identified short-lived (100–200 ms) states that represent 

Figure 6. Comparison between HMM state occupancy and sliding window envelope correlation. (A) Six nodes identified from the DMN state (rIPL, lIPL, 
rMFG, lMFG, rMTG, lMTG). (B) Time courses of rIPL-rMFG envelope correlation (blue) and DMN state fractional occupancy (green) for a single subject 
computed using a 10-s sliding window (75% overlap between adjacent windows). (C) Correlation between the sliding window envelope correlation time 
course and fractional occupancy time course for each ipsilateral pair (bilaterally homologous pairs from the left and right hemispheres have been 
averaged together) and each contralateral pair (mean and s.e.m. over subjects).
DOI: 10.7554/eLife.01867.012
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unique spatiotemporal patterns of neural activity. The inferred states revealed spatial topographies 
that represent networks of spatially segregated brain regions that bear a strong similarity to seed 
based correlation or ICA derived RSNs in both MEG and fMRI. By assessing temporal changes in the 
occurrence of these states, we demonstrated that within-network functional connectivity is under-
pinned by neuronal dynamics that fluctuate much more rapidly than has previously been shown.

Large-scale transient networks of spontaneous oscillatory activity
By inferring an HMM from the amplitude envelopes of group-concatenated data, we identified spatial 
maps representing state specific increases in oscillatory amplitude in anatomical locations corresponding 
to well-known RSNs. These networks include the default mode, visual and sensorimotor networks and 
parietal regions of the DAN.

In addition to inferring the spatial covariance structure, the HMM also infers the time points at 
which each state is active. Each state was well represented over the group with all occupancies 
between 5% and 20% of the total time. The state life times were short, between 100 ms and 200 ms 
on average. These findings demonstrate that RSNs derived from conventional techniques such as 
ICA or seed–based correlation may be identified from discrete transient epochs that represent only a 
small fraction of the total recording, confirming recent studies from both fMRI and MEG (Liu and 
Duyn, 2013; de Pasquale et al., 2012).

Due to the assumption of mutual exclusivity of the HMM states, we should be cautious in automat-
ically interpreting the fast switching between states in the form of short life times as a property of the 
underlying spontaneous activity. After all, an attractive hypothesis is that the brain’s resting state 
activity consists of a finite number of unique networks that can overlap spatially and temporally 
(Smith et al., 2012). However, these relatively weak assumptions render the hypothetical networks 
unidentifiable using existing decomposition techniques (to the best of our knowledge), and so further 
constraints are currently needed to proceed. For example, in temporal ICA the assumption of tempo-
ral independence will discourage temporal overlap. In the HMM, the mutual exclusion approach will 
also prohibit temporal overlap. As a result, the HMM states can perhaps be best thought of as repre-
senting the most dominant unique configurations of these hypothetical networks. Based on this inter-
pretation, the state time courses provide a meaningful window on the underlying network dynamics 
by indicating the most dominant state at each point in time. Indeed, we have shown that these time 
courses can provide an insight into the relationship between different functional networks (Figure 5).

Nonetheless, the rate of occurrence of the inferred states as described by the fractional occu-
pancy allows us to assess the time scales at which within-network amplitude fluctuations are detect-
able. By modeling these fluctuations using the fractional occupancy time course computed at a range 
of different window widths, we show that they are best described by sub-second temporal dynamics 
with coordinated fluctuations on the order of 200–400 ms. Importantly, these time scales were not 
found for control surrogate data, where the fast network interactions were replaced by uncorrelated 
noise (see Figure 4—figure supplement 1), demonstrating that within-network functional connec-
tivity is underpinned by neuronal dynamics that fluctuate much more rapidly than has previously 
been shown.

Cross-network interactions
The HMM assumes that the states themselves are mutually exclusive. It might be thought that this 
assumption negates the possibility of the HMM providing insight into cross-network (i.e., across-state) 
interactions. While this is true at the fast (below 100 ms) within-state time scales, this does not mean 
that we cannot assess cross-network interactions at all. In particular, the HMM furnishes us with the 
probability of transitioning between different networks. This can tell us if there is a preference for the 
brain to move between two different networks, or an antagonism such that there is rarely a transition 
between two different networks. Indeed, the relationship between the DMN (state 1) and parietal 
areas of the DAN (state 7) was shown to be an example of the latter (Figure 5B). We have also dem-
onstrated how cross-network interactions can be assessed using fractional occupancy time courses, 
which describe how frequently states are visited within 10-s time windows. By computing correlations 
between these slower time courses, we can assess relationships between networks at the time scales 
more typically associated with previous investigations into long-range resting state interactions 
(Fox et al., 2005). Of particular interest is the anticorrelation between the fractional occupancy time 
courses of the DMN state and the putative DAN state (Figure 5A).

http://dx.doi.org/10.7554/eLife.01867
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The fact that cross-network relationships present in the fractional occupancy time courses are main-
tained when looking at the faster time scales of the state transitions, suggests a link between these 
two time scales. However, with the current methodology it is not possible to establish a causal link between 
these time scales (i.e., whether infrequent transitions arise because these networks are anticorrelated 
at longer time scales, or that this anticorrelation arises due to these infrequent transitions).

Correspondence with BOLD RSNs
The states inferred by the HMM show some consistency with RSNs measured using fMRI. The spatial 
correspondence between the spatial maps obtained via the HMM and RSNs derived from application 
of ICA to BOLD are shown in Figure 2—figure supplement 2. A notable difference between these 
maps is the absence of the posterior cingulate cortex (PCC) or precuneus in the DMN state. One pos-
sible explanation is that the PCC may act as a functional ‘hub’, such that it is not strongly represented 
in any one state. While the HMM allows spatial overlap, we have visualized the states in terms of state-
specific amplitude changes, such that any node that is active during a number of states will be sup-
pressed in the spatial maps. It is possible that, as a hub, the PCC has membership in the majority of 
states and is therefore poorly identified by mapping state specific activity. However, it is not trivial to 
identify nodes that are active in multiple states because this is confounded by the spatial leakage due 
to the ambiguities in the source reconstruction (Van Veen et al., 1997; Schoffelen and Gross, 2009).

While there is strong evidence for hub-like behavior of the PCC/precuneus in terms of structural 
(Sporns et al., 2007; Hagmann et al., 2008) and functional (Buckner et al., 2009; Tomasi and 
Volkow, 2011) connectivity, evidence in MEG is more varied. Graph theoretical analyses of MEG 
band-limited power have revealed strong hubs in dorsal prefrontal cortex, lateral parietal cortex, and 
temporal cortex (in essence those areas represented by state 1), but notably not the PCC (Hipp et al., 
2012). Furthermore, the PCC was not found to be present in RSNs derived from application of tem-
poral ICA to MEG data (Brookes et al., 2011). Interestingly, an MEG-derived DMN comprising the 
PCC has been shown using seed–based correlation with the PCC as a seed, but only when restricted 
to time points in which the network was maximally correlated (de Pasquale et al., 2012).

Another reason why the PCC may not be present in the HMM is due to the relative insensitivity of 
MEG to deeper sources. This hypothesis is supported by the fact that in the present study, and in 
Brookes et al. (2011) and Hipp et al. (2012), the sensor array comprised only axial gradiometers, 
which measure the spatial gradient of the field and are relatively insensitive to deep sources. Conversely, 
in de Pasquale et al. (2012), the array comprised magnetometers that have increased depth sensi-
tivity. It is therefore possible that the PCC is not present simply because it does not generate a meas-
urable signal.

Finally, it is worth considering to what extent the DMN or DAN, and the particular spatial nodes 
they incorporate, are definitive networks. The particular form of such networks is tied to the approaches 
used to identify them, for example spatial ICA. Indeed when other approaches with different assump-
tions are made, then different networks can be inferred. One good example of this is that, when using 
temporal ICA on fMRI data, no single DMN is found (Smith et al., 2012). In short, the concept of 
a ‘network’ and the form they take depends on the assumptions made in the data decomposition 
approach, and none should be considered necessarily better than the other (assuming they show 
similar objective performance, e.g., Bayesian model evidence and reproducibility), but instead they 
each offer different perspectives on the nature of the brain’s activity.

Relation to EEG microstates
The short life times inferred from the HMM raises the question of whether there exists a relationship 
between the states shown here and the ‘microstates’ found from EEG studies (Lehmann et al., 1998; 
Koenig et al., 2005). Microstates are quasi-stable topographies in which the distribution of EEG 
power over the scalp remains stable for periods of around 100 ms. Clustering of these topographies 
into a limited number of classes has revealed that relatively few (typically four) unique maps are con-
sistently identified across multiple time points and subjects (Lehmann et al., 1998). It has also been 
suggested that EEG microstates may represent the electrophysiological signatures of resting state 
networks. A number of recent studies have sought to investigate this by correlating fMRI RSNs with 
simultaneously acquired EEG recordings (Britz et al., 2010; Musso et al., 2010; Yuan et al., 2012).

Segmentation of EEG scalp maps into microstates is based on finding repeating distributions of 
power across multiple recording sites and therefore captures similar interactions to those that drive 
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the HMM. However, a clear distinction is that the HMM explicitly models the temporal dynamics and 
is therefore tuned to finding states that repeat in a predictable way. Another difference is that our 
approach exploits the superior spatial resolution available using MEG, by basing the inferred states on 
source space projections of MEG data. This makes results more directly interpretable in the context of 
fMRI resting state networks. While it is possible that the HMM states inferred in this paper relate to the 
source space counterparts of EEG microstates, without measuring EEG and MEG concurrently, a direct 
relationship cannot be confirmed.

Relationship with functional connectivity at slower time scales
The states inferred using the HMM represent networks of activity that show some consistency with 
those found previously using spatial ICA on FMRI data (Beckmann et al., 2005; Smith et al., 2009) 
and using temporal ICA on MEG data (Brookes et al., 2011; Luckhoo et al., 2012). In both the ICA 
and HMM approaches, data from all voxels are used and therefore no prior spatial localization assump-
tions (e.g., seed voxels) are required. In the case of temporal ICA, two regions will tend to be strongly 
represented in the same network if their time courses exhibit a strong time-averaged correlation with 
the same independent component. By contrast, in the case of the HMM, membership of two regions 
to a particular state (‘network’) depends only on there being a repeated pattern of covariance at 
those points in time at which the state is active, that is, it is not time averaged over ‘all’ time points. 
The results in this paper, for example the fact that the two approaches result in similar networks, are 
consistent with the idea that ICA RSNs derive from the transient time-varying behavior captured by the 
HMM states. This idea is supported by the findings that seed-based functional connectivity is increased 
if evaluated only within those time points at which the rest of the network is synchronized (de Pasquale 
et al., 2010). In this paper, we provide evidence of a relationship between the sliding window correlation 
computed between nodes of the DMN and the occurrence rate of the DMN state (Figure 6). Accordingly, 
changes in within-network envelope correlation may reflect variations in the frequency at which a partic-
ular connectivity state is visited. One explanation for this observation is the idea that electrophysiological 
data are characterized by scale-free dynamics that span from hundreds of milliseconds to tens of seconds 
(Van de Ville et al., 2010). This fractal property of neural dynamics may provide an explanation for the 
similar spatial correlation structure that exists between signals at different temporal scales. Hence, slow 
fluctuations in band-limited amplitude correlations that underlie MEG RSNs may capture similar physio-
logical phenomena as the HMM states, but seen through different temporal filters.

Methodological considerations
In the present study, the data for individual subjects were temporally concatenated, yielding a single 
combined data set from which the HMM was inferred. Group concatenation is widely used in unsuper-
vised analyses of resting state activity, particularly in the case of ICA (Calhoun et al., 2009). Nonetheless, 
it is important to bear in mind that this approach assumes that there is an anatomical correspondence 
between subjects. In the case of ICA, this assumption means that individuals share common group maps 
(Calhoun et al., 2009). In the case of the HMM approach, this assumption extends to the requirement 
that the data from different individuals within a particular state are drawn from the same multivariate 
normal distribution, and that the transitions between these states occur in a repeatable manner over 
subjects. This being said, there is no requirement that all states should be present in all subjects, however 
it is clear from the fractional occupancy time courses in Figure 3E that they are. In light of this assump-
tion, states inferred from the group data may best be thought of as representing the spatiotemporal 
patterns of activity that occur most consistently over the group. An alternative strategy to group concat-
enation is to infer separate HMMs for each subject individually. This would allow the model to more 
freely adapt to individual subjects’ patterns of activity and functional connectivity. However, a severe 
limitation of this approach is that there will not necessarily be a correspondence between states inferred 
from different subjects, making it difficult to perform subsequent analyses at the group level.

A limitation of the proposed technique is that HMM inference requires an a priori specification of 
the number of states, K. Bayesian inference techniques provide a means to test model order selection, 
by providing an approximation to the model evidence via the free energy. In theory, it should be possible 
to pick the optimal number of states by selecting the model with the greatest (negative) free energy. 
In practice however, we observe that the free energy increases monotonically up to K = 15 states, 
suggesting that the Bayes-optimal model may require an even higher number of states (Figure 3—
figure supplement 1A). In the absence of a straightforward data driven approach to model order 
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selection, we opted instead to repeat the analysis for values of K from 4 to 15 and arbitrarily chose 8 
states as the case to present here, which we believe represents a good trade-off between richness and 
redundancy. Results for different model orders are shown in Figure 2—figure supplement 1. Varying 
the number of states between 4 and 14 did not change the topographies of the most prominent RSN-
like states. It is worth noting that a similar limitation exists for more established data-driven decompo-
sitions such as ICA, in which the choice of model order is driven by the application; for example, lower 
model orders are used to obtain the classic RSNs, and higher model orders are used to obtain finer 
grained parcellations for use in subsequent network analysis (Smith et al., 2011).

Finally, the observation model used in this paper corresponded to a multivariate normal distribu-
tion. The assumption of a Gaussian observation model allows inference of the HMM to be made 
tractable to variational Bayesian inference and thus permits its application to large amounts of data 
(40 observations and 1.5 hr of time points). However, it should be recognized that modeling only the 
first and second order statistics under a Gaussian assumption is likely to be an oversimplification of the 
underlying network dynamics. The multivariate normal distribution is just one of many potential obser-
vation models that may be used in the context of the HMM. For example, binary observation models 
have previously been used in the context of modeling interictal spikes (Ossadtchi et al., 2005). Future 
work will focus on implementing a multivariate autoregressive (MVAR) model that can model time 
lagged dependencies between observations.

Functional role of transient synchronization
The work presented here rests on the underlying assumption that resting state activity may be broken 
down into a set of distinct connectivity patterns that repeat over time and where only one functional 
state may be active at any one time. In other words, the states inferred by the HMM are mutually 
exclusive. While this assumption may be an oversimplification of the underlying network dynamics, 
the concept that there exist distinct functional connectivity states that recur at different points in 
time is compatible with computational models of neuronal connectivity (Deco et al., 2011) and obser-
vations from both fMRI (Allen et al., 2012) and EEG (Britz et al., 2010; Musso et al., 2010; Yuan 
et al., 2012). The idea that RSNs represent states in which distributed cortical areas synchronize tran-
siently is also compatible with the idea of a ‘dynamic repertoire’ of states that are continuously 
explored in order to more quickly adopt the network configuration optimal for a given impending 
input (Deco et al., 2011). This organization of dynamic activity through transient spatial patterns 
of coordination may provide the flexibility required to adapt to the rapidly changing computational 
demands of cognitive processing (Bressler and Tognoli, 2006).

Materials and methods
Data acquisition
Resting state MEG data were acquired from nine healthy subjects. The subjects were asked to lie in the 
scanner with their eyes open while 10 min of data were recorded. The MEG data were acquired using a 275 
channel CTF whole-head system (MISL, Conquitlam, Canada) at a sampling rate of 600 Hz with a 150 Hz 
low pass anti-aliasing filter. Synthetic third order gradiometer correction was applied to reduce external 
interference. Localization of the head within the MEG helmet was achieved using three electromagnetic 
head position indicator (HPI) coils. By periodically energizing these coils their position within the MEG 
sensor array was identified. Prior to data acquisition, the HPI coil locations, the position of three fiducial 
points (the nasion, and left and right preauricular points), and the head shape were recorded using a 
three-dimensional digitizer (Polhemus Isotrack). MR images were acquired using a 3T Phillips Achieva MR 
system at 1 × 1 × 1 mm3 resolution running an MPRAGE sequence. Each subject’s structural MRI was 
registered to the MNI152 standard brain such that all subsequent source space analysis was per-
formed in MNI space. The locations of the MEG sensors with respect to the anatomy were determined 
by registering the digitized head surface to the head surface extracted from the structural MRI.

Data pre-processing
The data were converted to SPM8 http://www.fil.ion.ucl.ac.uk/spm and down sampled to 200 Hz. Each 
recording was visually inspected to identify channels and/or periods of data containing obvious arti-
facts or with abnormally high variance, which were discarded. Independent component analysis (ICA) was 
used to decompose the sensor data for each session into 150 temporally independent components (tICs) 
and associated sensor topographies (http://research.ics.aalto.fi/ica/fastica). Artifact components were 
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classified via the following procedure. Eye-blink, cardiac and mains interference components were manu-
ally identified by the combined inspection of the spatial topography, time course, kurtosis of the time 
course and frequency spectrum for all components. Eye-blink artifacts typically exhibited high kurtosis 
(>20), a repeated blink structure in the time course and very structured spatial topographies. Cardiac 
component time courses strongly resembled the typical ECG signals, as well as having high kurtosis 
(>20). Mains interference had extremely low kurtosis (typically <−1) and a frequency spectrum dominated 
by 50 Hz line noise. Following artifact rejection the data were frequency filtered into the 4–30 Hz band.

Source analysis
The pre-processed MEG data were projected onto a regular 8-mm grid spanning the entire brain using 
a custom scalar beamformer implemented in SPM8 (Van Veen et al., 1997; Vrba and Robinson, 
2001; Woolrich et al., 2011). Beamforming is an adaptive spatial filter in which the estimated neu-
ronal electrical activity qr,φ(t) at a pre-determined brain space location r with orientation φ, and at time 
t is given by a weighted sum of the N sensor measurements

ϕ ϕ
T

, ,( ) = ( )
r r

q t w m t 	

where, wr,φ is a (N × 1) set of weights that govern the projection of the (N × 1) sensor data m(t) into 
source space, and superscript T indicates a transpose. Here, we use a linearly constrained minimum 
variance (LCMV) scalar beamformer (Van Veen et al., 1997; Robinson and Vrba, 1999; Woolrich 
et al., 2011). The weights are determined by an estimate of the (N × N) covariance matrix C computed 
between all sensor pairs, and a set of lead fields hr,φ that describes how a unit current generated by a 
dipolar source at location r with orientation φ would be measured at each MEG sensor (Sarvas, 1987; 
Huang et al., 1999)

ϕ ϕ ϕ ϕ
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where, hr,φ is the (N × 1) projection of the (N × 3) lead fields Hr,Φ to the dipole orientation φ that maximizes 
the projected signal-to-noise ratio, computed as in Sekihara et al. (2001). The sensitivity of the beam-
former varies for different locations in the head (Van Veen et al., 1997; Vrba and Robinson, 2001). To 
account for this spatial bias, the projected data qr,φ(t) were scaled by an estimate of the projected noise:
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where, T
,r

w ϕ  × wr,φ represents the projection of uncorrelated sensor noise (i.e., the noise covariance 
matrix is the identity matrix).

Computation of source space amplitude envelopes
Following beamformer projection, the oscillatory amplitude envelope at each voxel was derived 
by computing the magnitude of the Hilbert transform of the source-reconstructed data. For computa-
tional efficiency, the envelopes were down sampled to 40 Hz by temporally averaging within sliding 
windows with a width of 100 ms and 75% overlap between consecutive windows. The amplitude enve-
lopes were concatenated temporally across all subjects after spatially smoothing with a Gaussian ker-
nel (FWHM 9.4 mm). The envelope data for each subject were demeaned and normalized by the 
global (over all voxels) variance prior to concatenation.

Hidden Markov model
The group-concatenated envelopes were demeaned and pre-whitened to reduce the data to 40 prin-
cipal (temporal) components with unit variance and zero mean. An HMM with 8 states was inferred 
(although see Figure 2—figure supplement 1 and Figure 3—figure supplement 1 for equivalent 
results with other model orders). Each inferred HMM state is associated with a unique multivariate 
normal distribution over the observations (principal components), defined by a (M × 1) mean vector 
and a (M × M) covariance matrix where M = 40 (the number of principal components) (Rezek and 
Roberts, 2005; Woolrich et al., 2013). To account for variations in the inference due to different 
initializations, 10 realizations were performed for each inference and the model with the lowest free 
energy was chosen. The most probable a posteriori state ut at each time point and was obtained using 
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the Viterbi algorithm (Rezek and Roberts, 2005). State time courses were defined for each state as 
indicator variables that indicate the points in time in which that state is most probable ut==k. The HMM 
toolbox and example scripts may be downloaded from www.fmrib.ox.ac.uk/∼woolrich/HMMtoolbox.

HMM inference
We assume an HMM of length T samples, state space dimension K, hidden state variables s={s1...sT} and 
observed data y={y1...yT}, where yt are the (M × 1) principal components at time t computed from the 
group-concatenated envelope data. The full true posterior probability of the model is then given by:

( ) ( ) ( ) ( )0 0 1 0, , = ( | ) | , | , ( ) ( )
T

t t t t t t

t

P y s P s P s s P y s P P Pπ π θ π π θΘ −∏
	

where, P(πt), P(π0) and P(θ) are chosen to be non-informative priors. The HMM parameters Θ={π0,πt,θ} 
consist of π0 which parameterize the initial state probability P(s0), πt which determine the state transi-
tion probability P(st|st-1) and θ which describe the observation probabilities P(yt|st). Here, we assume 
that the probability to transition to another state depends only on the state that the system is in, and 
not on the path it took to get to its current state, that is, it is Markovian:

P(st|s1…st−1) = P(st | st−1) =  πt	

where, πt is the (K × K) transition probability matrix in which the element (i,j) describes the probability 
of transitioning from state i to state j between time t-1 and time t.

The term P(yt|st,θ), is the observation model. In this work, we assume that the observation 
model for state k is a multivariate normal distribution with θk={μk,Σk}, where μk is the (M × 1) mean 
vector, and Σk is the (M × M) covariance matrix:

( )|   ΣN
t t k k

P y s k( = , ) ,θ μ~ 	

The prior distributions over the HMM parameters Θ={π0,πt,θ} are chosen to be conjugate distribu-
tions. The approximate posterior distributions will then be functionally identical to the prior distribu-
tions (i.e., a Gaussian prior density is mapped to a Gaussian posterior density), making the model 
tractable to certain kinds of inference. See Rezek and Roberts (2005) for details.

In this work, we use variational Bayes (VB) inference on the HMM, as described in Rezek and 
Roberts (2005). This is fully probabilistic and furnishes us with full posterior distributions on the model 
parameters P(Θ,s,y). Aside from the inferred posterior distribution over the observation model P(yt|st,θ), 
we are also interested in determining those points in time at which particular states are active. The 
relevant output is the marginal posterior inference on the state variables P(st|y). This is obtained using 
Viterbi decoding. For the purpose of computing summary statistics of state life time and occupancy, 
we have chosen to hard classify the states as being on or off by choosing the most probable a poste-
riori state ut at each time point:

( )= arg max = |
t t

k

u P s k y
	

Summary statistics
We defined a number of summary statistics to describe the temporal characteristics of the inferred 
states. For the purpose of computing these statistics, we have chosen to hard classify the states as 
being on or off by choosing the most probable a posteriori state ut at each time point:

Fractional occupancy is defined as the fraction of time spent in each state

( ) ( ) 

1
  = ==

t

t

fractionaloccupancy k u k
T
∑

	

where, ut==k is one if ut=k and is zero otherwise, and T is the length of the state sequence in samples. 
The mean life time is defined as the average amount of time spent in each state before transitioning 
out of that state:

mean life time (k) =   ∑t(ut == k)
number of occurences (k)	
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The mean interval length is similarly defined as the average amount of time spent between consec-
utive visits to a particular state:

mean interval length (k) =   T − ∑t(ut == k)
number of occurences (k)	

where, the number of occurrences is given by:

( ) ( ) ( )( )( )1   = == == ==1
t t

t

number of occurrences k u k u k−−∑
	

Deriving partial correlation maps
By performing a principal component analysis prior to inferring the HMM, the dimensionality of the 
data was reduced to a computationally manageable amount. However, this means that the multivar-
iate normal distributions that define each state span this reduced subspace, and are therefore not 
readily interpretable in terms of the underlying anatomy. To interrogate those brain areas associated 
with each state, we mapped state-specific activity by correlating the amplitude envelope at each voxel 
with the HMM state time courses. This has the advantage of identifying only activity that is unique to 
each state, and thus reduces components of the signal that are common across states that may obscure 
state-specific effects.

State specific changes in oscillatory activity were identified by computing the partial correlation of 
the state time courses with the source space data. The partial correlation was computed using a 
general linear modeling (GLM) framework as follows. The maximum a posteriori state ut at each time 
point was used to construct a (K × T) design matrix X, where each column k is an array of indicator 
variables that indicates whether state k is on or off:

( )


t

t

u k
X t k

u k
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, =

0,  ≠ 	

This design matrix, together with the full-rank (before whitening) source space data, was used in a 
GLM analysis (Friston et al., 1996; Brookes et al., 2004; Woolrich et al., 2009). Specifically, we per-
form a multiple linear regression at each voxel with the group-concatenated envelope data as the 
dependent variable. To compute the partial correlation, both the design matrix and the data were 
normalized to have zero mean and unit variance prior to fitting the GLM. This yields a set of K spatial 
maps representing estimates of the partial correlation coefficient between each state and the data.

Acknowledgements
The authors would like to thank Sofia Palazzo Corner for her assistance in acquiring the MEG data and 
Henry Luckhoo for his help with pre-processing the data. We thank the following institutions for their 
support: the RCUK Digital Economy program for provision of funding for APB through the Centre for 
Doctoral Training in Healthcare Innovation; the Leverhulme Trust for fellowship support for MJB and 
the University of Nottingham who funded the MEG scanner. MWW is funded by the Wellcome Trust, 
the MRC/EPSRC UK MEG Partnership award, and supported by the National Institute for Health 
Research (NIHR) Oxford Biomedical Research Centre based at Oxford University Hospitals Trust 
Oxford University (the views expressed are those of the author(s) and not necessarily those of the NHS, 
the NIHR or the Department of Health).

Additional information
Competing interests
TB: Reviewing editor, eLife. The other authors declare that no competing interests exist.

Funding

Funder Grant reference number Author

Research Councils UK Digital  
Economy programme

Adam P Baker

Wellcome Trust Mark Woolrich

http://dx.doi.org/10.7554/eLife.01867


Neuroscience

Baker et al. eLife 2014;3:e01867. DOI: 10.7554/eLife.01867	 16 of 18

Research article

Funder Grant reference number Author

NIHR Oxford Biomedical  
Research Centre

Mark Woolrich

Leverhulme Trust Matthew J Brookes

National Institutes of Health  
Human Connectome Project

1U54MH091657-01 Timothy Behrens

The Wellcome Trust 088312AIA Timothy Behrens

The Wellcome Trust 098369/Z/12/Z Stephen M Smith

UK MEG Partnership Award MR/K005464/1 Mark Woolrich

Engineering and Physical  
Sciences Research Council

EP/J012041/1 Iead A Rezek

The Wellcome Trust and the  
Engineering and Physical  
Sciences Research Council

WT 088877/Z/09/Z Penny J Probert Smith

The funders had no role in study design, data collection and interpretation, or the  
decision to submit the work for publication. The views expressed are those of the authors  
and not necessarily those of the funders.

Author contributions
APB, MW, Conception and design, Analysis and interpretation of data, Drafting or revising the article; 
MJB, Acquisition of data, Drafting or revising the article; IAR, SMS, TB, PJPS, Analysis and interpretation 
of data, Drafting or revising the article

Ethics
Human subjects: The study was approved by the University of Nottingham Medical School Research 
Ethics Committee (approval code F/12/2006). All volunteers received a study information sheet, com-
pleted a safety questionnaire, and provided written informed consent, including consent to publish 
anonymised results.

References
Allen EA, Damaraju E, Plis SM, Erhardt EB, Eichele T, Calhoun VD. 2012. Tracking whole-brain connectivity 

dynamics in the resting state. Cerebral Cortex 24:663–676. doi: 10.1093/cercor/bhs352.
Beckmann CF, DeLuca M, Devlin JT, Smith SM. 2005. Investigations into resting-state connectivity using 

independent component analysis. Philosophical Transactions of the Royal Society of London. Series B, Biological 
Sciences 360:1001–1013. doi: 10.1098/rstb.2005.1634.

Biswal B, Yetkin FZ, Haughton VM, Hyde JS. 1995. Functional connectivity in the motor cortex of resting human 
brain using Echo-Planar MRI. Magnetic Resonance in Medicine 34:537–541. doi: 10.1002/mrm.1910340409.

Bressler SL, Tognoli E. 2006. Operational principles of neurocognitive networks. International Journal of 
Psychophysiology 60:139–148. doi: 10.1016/j.ijpsycho.2005.12.008.

Britz J, Van De Ville D, Michel CM. 2010. BOLD correlates of EEG topography reveal rapid resting-state network 
dynamics. NeuroImage 52:1162–1170. doi: 10.1016/j.neuroimage.2010.02.052.

Brookes MJ, Gibson AM, Hall SD, Furlong PL, Barnes GR, Hillebrand A, Singh KD, Holliday IE, Francis ST, 
Morris PG. 2004. A general linear model for MEG beamformer imaging. NeuroImage 23:936–946. 
doi: 10.1016/j.neuroimage.2004.06.031I.

Brookes MJ, Woolrich M, Luckhoo H, Price D, Hale JR, Stephenson MC, Barnes GR, Smith SM, Morris PG. 2011. 
Investigating the electrophysiological basis of resting state networks using magnetoencephalography. 
Proceedings of the National Academy of Sciences of the United States of America 108:16783–16788. 
doi: 10.1073/pnas.1112685108.

Brookes MJ, O’Neill GC, Hall EL, Woolrich MW, Baker A, Palazzo-Corner S, Robson SE, Morris PG, Barnes GR. 
2014. Measuring temporal, spectral and spatial changes in electrophysiological brain network connectivity. 
NeuroImage 91:282–299. doi: 10.1016/j.neuroimage.2013.12.066.

Buckner RL, Sepulcre J, Talukdar T, Krienen FM, Liu H, Hedden T, Andrews-Hanna JR, Sperling RA, Johnson KA. 
2009. Cortical hubs revealed by intrinsic functional connectivity: mapping, assessment of stability, and 
relation to Alzheimer’s disease. Journal of Neuroscience 29:1860–1873. doi: 10.1523/JNEUROSCI.5062-
08.2009.

Calhoun VD, Liu J, Adali T. 2009. A review of group ICA for fMRI data and ICA for joint inference of imaging, 
genetic, and ERP data. NeuroImage 45:S163–S172. doi: 10.1016/j.neuroimage.2008.10.057.

Chang C, Glover GH. 2010. Time-frequency dynamics of resting-state brain connectivity measured with fMRI. 
NeuroImage 50:81–98. doi: 10.1016/j.neuroimage.2009.12.011.

http://dx.doi.org/10.7554/eLife.01867
http://dx.doi.org/10.1093/cercor/bhs352
http://dx.doi.org/10.1098/rstb.2005.1634
http://dx.doi.org/10.1002/mrm.1910340409
http://dx.doi.org/10.1016/j.ijpsycho.2005.12.008
http://dx.doi.org/10.1016/j.neuroimage.2010.02.052
http://dx.doi.org/10.1016/j.neuroimage.2004.06.031I
http://dx.doi.org/10.1073/pnas.1112685108
http://dx.doi.org/10.1016/j.neuroimage.2013.12.066
http://dx.doi.org/10.1523/JNEUROSCI.5062-08.2009
http://dx.doi.org/10.1523/JNEUROSCI.5062-08.2009
http://dx.doi.org/10.1016/j.neuroimage.2008.10.057
http://dx.doi.org/10.1016/j.neuroimage.2009.12.011


Neuroscience

Baker et al. eLife 2014;3:e01867. DOI: 10.7554/eLife.01867	 17 of 18

Research article

Chang C, Liu Z, Chen MC, Liu X, Duyn JH. 2013. EEG correlates of time-varying BOLD functional connectivity. 
NeuroImage 72:227–236. doi: 10.1016/j.neuroimage.2013.01.049.

Cordes D, Haughton VM, Arfanakis K, Carew JD, Turski PA, Moritz CH, Quigley MA, Meyerand ME. 2001. 
Frequencies contributing to functional connectivity in the cerebral cortex in “resting-state” data. AJNR. 
American Journal of Neuroradiology 22:1326–1333.

Damoiseaux JS, Rombouts SARB, Barkhof F, Scheltens P, Stam CJ, Smith SM, Beckmann CF. 2006. Consistent 
resting-state networks across healthy subjects. Proceedings of the National Academy of Sciences of the United 
States of America 103:13848–13853. doi: 10.1073/pnas.0601417103.

Deco G, Corbetta M. 2011. The dynamical balance of the brain at rest. The Neuroscientist: A Review Journal 
Bringing Neurobiology, Neurology and Psychiatry 17:107–123. doi: 10.1177/1073858409354384.

Deco G, Jirsa VK, McIntosh AR. 2011. Emerging concepts for the dynamical organization of resting-state activity 
in the brain. Nature Reviews. Neuroscience 12:43–56. doi: 10.1038/nrn2961.

Filippini N, Macintosh BJ, Hough MG, Goodwin GM, Frisoni GB, Smith SM, Matthews PM, Beckmann CF, Mackay 
CE. 2009. Distinct patterns of brain activity in young carriers of the APOE- 4 allele. Proceedings of the National 
Academy of Sciences of the United States of America 106:7209–7214. doi: 10.1073/pnas.0811879106.

Fox MD, Raichle ME. 2007. Spontaneous fluctuations in brain activity observed with functional magnetic 
resonance imaging. Nature Reviews. Neuroscience 8:700–711. doi: 10.1038/nrn2201.

Fox MD, Snyder AZ, Vincent JL, Corbetta M, Van Essen DC, Raichle ME. 2005. The human brain is intrinsically 
organized into dynamic, anticorrelated functional networks. Proceedings of the National Academy of Sciences 
of the United States of America 102:9673–9678. doi: 10.1016/j.neuroimage.2010.01.002.

Friston KJ, Stephan KM, Heather JD, Frith CD, Ioannides AA, Liu LC, Rugg MD, Vieth J, Keber H, Hunter K, 
Frackowiak RS. 1996. A multivariate analysis of evoked responses in EEG and MEG data. NeuroImage 
3:167–174. doi: 10.1006/nimg.1996.0018.

Greicius MD, Srivastava G, Reiss AL, Menon V. 2004. Default-mode network activity distinguishes Alzheimer’s 
disease from healthy aging: evidence from functional MRI. Proceedings of the National Academy of Sciences of 
the United States of America 101:4637–4642. doi: 10.1073/pnas.0308627101.

Hagmann P, Cammoun L, Gigandet X, Meuli R, Honey CJ, Wedeen VJ, Sporns O. 2008. Mapping the structural 
core of human cerebral cortex. PLoS Biology 6:e159. doi: 10.1371/journal.pbio.0060159.

He BJ, Snyder AZ, Zempel JM, Smyth MD, Raichle ME. 2008. Electrophysiological correlates of the brain’s 
intrinsic large-scale functional architecture. Proceedings of the National Academy of Sciences of the United 
States of America 105:16039–16044. doi: 10.1073/pnas.0807010105.

Heeger DJ, Ress D. 2002. What does fMRI tell us about neuronal activity? Nature Reviews. Neuroscience 
3:142–151. doi: 10.1038/nrn730.

Hipp JF, Hawellek DJ, Corbetta M, Siegel M, Engel AK. 2012. Large-scale cortical correlation structure of 
spontaneous oscillatory activity. Nature Neuroscience 15:884–890. doi: 10.1038/nn.3101.

Huang MX, Mosher JC, Leahy RM. 1999. A sensor-weighted overlapping-sphere head model and exhaustive head 
model comparison for MEG. Physics in Medicine and Biology 44:423–440. doi: 10.1088/0031-9155/44/2/010.

Hutchison RM, Womelsdorf T, Allen EA, Bandettini PA, Calhoun VD, Corbetta M, Della Penna S, Duyn JH, 
Glover GH, Gonzalez-Castillo J, Handwerker DA, Keilholz S, Kiviniemi V, Leopold DA, de Pasquale F, Sporns O, 
Walter M, Chang C. 2013. Dynamic functional connectivity: promise, issues, and interpretations. NeuroImage 
80:360–378. doi: 10.1016/j.neuroimage.2013.05.079.

Jann K, Kottlow M, Dierks T, Boesch C, Koenig T. 2010. Topographic electrophysiological signatures of FMRI 
resting state networks. PLoS One 5:e12945. doi: 10.1371/journal.pone.0012945.

Koenig T, Studer D, Hubl D, Melie L, Strik WK. 2005. Brain connectivity at different time-scales measured 
with EEG. Philosophical Transactions of the Royal Society of London B Biological Sciences 360:1015–1023. 
doi: 10.1098/rstb.2005.1649.

Laufs H, Krakow K, Sterzer P, Eger E, Beyerle A, Salek-Haddadi A, Kleinschmidt A. 2003. Electroencephalographic 
signatures of attentional and cognitive default modes in spontaneous brain activity fluctuations at rest. 
Proceedings of the National Academy of Sciences of the United States of America 100:11053–11058. 
doi: 10.1073/pnas.1831638100.

Lehmann D, Strik WK, Henggeler B, Koenig T, Koukkou M. 1998. Brain electric microstates and momentary 
conscious mind states as building blocks of spontaneous thinking: I. Visual imagery and abstract thoughts. 
International Journal of Psychophysiology 29:1–11. doi: 10.1016/S0167-8760(97)00098-6.

Liu X, Duyn JH. 2013. Time-varying functional network information extracted from brief instances of spontaneous 
brain activity. Proceedings of the National Academy of Sciences of the United States of America 110:4392–4397. 
doi: 10.1073/pnas.1216856110.

Liu Z, Fukunaga M, De Zwart JA, Duyn JH. 2010. Large-scale spontaneous fluctuations and correlations in brain 
electrical activity observed with magnetoencephalography. NeuroImage 51:102–111. doi: 10.1016/j.
neuroimage.2010.01.092.

Logothetis NK. 2008. What we can do and what we cannot do with fMRI. Nature 453:869–878. doi: 10.1038/
nature06976.

Luckhoo H, Hale JR, Stokes MG, Nobre aC, Morris PG, Brookes MJ, Woolrich MW. 2012. Inferring task-related 
networks using independent component analysis in magnetoencephalography. NeuroImage 62:530–541. 
doi: 10.1016/j.neuroimage.2012.04.046.

Mantini D, Perrucci MG, Del Gratta C, Romani GL, Corbetta M. 2007. Electrophysiological signatures of resting 
state networks in the human brain. Proceedings of the National Academy of Sciences of the United States of 
America 104:13170–13175. doi: 10.1073/pnas.0700668104.

http://dx.doi.org/10.7554/eLife.01867
http://dx.doi.org/10.1016/j.neuroimage.2013.01.049
http://dx.doi.org/10.1073/pnas.0601417103
http://dx.doi.org/10.1177/1073858409354384
http://dx.doi.org/10.1038/nrn2961
http://dx.doi.org/10.1073/pnas.0811879106
http://dx.doi.org/10.1038/nrn2201
http://dx.doi.org/10.1016/j.neuroimage.2010.01.002
http://dx.doi.org/10.1006/nimg.1996.0018
http://dx.doi.org/10.1073/pnas.0308627101
http://dx.doi.org/10.1371/journal.pbio.0060159
http://dx.doi.org/10.1073/pnas.0807010105
http://dx.doi.org/10.1038/nrn730
http://dx.doi.org/10.1038/nn.3101
http://dx.doi.org/10.1088/0031-9155/44/2/010
http://dx.doi.org/10.1016/j.neuroimage.2013.05.079
http://dx.doi.org/10.1371/journal.pone.0012945
http://dx.doi.org/10.1098/rstb.2005.1649
http://dx.doi.org/10.1073/pnas.1831638100
http://dx.doi.org/10.1016/S0167-8760(97)00098-6
http://dx.doi.org/10.1073/pnas.1216856110
http://dx.doi.org/10.1016/j.neuroimage.2010.01.092
http://dx.doi.org/10.1016/j.neuroimage.2010.01.092
http://dx.doi.org/10.1038/nature06976
http://dx.doi.org/10.1038/nature06976
http://dx.doi.org/10.1016/j.neuroimage.2012.04.046
http://dx.doi.org/10.1073/pnas.0700668104


Neuroscience

Baker et al. eLife 2014;3:e01867. DOI: 10.7554/eLife.01867	 18 of 18

Research article

Musso F, Brinkmeyer J, Mobascher A, Warbrick T, Winterer G. 2010. Spontaneous brain activity and EEG 
microstates. A novel EEG/fMRI analysis approach to explore resting-state networks. NeuroImage 52:1149–1161. 
doi: 10.1016/j.neuroimage.2010.01.093.

Ossadtchi A, Mosher JC, Sutherling WW, Greenblatt RE, Leahy RM. 2005. Hidden Markov modelling of spike 
propagation from interictal MEG data. Physics in medicine and biology 50:3447–3469. doi: 10.1088/0031-9155/
50/14/017.

de Pasquale F, Della Penna S, Snyder AZ, Lewis C, Mantini D, Marzetti L, Belardinelli P, Ciancetta L, Pizzella V, 
Romani GL, Corbetta M. 2010. Temporal dynamics of spontaneous MEG activity in brain networks. Proceedings 
of the National Academy of Sciences of the United States of America 107:6040–6045. doi: 10.1073/
pnas.0913863107.

de Pasquale F, Della Penna S, Snyder AZ, Marzetti L, Pizzella V, Romani GL, Corbetta M. 2012. A cortical core for 
dynamic integration of functional networks in the resting human brain. Neuron 74:753–764. doi: 10.1016/j.
neuron.2012.03.031.

Raichle ME. 2011. The restless brain. Brain Connectivity 1:3–12. doi: 10.1089/brain.2011.0019.
Raichle ME, MacLeod AM, Snyder AZ, Powers WJ, Gusnard DA, Shulman GL. 2001. A default mode of brain 

function. Proceedings of the National Academy of Sciences of the United States of America 98:676–682. 
doi: 10.1073/pnas.98.2.676.

Rezek I, Roberts S. 2005. Ensemble hidden markov models with extended observation densities for biosignal 
analysis. In: Husmeier D, Dybowski R, Roberts S, editors. Probabilistic Modeling in Bioinformatics and Medical 
Informatics. London: Springer London. pp. 419–450. doi: 10.1007/1-84628-119-9_14.

Robinson SE, Vrba J. 1999. Functional neuro-imaging by synthetic aperture magnetometry (SAM). In: Yoshimoto T, 
Kotani M, Karibe H, Nakasato N, editors. Recent advances in biomagnetism. Sendai: Tohoku Univ Press. 
pp. 302–305.

Sarvas J. 1987. Basic mathematical and electromagnetic concepts of the biomagnetic inverse problem. Physics in 
Medicine and Biology 32:11–22. doi: 10.1088/0031-9155/32/1/004.

Schoffelen J-M, Gross J. 2009. Source connectivity analysis with MEG and EEG. Human Brain Mapping 30:
1857–1865. doi: 10.1002/hbm.20745.

Sekihara K, Nagarajan SS, Poeppel D, Marantz A, Miyashita Y. 2001. Reconstructing spatio-temporal activities of 
neural sources using an MEG vector beamformer technique. IEEE Transactions on Biomedical Engineering 
48:760–771. doi: 10.1109/10.930901.

Siegel M, Donner TH, Engel AK. 2012. Spectral fingerprints of large-scale neuronal interactions. Nature Reviews. 
Neuroscience 13:121–134. doi: 10.1038/nrn3137.

Smith SM, Fox PT, Miller KL, Glahn DC, Fox PM, Mackay CE, Filippini N, Watkins KE, Toro R, Laird AR, Beckmann 
CF. 2009. Correspondence of the brain’s functional architecture during activation and rest. Proceedings of the 
National Academy of Sciences of the United States of America 106:13040–13045. doi: 10.1073/
pnas.0905267106.

Smith SM, Miller KL, Salimi-Khorshidi G, Webster M, Beckmann CF, Nichols TE, Ramsey JD, Woolrich MW. 2011. 
Network modelling methods for FMRI. NeuroImage 54:875–891. doi: 10.1016/j.neuroimage.2010.08.063.

Smith SM, Miller KL, Moeller S, Xu J, Auerbach EJ, Woolrich MW, Beckmann CF, Jenkinson M, Andersson J, 
Glasser MF, Van Essen DC, Feinberg DA, Yacoub ES, Ugurbil K. 2012. Temporally-independent functional 
modes of spontaneous brain activity. Proceedings of the National Academy of Sciences of the United States of 
America 109:3131–3136. doi: 10.1073/pnas.1121329109.

Sporns O, Honey CJ, Kötter R. 2007. Identification and classification of hubs in brain networks. PLoS One 
2:e1049. doi: 10.1371/journal.pone.0001049.

Tomasi D, Volkow ND. 2011. Functional connectivity hubs in the human brain. NeuroImage 57:908–917. 
doi: 10.1016/j.neuroimage.2011.05.024.

Van Veen BD, van Drongelen W, Yuchtman M, Suzuki A. 1997. Localization of brain electrical activity via linearly 
constrained minimum variance spatial filtering. IEEE Transactions on Biomedical Engineering 44:867–880. 
doi: 10.1109/10.623056.

Van de Ville D, Britz J, Michel CM. 2010. EEG microstate sequences in healthy humans at rest reveal scale-free 
dynamics. Proceedings of the National Academy of Sciences of the United States of America 107:18179–18184. 
doi: 10.1073/pnas.1007841107.

Vrba J, Robinson SE. 2001. Signal processing in magnetoencephalography. Methods 25:249–271. doi: 10.1006/
meth.2001.1238.

Woolrich M, Hunt L, Groves A, Barnes G. 2011. MEG beamforming using Bayesian PCA for adaptive data 
covariance matrix regularization. Neuroimage 57:1466–1479. doi: 10.1016/j.neuroimage.2011.04.041.

Woolrich MW, Beckmann CF, Nichols TE, Smith SM. 2009. Statistical analysis of FMRI data. In: Filippi M, editors. 
fMRI techniques & protocols. New York: Humana Press. pp. 179–236.

Woolrich MW, Baker A, Luckhoo H, Mohseni H, Barnes G, Brookes M, Rezek L. 2013. Dynamic state allocation 
for MEG source reconstruction. Neuroimage 77:77–92. doi: 10.1016/j.neuroimage.2013.03.036.

Yuan H, Zotev V, Phillips R, Drevets WC, Bodurka J. 2012. Spatiotemporal dynamics of the brain at rest—exploring 
EEG microstates as electrophysiological signatures of BOLD resting state networks. NeuroImage 60:
2062–2072. doi: 10.1016/j.neuroimage.2012.02.031.

http://dx.doi.org/10.7554/eLife.01867
http://dx.doi.org/10.1016/j.neuroimage.2010.01.093
http://dx.doi.org/10.1088/0031-9155/50/14/017
http://dx.doi.org/10.1088/0031-9155/50/14/017
http://dx.doi.org/10.1073/pnas.0913863107
http://dx.doi.org/10.1073/pnas.0913863107
http://dx.doi.org/10.1016/j.neuron.2012.03.031
http://dx.doi.org/10.1016/j.neuron.2012.03.031
http://dx.doi.org/10.1089/brain.2011.0019
http://dx.doi.org/10.1073/pnas.98.2.676
http://dx.doi.org/10.1007/1-84628-119-9_14
http://dx.doi.org/10.1088/0031-9155/32/1/004
http://dx.doi.org/10.1002/hbm.20745
http://dx.doi.org/10.1109/10.930901
http://dx.doi.org/10.1038/nrn3137
http://dx.doi.org/10.1073/pnas.0905267106
http://dx.doi.org/10.1073/pnas.0905267106
http://dx.doi.org/10.1016/j.neuroimage.2010.08.063
http://dx.doi.org/10.1073/pnas.1121329109
http://dx.doi.org/10.1371/journal.pone.0001049
http://dx.doi.org/10.1016/j.neuroimage.2011.05.024
http://dx.doi.org/10.1109/10.623056
http://dx.doi.org/10.1073/pnas.1007841107
http://dx.doi.org/10.1006/meth.2001.1238
http://dx.doi.org/10.1006/meth.2001.1238
http://dx.doi.org/10.1016/j.neuroimage.2011.04.041
http://dx.doi.org/10.1016/j.neuroimage.2013.03.036
http://dx.doi.org/10.1016/j.neuroimage.2012.02.031



