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Background and objectives

This article critically analyses data protection compli-

ance issues when organizations develop and deploy

smart devices used by vulnerable people. It focuses on

inherently vulnerable adults and children, and analyses

how to best protect their data. Complying with the

General Data Protection Regulation (hereinafter

‘GDPR’) provisions related to the processing of vulnera-

ble people’s data would be beneficial not only for the

latter but also for organizations developing and deploy-

ing smart products. Companies could avoid fines, busi-

ness disruption, and gain trust of their customers by

protecting their vulnerable customer’s rights. Smart

devices are used by vulnerable individuals, regardless of

whether they are designed specifically for them or for

the general population (eg, smart door locks, smart

alarms, or voice assistants). The GDPR has various pro-

visions related to vulnerability, and organizations need

to comply with them. For example, it requires organiza-

tions to adopt special measures to protect children’s

rights (recital 38).1 Some of those measures could be

beneficial for all people (eg, writing privacy policies in a

child-friendly language), while others would need to be

adapted to the needs of particular groups of vulnerable

individuals (eg, in the case of smart devices sold to peo-

ple living with dementia). Informational privacy is es-

sential to the recognition of children and vulnerable

adults as people whose dignity is protected.2 Apart from

international treaties such as the United Nations

Convention on the Rights of the Child, the GDPR also

recognizes an inherent link between informational pri-

vacy and human dignity in its Article 88.3 What kind of

measures should organizations take to comply with the

GDPR when their smart products are used by vulnera-

ble people? On which GDPR principles should they

focus?

Abstract

� The number of smart home devices is increasing.

They are used by vulnerable people regardless of

whether they are designed specifically for them or

for the general population (eg, smart door locks,

smart alarms, or voice assistants).

� This article focuses on children and inherently

vulnerable adults, and analyses how to comply

with the General Data Protection Regulation

(GDPR) when the latter use smart products, with

a particular focus on the UK through references

made to the Information Commissioner’s Office

guidelines and reports.

� Complying with the GDPR provisions related to

the processing of vulnerable people’s data would be

beneficial not only for the latter but also for organi-

zations developing and deploying smart devices.

� This article argues in favour of protecting vulner-

able people’s data by design and default in every

smart product.

� The objective of this work is also to draw atten-

tion to the need of thinking about vulnerability

across all data protection principles and to pro-

pose solutions on how to effectively comply with

the GDPR in this context.
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This article first briefly defines smart homes and vul-

nerable individuals. In the following sections, it analyses

the choice of a legal basis (lawfulness principle) and

other relevant GDPR principles in this particular

context.

A brief definition of smart homes and

vulnerable people

Defining vulnerable individuals

The GDPR states that the parental consent mechanism

generally applies when the child is younger than 16

years.4 Processing personal data will be lawful only if

the child’s parent or custodian has consented to such

processing.5 However, Member States are allowed to

lower this threshold in national legislation up to 13

years old. Children are the only group of vulnerable

people that is explicitly mentioned in the GDPR (recital

38, recital 58, recital 65, recital 71, recital 75, Article 6.1

(f), Article 8, Article 12, Article 40.2 (g), and Article

57.1 (b)) and the only time that the term vulnerability

appears is in recital 75, which states that ‘the risk to the

rights and freedoms of natural persons, of varying likeli-

hood and severity, may result from personal data

processing which could lead to physical, material or

non-material damage,’ especially ‘where personal data

of vulnerable natural persons, in particular of children,

are processed’. The GDPR therefore places emphasis on

children as requiring particular attention while not ex-

cluding other categories of vulnerable people, although

not mentioning any explicitly. Recital 38 of the GDPR

states that children’s personal data require special pro-

tection measures to be taken by the data controller as

they ‘may be less aware of the risks, consequences and

safeguards concerned and their rights in relation to the

processing of personal data’.6 This should also be true

for other groups of vulnerable people for whom such

specific measures should be taken as well. This approach

is in conformity with other European Union (EU) data

protection legislation, such as Directive 2016/680, which

states in recital 39 that any information provided to the

data subject ‘should be adapted to the needs of vulnera-

ble persons such as children’.7

As to the definition of vulnerability, the UK’s

Information Commissioner’s Office (ICO) informs that

‘individuals can be vulnerable where circumstances may

restrict their ability to freely consent or to object to the

processing of their personal data, or to understand its

implications.’8 This is a very broad definition of vulner-

ability, encompassing a wide array of situations. This

shows that ICO’s objective is to cover all kinds of vul-

nerabilities when it comes to data protection.

Concerning vulnerable adults, the ICO gives examples

of older people or those living with particular disabil-

ities while not giving a definitive list. It states that even

in the case where someone cannot be automatically cat-

egorized as vulnerable, a power imbalance in their rela-

tionship with another person can create a situation of

vulnerability in the context of the GDPR. An example of

this are employees who can be treated as vulnerable

when there is a power imbalance as a result of which

they have difficulties to object to the processing of their

personal data by their employer.9 The ICO adds that

this kind of vulnerability can also arise in other circum-

stances, for example, in relation to an individual’s finan-

cial situation (when establishing a credit rating, etc) or

when a patient’s data are being processed for medical

care reasons.10

On the EU level, the Article 29 Data Protection

Working Party (WP29) states that vulnerable data sub-

jects can include employees, children (because they can

be considered as not having the capacity to consciously

and thoughtfully consent or oppose data processing ac-

tivities), vulnerable groups of the population needing

special protection (people with mental health problems,

the elderly, patients, etc), and in any situation in which

an imbalance of power between the controller and the

data subject exists.11 This is a large definition and non-

exhaustive list of vulnerable individuals, similar to

ICO’s guidelines.

Vulnerability conveys a large diversity of fact-based

situations. The wide range of mental and physical

4 GDPR, art 8.

5 Christina Tikkinen-Piri, Anna Rohunen and Jouni Markkula, ‘EU

General Data Protection Regulation: Changes and Implications for

Personal Data Collecting Companies’ (2018) 34(1) Computer Law &

Security Review 134.

6 Ibid.

7 Directive (EU) 2016/680 of the European Parliament and of the Council

of 27 April 2016 on the Protection of Natural Persons with Regard to the

Processing of Personal Data by Competent Authorities for the Purposes

of the Prevention, Investigation, Detection, or Prosecution of Criminal

Offences or the Execution of Criminal Penalties, and on the Free

Movement of Such Data, and Repealing Council Framework Decision

2008/977/JHA [2016] OJ L119.

8 Information Commissioner’s Office, ‘When Do We Need to Do a DPIA?’

<https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-

the-general-data-protection-regulation-gdpr/data-protection-impact-

assessments-dpias/when-do-we-need-to-do-a-dpia/> accessed 6 October

2021.

9 Art 29 Working Party, ‘Guidelines on Data Protection Impact

Assessment (DPIA) and Determining Whether Processing Is “Likely to

Result in a High Risk” for the Purposes of Regulation 2016/679’ (WP

248, 4 October 2017).

10 ICO, ‘When Do We Need to Do a DPIA?’ (n 8).

11 Art 29 Working Party, ‘Guidelines on Data Protection Impact

Assessment (DPIA)’ (n 9).
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conditions that are relevant requires a flexible approach.

Anyone can become vulnerable under particular cir-

cumstances. Legislation and relevant actors should be

responsive and adaptive when this happens. The ap-

proach of the European Court of Human Rights

(ECtHR) reflects this as it builds an ever-expanding case

law on existing and emerging groups of vulnerable peo-

ple. This can help in the mission to achieve a more ‘ro-

bust idea of equality’.12

While vulnerability has been rarely explored by pri-

vacy and data protection researchers, Malgieri and

Niklas recently analysed ‘the role and potentiality of the

notion of vulnerable data subjects’.13 They stated that

vulnerability can be viewed as universal (all individuals

are equally vulnerable) or particular (some individuals

are more vulnerable than others). Indeed, researchers

have previously argued in favour of both. According to

Fineman, vulnerability is a universal element of the hu-

man condition and shared by all while Cooper under-

lines that while this may be true, a universal approach

conceals the specific experiences based on identities,

such as those of young men of colour who ‘continue to

be always already suspect to the police’.14 Malgieri and

Niklas consider that ‘situating vulnerability in the data

protection framework is a problematic task’ because if

all data subjects are considered universally vulnerable,

then important differences between them could be ig-

nored (thereby exacerbating the already disadvanta-

geous position of some persons), while making data

protection rules and safeguards more specific could re-

sult, among other issues, in the fragmentation of an al-

ready complex legal landscape.15 As a solution to this

conundrum, they propose Luna’s theory of layered vul-

nerability.16 Luna overcomes the universal versus partic-

ular divide by arguing that all people are vulnerable but

that some persons possess more vulnerability layers

than others. This layered approach seems to reflect

GDPR’s risk-based approach, the latter suggesting that

anyone can be vulnerable but at various levels and in

different contexts. It also reflects Calo’s stance that ‘no

one is entirely invulnerable at all times and in all

contexts’ and that ‘we are all vulnerable in degrees and

according to circumstance’.17 Calo argues that while the

law usually considers vulnerability as a status of a per-

son or group or as a relationship between individuals

and organizations, legal research increasingly acknowl-

edges that this concept is best perceived as ‘layer of per-

sonhood’, a condition that exists more frequently and

intensively in some individuals and contexts, but in all

people sometimes.18 How does this debate translate into

the contribution that this article is trying to make in the

data protection field?

This study agrees that layers of vulnerability can

manifest in any person and that the layered approach

has the benefit of taking everyone into consideration,

even the most subtle cases of vulnerability, while also

promoting an intersectional and cumulative approach.

However, it also argues that in some situations, catego-

rizing vulnerable individuals can be helpful to ensure a

higher level of their data protection. This article does

not focus on ‘contextual’ vulnerability but rather on

children and adults who are considered inherently vul-

nerable, that is whose layers of vulnerability are con-

stantly and unequivocally present, such as adults with

disabilities. Children ‘have limited capacity to under-

stand the complexity of data-driven architecture, have

less experience, less awareness of risks and rights and

may be easily manipulated’ (this is reflected in GDPR’s

provisions), while the inherent vulnerability of adults

with disabilities has been confirmed in the case law of

the ECtHR.19 There are many vulnerability layers or

other situations in which people could be considered as

vulnerable (eg, the above-mentioned situations of im-

balance of power between employers and employees)

but deciding whether they actually are would require a

case-by-case analysis. Those subtle vulnerabilities do

not fall into the scope of this work. Such a choice of fo-

cus has the benefit of highlighting the most pressing

practical challenges with less distractions from border-

line cases. Of course, this does not mean that the latter

are less important in any way, but that the objective of

this study is to reflect more broadly on vulnerability in

the GDPR and smart home context, by using examples

12 Oddn�y Mjöll Arnardóttir, ‘Vulnerability under Article 14 of the

European Convention on Human Rights’ (2017) 1(3) Oslo Law Review

150; Lourdes Peroni and Alexandra Timmer, ‘Vulnerable Groups: The

Promise of an Emerging Concept in European Human Rights

Convention Law’ (2013) 11(4) International Journal of Constitutional

Law 1056.

13 Gianclaudio Malgieri and JeRdrzej Niklas, ‘Vulnerable Data Subjects’

(2020) 37 Computer Law & Security Review 105415.

14 Martha Albertson Fineman, ‘The Vulnerable Subject: Anchoring Equality

in the Human Condition’ (2008) 20(1) Yale Journal of Law and

Feminism 1; Frank Rudy Cooper, ‘Always Already Suspect: Revising

Vulnerability Theory’ (2015) 93(5) North Carolina Law Review 1379.

15 Malgieri and Niklas (n 13) 5.

16 Florencia Luna, ‘Elucidating the Concept of Vulnerability: Layers Not

Labels’ (2009) 2(1) International Journal of Feminist Approaches to

Bioethics 121.

17 Ryan Calo, ‘Privacy, Vulnerability, and Affordance’ (2017) 66(2) DePaul

Law Review 593.

18 Ibid.

19 Alexandra Timmer, ‘Vulnerability: Reflections on a New Ethical

Foundation for Law and Politics’ in Martha Albertson Fineman and

Anna Grear (eds), A Quiet Revolution: Vulnerability in the European

Court of Human Rights (Ashgate, Farnham 2013); Alexandra Timmer,

‘Strengthening the Equality Analysis of the European Court of Human

Rights: The Potential of the Concepts of Stereotyping and Vulnerability’

(Doctor of Law, Universiteit Gent 2014); Malgieri and Niklas (n 13).
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of inherently vulnerable individuals to illustrate our

arguments.

A problem that can arise from the fact that the

GDPR only mentions one group of vulnerable people

(children) explicitly is that organizations might focus

on the latter while ignoring other types of vulnerabil-

ities. Vulnerable adults are certainly protected by

European data protection laws, but vulnerability could

be viewed as too much of an abstract concept for those

working on smart products to adjust their data protec-

tion measures effectively. Some organizations could

view the lack of guidance in the GDPR as an indication

that there is no need to dedicate as many resources to

protect vulnerable adults as in the case of children. For

this reason, guidelines of European and national data

protection authorities on how to implement the GDPR

are particularly important. However, the adoption of

the Age Appropriate Design code of practice by the

UK’s ICO is another indication that both data protec-

tion authorities and data controllers will focus on the

case of children.20 If a data controller considers that its

product will not be used by children (although as we

will argue later, it is better to assume that it always

could), this could undermine vulnerable adults’ data

protection as the controller might ignore or lack knowl-

edge on the special data protection measures it should

adopt. One solution to this problem could be Article 40

of the GDPR which states that the Commission,

through implementing acts, can decide that a code of

conduct has ‘general validity within the Union’. If a

code of conduct discussing vulnerable adults was writ-

ten, the Commission could promote its application in

all Member States.

Significant data protection issues associated
with smart homes

What are smart homes and why should we concentrate

on this particular setting? A smart home may be defined

as ‘a contemporary application of ubiquitous comput-

ing that incorporates intelligence into dwellings man-

agement for comfort, healthcare, safety, security, and

energy conservation.’21 A truly smart home is one where

‘all data about the environment is collectively stored

and analysed, patterns extracted, and decisions made

without the user’s intervention.’22 Any device could be-

come smart and used within people’s homes. Some cat-

egories of smart home-related products are smart safety

devices such as door locks, security cameras, or smoke

detectors; home automation and smart alarm systems;

entertainment devices such as smart TVs or speakers;

smart home assistants such as Alexa, Siri, Cortana, or

Google Home; smart appliances such as washing

machines, fridges, kettles, or light bulbs. These devices

are also often called Internet of Things (IoT) products.

The Institute of Electrical and Electronics Engineers

(IEEE) has attempted to create an all-inclusive defini-

tion of what IoT is.23 In order to do so, it has mapped

state-of-the-art definitions provided by standardization

organizations, academics, and many other sources. The

IEEE concluded that:

An IoT is a network that connects uniquely identifiable

“Things” to the Internet. The “Things” have sensing/actua-

tion and potential programmability capabilities. Through

the exploitation of unique identification and sensing, infor-

mation about the “Thing” can be collected and the state of

the “Thing” can be changed from anywhere, anytime, by

anything.24

In this work, the terms smart devices and IoT products

will be used interchangeably.

The omnipresence of smart products is becoming a

reality in many countries and their further increase in

numbers globally seems certain in the longer term.

According to a 2018 report, there will be 21.5 billion

IoT devices and 25 per cent more cyber-attacks by 2025

(compared to 7 billion devices in 2018).25 Smart devices

are transmitting increasing amounts of data across the

internet. They often collect personal data and transfer

such data to the cloud for analysis. The results are inte-

grated back into the device to make services more effec-

tive. For example, organizations can gain knowledge

about voice patterns and people’s preferences by analy-

sing data gathered through smart speakers.26 Data hacks

related to IoT products are likely to rise in numbers, to

a certain degree because of poor security measures

(such as default passwords not being modified) and

cloud-architectures that lead to the current mining of

20 Information Commissioner’s Office, ‘Age Appropriate Design: A Code of

Practice for Online Services’ (2 September 2021) <https://ico.org.uk/for-

organisations/guide-to-data-protection/ico-codes-of-practice/age-appro

priate-design-a-code-of-practice-for-online-services/> accessed 4

October 2021.

21 Dragos Mocrii, Yuxiang Chen and Petr Musilek, ‘IoT-Based Smart

Homes: A Review of System Architecture, Software, Communications,

Privacy and Security’ (2018) 1–2 Internet of Things 81.

22 Ibid.

23 IEEE, ‘Towards a Definition of the Internet of Things (IoT)’ (27 May

2015) 74 <https://iot.ieee.org/images/files/pdf/IEEE_IoT_Towards_

Definition_Internet_of_Things_Revision1_27MAY15.pdf> accessed 6

October 2021.

24 Ibid.

25 Knud Lasse Lueth, ‘State of the IoT 2018: Number of IoT Devices now at

7B – Market Accelerating’ (IoT Analytics, 8 August 2018) <https://iot-an

alytics.com/state-of-the-iot-update-q1-q2-2018-number-of-iot-devices-

now-7b/> accessed 6 October 2021.

26 Lachlan Urquhart, Holger Schnädelbach and Nils Jäger, ‘Adaptive

Architecture Regulating Human Building Interaction’ (2019) 33(1)

International Review of Law, Computers & Technology 3.
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data, storage in cloud databases, and various data pri-

vacy threats associated with it.27 The scale of recent data

breaches shows that this is likely to happen.28

Consumers are rarely conscious of the risks to their

data when they use smart products and do not possess

technical capacities to set up a safe smart home environ-

ment.29 They frequently have problems with device

management as well as network management. As a con-

sequence, smart devices should be given special atten-

tion by policy makers as well as those developing and

deploying them. People will be able to effectively man-

age their devices and networks (and therefore protect

their data) only if this is made easy for them.30

Threats linked to IoT home products are not a recent

problem and some are well known for a long time now.

Already in 2014, the WP29 had recognized the existence

of various threats to personal data security arising from

smart devices.31 Those threats are linked to consumers

being monitored by third parties and not having real

control over how their personal data are exploited.

Other risks are related to modifying the purpose of

processing people’s data, profiling techniques, and gain-

ing information about users’ behaviour patterns.

Staying anonymous has become increasingly difficult

for people who own IoT devices within their homes.32

People can also be victims of identity theft, cyber ha-

rassment, and discrimination, and have their reputation

tarnished because of leaks and takeovers of data.

Moreover, cybercriminals do not stop inventing new

threats and they are often successful in overcoming se-

curity barriers. Vulnerable people may have lower ca-

pacities to defend themselves against such data security

risks. The GDPR recognizes that there is a need to adapt

data protection mechanisms to vulnerable people’s

needs (eg, recital 38 and recital 75 of the GDPR).

New technologies have been used to help vulnerable

individuals in various ways for a long time now. People

with different health conditions or simply experiencing

symptoms associated with old age have been able to live

more autonomously as a result of technological

advances. This has been the subject of a longstanding

line of research in computing under the heading of am-

bient assisted living. The use of smart devices is just the

latest development in this field. Exploring how those

products process vulnerable people’s data is crucial.

Vulnerability can have consequences either during data

processing (eg, there may be more risks for some per-

sons in terms of providing informed consent) or as a re-

sult of the processing (data processing could lead to

discrimination or, eg, psychological harms).33 Among

smart devices, some of them are targeting specific cate-

gories of individuals.34 In the case of children, new

Internet-connected toys have been appearing on the

shelves of shops such as interactive dolls or robots.35

Parents also purchase products such as smart baby

monitors or smart watches that track their child’s sleep

patterns, location, and medical data.36 In the case of

people living with dementia, there are many health devi-

ces or tracking devices developed to support them in

their daily activities.37 IoT products targeting specific

parts of the population require a more focussed ap-

proach from data controllers based on the consumers’

specific layers of vulnerability [and on data protection

impact assessments (DPIAs) that organizations should

conduct in this context] as this could help in ensuring

that measures are better adapted to their needs at the

data processing stage. Widely used devices, such as voice

assistants, are more difficult to adapt to everyone as

everyone’s layers of vulnerability are different. This

could be partly tackled by preventing potential negative

effects of data processing through more general data

protection safeguards [implementing the data protec-

tion by design and by default (DPbDD) principle],

which will be explored later in this article.

As a consequence of the rapid expansion of the IoT

world and the fact that an increasing number of people

will live within smart homes over time, it is crucial to

discuss how to best protect personal data of those who

are the most vulnerable. Because of the way most IoT

devices are currently designed, as their number

27 Stanislaw Piasecki, Lachlan Urquhart and Derek McAuley, ‘Defence

Against the Dark Artefacts: Smart Home Cybercrimes and Cybersecurity

Standards’ (2021) 42 Computer Law & Security Review 105542.

28 Gartner, ‘Leading the IoT: Gartner Insights on How to Lead in a

Connected World’ (2017) 13 <https://www.gartner.com/imagesrv/

books/iot/iotEbook_digital.pdf> accessed 6 October 2021.

29 Karlijn van den Heuvel, ‘Securing the Smart Home’ (Masters thesis,

University of Amsterdam 2018).

30 Anne Adams and Martina Angela Sasse, ‘Users are Not the Enemy’

(1999) 42(12) Communications of the ACM 40.

31 Art 29 Working Party, ‘Opinion 8/2014 on the Recent Developments on

the Internet of Things’ (WP 223, 16 September 2004).

32 Ibid.

33 Malgieri and Niklas (n 13).

34 Brent Arnold and Kavi Sivasothy, ‘He Sees You when You’re Sleeping,

He Knows When You’re Awake: Smart Toys and Regulating the IoT in

Canada’ (Gowling WLG, 17 December 2018) <https://gowlingwlg.com/

en/insights-resources/articles/2018/smart-toys-and-regulating-the-iot-in-

canada/> accessed 6 October 2021.

35 Lisa Collingwood, ‘Villain or Guardian? “The Smart Toy is Watching

You Now . . . .”’ (2021) 30(1) Information & Communications

Technology Law 75.

36 Ingrida Milkaite and Eva Lievens, ‘Child-Friendly Transparency of Data

Processing in the EU: From Legal Requirements to Platform Policies’

(2019) 14(1) Journal of Children and Media 5.

37 Grant Gibson, ‘Smart Technologies in Dementia Care – Future

Opportunities and Challenges’ (21 March 2019) <https://dementia.stir.

ac.uk/blogs/dementia-centred/2019-03-21/smart-technologies-dementia-

care-future-opportunities-and> accessed 6 October 2021.
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increases, the number of security issues will unfortu-

nately most probably rise as well. It is important to im-

plement data protection provisions in a way that

protects vulnerable users against potential breaches and

helps them in deciding how their data are processed.

Calls for special data protection measures in relation to

children’s activities online and to transform their funda-

mental rights to privacy established in Article 16 of the

United Nations Convention on the Rights of the Child

have resulted in new GDPR provisions on vulnerability

in comparison to previous EU legislation.38 This means

organizations need to adapt their data protection poli-

cies to children’s and other vulnerable people’s needs.

For organizations, being compliant with data protection

regulations is not only a matter of avoiding monetary

sanctions but can also be a strategic move to gain cus-

tomers’ trust.

Satisfying the requirements of the

chosen legal basis by adapting measures

to the needs of vulnerable people

The most effective way to avoid data protection prob-

lems is to simply avoid personal data processing.

However, in some cases, vulnerable people’s data will

need to be processed.39 The choice of the legal basis will

differ depending on whether the data controller is

working with ordinary or special category personal data.

This article briefly explains how each legal basis would

apply in the context of a vulnerable individual using a

smart product. The consent mechanism needs to be

adapted to the needs of vulnerable persons when the lat-

ter use smart devices. With regard to alternative legal

bases, how does the performance of a contract, legiti-

mate interests and vital interests legal grounds apply in

the same situation?

Adopting special measures for vulnerable
people in the context of consent by default

Regardless of the opinion one may have concerning the

effectiveness of consent in ensuring that people under-

stand what they are agreeing to and that they are con-

scious of the potential consequences of their choices,

fulfilling conditions of this legal ground would at least

decrease the many intentionally manipulative practices

of consent management platforms on the web today.40

If those manipulatives practices are used on websites,

they are certainly also implemented in the IoT sector

and in the billions of smart products used by vulnerable

people within their homes.41

For consent to be valid, the GDPR requires it to be

freely given, informed, specific, and unambiguous.42

This article underlines the importance of taking special

data protection measures in relation to children and

vulnerable adults in this context.43 The UK data

38 Milda Macenaite, ‘From Universal Towards Child-Specific Protection of

the Right to Privacy Online: Dilemmas in the EU General Data

Protection Regulation’ (2017) 19(5) New Media & Society 765;

Convention on the Rights of the Child (n 3).

39 Indr_e �Zliobait_e and Bart Custers, ‘Using Sensitive Personal Data May be

Necessary for Avoiding Discrimination in Data-Driven Decision Models’

(2016) 24(2) Artificial Intelligence and Law 183.

40 Midas Nouwens and others, ‘Dark Patterns after the GDPR: Scraping

Consent Pop-ups and Demonstrating Their Influence’ (CHI ’20:

Proceedings of the 2020 CHI Conference on Human Factors in

Computing Systems, Honolulu, April 2020) <https://dl-acm-org.notting

ham.idm.oclc.org/doi/abs/10.1145/3313831.3376321> accessed 6

October 2021.

41 It should be noted that another important reason why consent may in-

deed be the preferable compliance option is that it may also be required

by other sector-specific legislation. For example, art 5(3) of the ePrivacy

Directive (sometimes colloquially known as the ‘cookie law’) may poten-

tially apply to smart devices as they are likely to fall within the definition

of a ‘terminal equipment’. (Directive 2002/58/EC of the European

Parliament and of the Council of 12 July 2002 concerning the processing

of personal data and the protection of privacy in the electronic commu-

nications sector (Directive on privacy and electronic communications),

[2017] OJ L 201/37) Under that article, ‘the storing of information, or

the gaining of access to information already stored’ is allowed only in

three situations: (i) consent is given; (ii) it is solely for transmission of

communications; or (iii) it is strictly necessary for the provision of a ser-

vice requested by the user. The ePrivacy Directive is currently undergoing

a legislative overhaul and the Commission proposed to add a fourth per-

missive condition of web audience measuring in the new art 8(1).

(European Commission, ‘Proposal for a Regulation of the European

Parliament and of the Council concerning the respect for private life and

the protection of personal data in electronic communications and repeal-

ing Directive 2002/58/EC (Regulation on privacy and electronic commu-

nications), 2017/0003’ (COD), Brussels, COM (2017) 10 final). It is

however clear that the list of legitimizing grounds under the ePrivacy

framework is and will continue to be different from that under the

GDPR, and further research is needed to establish how the overlap of the

two legal frameworks will play out in the field of smart home

technologies.

42 GDPR, art 4, rec 32.

43 Ibid rec 38. Special data protection measures should also concern the extent

to which a legal guardian is allowed to act on behalf of a vulnerable adult

when the latter does not have the capacity to make informed data processing

decisions. This question will be asked more frequently with the development

of systems such as Lilli, which monitor the behaviour and electricity usage

(through sensors and AI technology) of social care patients in their homes in

order to identify potential health problems. (See Chris Baraniuk, ‘Sensors

and AI to Monitor Dorset Social Care Patients’ BBC (2021) <https://www.

bbc.com/news/technology-58317106> accessed 5 October 2021.) Similar to

the previous point, in the case of the virtual assistant ‘Nadia’ created by the

Australian government to monitor health data and biometric data (through

emotive-inducing AI and machine learning), how should we reconcile the le-

gitimate interest of the State to improve access to government services by

people with disabilities with their right to privacy and data protection? In this

scenario, should legal guardians be able to give consent on behalf of a vulner-

able individual? (See Rachel Adams, Nóra Ni Loideain and Damian Clifford,

‘Gender as Emotive AI and the Case of “Nadia”: Regulatory and Ethical

Implications’ (2021) 9, ssrn: 3858431 <http://dx.doi.org/10.2139/ssrn.

3858431> accessed 8 November 2021). Finally, Claire Bessant discusses the

issue of ‘sharenting’ (sharing children’s information online) and underlines

that in the UK, it is not certain when a parent’s right to decide how their

children’s data are used gives way to the child’s right to data protection. (See

Claire Bessant, ‘Sharenting: Balancing the Conflicting Rights of Parents and
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protection authority has suggested, for example, to pre-

sent privacy notices in clear, plain, and age-appropriate

language.44 What this article considers is that for smart

devices used by everyone (eg, voice assistants), measures

supporting vulnerable individuals (such as those pro-

posed by the UK’s ICO in its Age Appropriate Design

code of practice) should be automatically adopted for

all data subjects. First, this would facilitate data protec-

tion compliance with provisions related to vulnerable

people mentioned above. Secondly, using simple terms

and clear concepts should be a standardized practice for

all privacy policies as most people cannot comprehend

the technical and convoluted language that they usually

adopt.

In terms of sensitive data, there is a corresponding le-

gal basis to ordinary consent called explicit consent. A

two-step verification process (eg, asking the data subject

to send an email containing the statement ‘I agree’ for

the data to be processed and to also click a verification

link to confirm their choice) or obtaining a digital sig-

nature from the data subject (in addition to all of the

previously mentioned ordinary consent conditions)

seems necessary if the organization in question decides

to process sensitive data through its smart devices.45 In

the current state of the IoT sector, many products used

by vulnerable individuals (voice assistants, smart TVs,

smart health devices, etc) do (or might) collect sensitive

data and those additional explicit consent requirements

would most probably apply in many situations. For ex-

ample, Amazon was sued in 2019 for allegedly recording

children without their or their legal guardians’ consent.

The complaint stated that ‘at no point does Amazon

warn unregistered users it is creating persistent voice

recordings of their Alexa interactions, let alone obtain

their consent to do so.’46 At the time of these events,

Alexa’s privacy notice only informed that previous voice

requests are analysed to improve its functioning but did

not explicitly state that humans listen to them. Such

voice recordings can contain sensitive data of vulnerable

individuals and if the complaint had been raised in an

EU context, Amazon’s activities would be most proba-

bly considered as violating GDPR’s provisions. In this

case, Amazon should have ensured a two-step consent

verification process is in place, adapted to the needs of

children using its devices. Strong enforcement mecha-

nisms are required to ensure the consent requirements

are met.

Consent is not universally accepted as a useful mech-

anism and it has been criticized by various authors, in

particular in the context of vulnerable people’s data col-

lection. Some researchers contend that consent provides

an illusion of control47 and that it is often given in the

context of an imbalance of power so not accorded

freely.48 Several articles underline the nature of net-

worked environments that establish power imbalances

and reduce people’s influence and control over their

own personal data.49 Vulnerable people such as children

cannot fully control their personal data online because

their decisions and data management options depend

on the functionalities and design of communication

spaces.50 This is true for smart devices as well.

Communication spaces are designed by organizations,

so usually, unless the organization is a charity or similar

actor (or there is a financial incentive), it will design it

in a way to promote its own business interests. Smart

devices asking for consent often use hardly understand-

able privacy policies and users do not actually familiar-

ize themselves with them. Privacy policies for children

are especially confusing, difficult to comprehend, often

long and complex.51 Organizations developing smart

devices could be hopefully forced to change their behav-

iour if enforcement, and the resulting effective imple-

mentation of GDPR, gains momentum. For this to

happen, more funding should be dedicated to currently

underfunded data protection authorities.52 An interest-

ing idea is for designers to support regulators (and not

Children’ (2018) 23(1) Communications Law 7.) These are all open questions

that society needs to find a response to. A legal guardian should not have un-

limited access to a vulnerable person’s data as they might not always have

good intentions or the capacity to make informed decisions on behalf of the

person they are supposed to protect. Law provisions are unlikely to be a

sucessful solution on their own and should be combined with technological

developments in the field of data protection management to make them ef-

fective (such as personal information management systems and other privacy

enhancing technologies). This topic requires further academic work.

44 ICO, ‘Age Appropriate Design’ (n 20).

45 EDPB, ‘Guidelines 05/2020 on Consent under Regulation 2016/679’ (4

May 2020) 21 <https://edpb.europa.eu/sites/edpb/files/files/file1/edpb_

guidelines_202005_consent_en.pdf> accessed 6 October 2021.

46 Leo Kelion, ‘Amazon Sued over Alexa Child Recordings in US’ BBC

(2019) <https://www.bbc.com/news/technology-48623914> accessed 6

October 2021.

47 Laura Brandimarte, Alessandro Acquisti and George Loewenstein,

‘Misplaced Confidences’ (2013) 4(3) Social Psychological and Personality

Science 340.

48 Milda Macenaite and Eleni Kosta, ‘Consent for Processing Children’s

Personal Data in the EU: Following in US footsteps?’ (2017) 26(2)

Information & Communications Technology Law 146.

49 Mireille Hildebrandt, ‘Profiling and the Rule of Law’ (2008) 1(1) Identity

in the Information Society 55; Macenaite and Kosta (n 48).

50 Alice Marwick and Danah Boyd, ‘Networked Privacy: How Teenagers

Negotiate Context in Social Media’ (2014) 16(7) New Media & Society

1051; Macenaite and Kosta (n 48).

51 Anca Micheti, Jacquelyn Burkell and Valerie Steeves, ‘Fixing Broken

Doors: Strategies for Drafting Privacy Policies Young People Can

Understand’ (2010) 30(2) Bulletin of Science, Technology & Society 130.

52 Michael Veale, Reuben Binns and Jef Ausloos, ‘When Data Protection by

Design and Data Subject Rights Clash’ (2018) 8(2) International Data

Privacy Law 105.
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just data subjects or platforms) by designing automated

tools allowing for quick discovery of GDPR violations

and enforcement.53 This idea was presented in the con-

text of dark patterns associated with most current con-

sent management platforms. Such automated tools

could potentially also be designed for IoT products.

As mentioned above, even if privacy notices are writ-

ten in clear terms, it is widely known that people rarely

read them. This is why consent should be combined

with other mechanisms providing relevant information

to users (of course also in a clear and plain manner) af-

ter they have consented such as contextual pop-ups

explaining how data are processed by an IoT product

and allowing the data subject to easily change the

settings.

Evaluating the perspective of an average data

subject before processing vulnerable people’s

data based on a contract

The performance of a contract legal basis is lawful when

processing personal data is ‘necessary for the perfor-

mance of a contract to which the data subject is party or

in order to take steps at the request of the data subject

prior to entering into a contract’ (Article 6.1 (b)

GDPR). The data subject must reasonably expect the

use of this legal basis by the data controller. The con-

troller should carefully evaluate the ‘perspective of an

average data subject’ to ensure that the purpose of data

processing is mutually genuinely understood.54

In an investigation concerning visual and audio per-

sonal data processing through Philips smart TVs by TP

Vision, the Dutch Data Protection Authority declared

that ‘a justification for the processing must be present

in relation to the specific, individual data subject in-

volved.’55 Buying a smart TV is essentially a sales con-

tract that has not much to do with audio or visual data.

However, smart TVs often collect the latter. The perfor-

mance of a contract legal basis is not the right legal basis

to process personal data in this context. If a person is

vulnerable, this would make the use of this legal basis

even less appropriate. It is not possible to expect an or-

dinary person and even less a child or a vulnerable adult

to know that by turning on a TV and clicking ‘I agree’

at the end of long terms and conditions, they sign a con-

tract for their vocal and visual personal data to be proc-

essed. The data controller needs to evaluate the

perspective of the user to ensure that they genuinely un-

derstand the purpose of data processing.

In the case of adults with disabilities and children,

there are smart products collecting health data (which

falls into the sensitive category) that could be necessary,

for example, for the purposes of a medical diagnosis or

the provision of health care. In this situation, Article 9.2

(h) could apply and provide for a special category legal

basis that is related to and could be used in combination

with performance of a contract. Indeed, a contract with

a health professional could allow to lawfully process

sensitive data of a vulnerable person gathered through a

smart home product.56

Balancing the legitimate interests of a data
controller against those of vulnerable people

Legitimate interests have become often used as a legal

basis to process personal data, especially in the commer-

cial and new technologies field.57 For example, in rela-

tion to its Nest smart home devices, Google states that it

may process individuals’ information ‘to pursue legiti-

mate interests such as providing, maintaining and im-

proving our services to meet the needs of our users.’58

According to Article 6.1 (f) of the GDPR, processing

personal data is lawful when it is:

necessary for the purposes of the legitimate interests pur-

sued by the controller or by a third party, except where

such interests are overridden by the interests or fundamen-

tal rights and freedoms of the data subject which require

protection of personal data, in particular where the data

subject is a child.

The use of the term ‘in particular’ suggests that the bal-

ancing exercise concerning processing of children’s per-

sonal data will be stricter.59 If a compelling interest can

be identified, risks to children’s rights would need to be

mitigated as much as possible.60 Adults with disabilities

should also benefit from appropriate protection meas-

ures if the legitimate interest legal basis is used by a data

53 Nouwens (n 40).

54 Ibid.

55 European Audiovisual Observatory, ‘Smart TV and Data Protection’

(2018) 60 <https://rm.coe.int/iris-special-2015-smart-tv-and-data-protec

tion/1680945617> accessed 6 October 2021.

56 GDPR, art 9.2(h).

57 Federico Ferretti, ‘Data Protection and the Legitimate Interest of Data

Controllers: Much Ado About Nothing or the Winter of Rights?’ (2014)

51(3) Common Market Law Review 843.

58 Google, ‘Technologies’ (2021) <https://policies.google.com/technologies/

partner-sites?hl=en-US> accessed 6 October 2021.

59 Ingrida Milkaite and others, ‘The General Data Protection Regulation

and Children’s Rights: Questions and Answers for Legislators, DPAs,

Industry, Education, Stakeholders and Civil Society. Roundtable Report’

(2017) 12 <https://www.betterinternetforkids.eu/documents/167024/

2013511/GDPRRoundtable_June2017_FullReport.pdf> accessed 6

October 2021.

60 Centre for Information Policy Leadership, ‘GDPR Implementation in

Respect of Children’s Data and Consent’ (2018) 6 <https://www.informa

tionpolicycentre.com/uploads/5/7/1/0/57104281/cipl_white_paper_-_

gdpr_implementation_in_respect_of_childrens_data_and_consent.pdf>
accessed 6 October 2021.
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controller. The WP29 confirms this by underlining that

during the legitimate interests balancing test, the status

of the data subject is important and that it is relevant to

consider whether the data subject is a vulnerable person

requiring special protection ‘such as, for example, the

mentally ill, a student, a patient, or whether there is oth-

erwise an imbalance in the relationship’.61 Legitimate

interests can only be an appropriate legal basis when an

organization plans to use someone’s personal data in

ways that this person would reasonably expect and that

have only a minimal impact on privacy, or in the case

where there is a convincing reason for the processing.62

One of the objectives of a smart TV seller is to pro-

vide a platform for advertisements and the associated

analysis of viewer behaviour.63 However, this kind of

data processing is not essential to the provision of the

main service. The ICO calls this ‘non-core’ processing.64

In this scenario, it is unlikely that a child would reason-

ably expect that their data will be processed for advertis-

ing reasons. Moreover, no compelling interest seems to

exist here that would override the need to protect fun-

damental rights and freedoms of vulnerable individu-

als. In this context, the service provider should

probably rely on consent instead of legitimate interests

and give the data subjects the choice to switch on dif-

ferent additional elements of the service whenever this

is technically possible (instead of turning them on by

default).

According to one opinion, the use of the legitimate

interests legal basis by a data controller will often neces-

sitate deeper reasoning, strategizing, and attention for

lawful implementation in comparison to only asking for

consent.65 Considering that the legitimate interests legal

basis entails a balancing of interests and risk assessment,

paired with the necessity to adopt suitable mitigating

measures and accountability from data controllers, it

could be a solid framework for analysing risk on an in-

dividual basis and permitting for particular risks to be

addressed in specific situations (in keeping with this

logic, it would help in adapting measures to the interests

of children and adults with disabilities).66 As a conse-

quence, legitimate interests should be viewed positively

and recommended as a lawful legal ground to process

personal data in relevant circumstances. It should how-

ever be noted that there is no corresponding exemption

under Article 9 and hence legitimate interests would not

be an appropriate legal ground if sensitive data are

involved.

The above-mentioned opinion assumes that organi-

zations actually take time and effort to do the in-depth

balancing tests. In the past, there have been reports that

legitimate interests are seldom reviewed in practice.67

Other authors point out that the balancing exercise is

difficult and that it should not be performed only by

data controllers.68 The test necessitates a significant level

of legal expertise and puts data controllers in a situation

of ‘clear conflict of interest’.69 There is an intrinsic im-

balance of powers between the controller who deter-

mines whether a legitimate interest exists and the data

subject who needs to accept the decision of the control-

ler. Companies should be prevented from processing

vulnerable people’s data based on unbalanced ‘legiti-

mate interests’, for example, if they establish profiles of

children, which is in general prohibited.

Considering the increasing ubiquity of smart devi-

ces, children and adults with disabilities will be using

them more frequently. While smaller organizations

might struggle with balancing exercises because of the

lack of legal expertise or funds to hire a lawyer, big

companies do not have any excuses not to perform a

balancing test and should be held accountable if they

do not, especially when their products are used by vul-

nerable people who require additional protection

measures.

The rarely used vital interests legal basis

Article 6.1 (d) of the GDPR states that an organization

can process personal data when this is ‘necessary in or-

der to protect the vital interests of the data subject or

of another natural person’. In the majority of cases, a

situation in which vital interests will need to be pro-

tected will most probably arise in relation to health

data. Health data are one of the special categories of

data and, therefore, require to satisfy a condition for

processing under Article 9 of the GDPR in addition to

the condition from Article 6.70 One of the special

61 Art 29 Working Party, ‘Opinion 06/2014 on the Notion of Legitimate

Interests of the Data Controller under Article 7 of Directive 95/46/EC’

(WP 217, 9 April 2014).

62 Information Commisioner’s Office, ‘Legitimate Interests’ <https://ico.

org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-

data-protection-regulation-gdpr/lawful-basis-for-processing/legitimate-

interests/> accessed 6 October 2021.

63 European Audiovisual Observatory, ‘Smart TV and Data Protection’ (n

55).

64 ICO, ‘Age Appropriate Design’ (n 20).

65 Centre for Information Policy Leadership (n 60).

66 Ibid.

67 Bits of Freedom, ‘A Loophole in Data Processing’ (2012) <https://www.

bitsoffreedom.nl/wp-content/uploads/20121211_onderzoek_legitimate-

interests-def.pdf> accessed 6 October 2021.

68 Ferretti (n 57).

69 Ibid.

70 Ibid; Information Commisioner’s Office, ‘Vital Interests’ (2019)

<https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-

the-general-data-protection-regulation-gdpr/lawful-basis-for-processing/

vital-interests/> accessed 6 October 2021.
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conditions for processing health data is to protect a

person’s vital interests.71 However, the data subject

must be incapable of giving consent for this condition

to apply. For this reason, explicit consent will be the

more relevant legal basis in many situations.72 Are

there situations in which the vital interests legal basis

could apply in the context of the use of smart devices

by vulnerable adults or children? Researchers from the

Netherlands have created a high-tech smart bracelet,

the ‘Nightwatch’, capable of detecting 85 per cent of

night-time epileptic seizures and 96 per cent of the

most severe ones.73 The researchers tested the device

with 28 intellectually disabled participants. The

Nightwatch has the ability to inform caregivers about

severe seizures happening during the night. This could

be a vital product for those affected by epilepsy as sud-

den unexpected death is the major cause of death for

those living with the condition, and for adults with a

mental disability the risk of dying is even higher.74 If

the vulnerable data subject is not capable of giving

consent but wears the Nightwatch smart bracelet,

processing his personal data to find him on time

and help him during a serious epileptic seizure

must satisfy the necessity to protect vital interests

condition. In such rare circumstances, this legal

ground will apply.

The implementation of GDPR principles

when vulnerable people use smart

devices

The lawfulness principle requires the processing to

take place on the basis of a legitimate ground and the

various legal bases have already been analysed above.

This article will now briefly discuss other principles

that it considers as the most relevant in the context of

this study, namely transparency, fairness, data minimi-

zation, data protection by design and default, and in-

tegrity and confidentiality. DPIAs will also be

examined as they contribute to the implementation of

all GDPR principles.

The principle of transparency and the right to

be informed

The right to transparent information and communica-

tion is needed to avoid the ‘blackbox society’, in which

our data are recorded on devices and the workings of

this system remain mysterious to users.75 If data are col-

lected without transparent information and communi-

cation about that process, vulnerable individuals will

not be able to effectively exercise their data protection

rights. The principle of transparency is enshrined in

Article 5.1 (a) of the GDPR which states that personal

data have to be ‘processed lawfully, fairly and in a trans-

parent manner in relation to the data subject.’76

GDPR recitals and articles are informative as to the

meaning and effect of the principle of transparency.

According to Article 12, information must be concise,

transparent, easily accessible and intelligible, and the

language must be clear and plain, especially when infor-

mation is provided to children.77 Recital 58 of the

GDPR adds that ‘given that children merit specific pro-

tection, any information and communication, where

processing is addressed to a child, should be in such a

clear and plain language that the child can easily under-

stand.’ The comprehensibility requirement has been re-

cently explicitly extended to the more general scope of

‘vulnerable groups’.78 This article will not go into detail

by analysing each transparency condition. However, a

few issues will now be discussed to show that special

transparency measures are needed (and required) for

vulnerable individuals in the specific context of smart

products.

The ‘easily accessible’ requirement means that the

data subject should not have to search for information

and that it should be instantly evident where this infor-

mation can be found. Smart devices have their own par-

ticular issues that need to be overcome such as the

recurring lack of a user interface.79 Leaving the user

alone to look on a website or app where the privacy no-

tice can be found and privacy settings changed could

prevent vulnerable individuals, such as elderly people,

from being able to choose how their personal data are

processed.80 Delivering a hard copy instruction manual

71 GDPR, art 9(2)(c).

72 Information Commisioner’s Office, ‘Vital Interests’ (n 70).

73 Johan Arends and others, ‘Multimodal Nocturnal Seizure Detection in a

Residential Care Setting: A Long-Term Prospective Trial’ (2018) 91

Neurology e2010.

74 Eindhoven University of Technology, ‘New Epilepsy Warning Device

Could Save Thousands of Lives’ (2018) <https://www.tue.nl/en/news/

news-overview/24-10-2018-new-epilepsy-warning-device-could-save-

thousands-of-lives/#top> accessed 6 October 2021.

75 Frank Pasquale, The Black Box Society: The Secret Algorithms that Control

Money and Information (Harvard University Press, Cambridge 2016).

76 GDPR, art 12(1).

77 Ibid; art 29 Working Party, ‘Guidelines on Transparency under

Regulation 2016/679’ (WP 260, 11 April 2018).

78 EDPB, ‘Guidelines 4/2019 on Article 25 Data Protection by Design and

by Default’ (13 November 2019) 14 <https://edpb.europa.eu/sites/edpb/

files/consultation/edpb_guidelines_201904_dataprotection_by_design_

and_by_default.pdf> accessed 6 October 2021.

79 InfoWorld, ‘IoT Silliness: “Headless” Devices without a UI’ (2015)

<https://www.infoworld.com/article/2867356/beware-this-iot-fallacy-

the-headless-device.html> accessed 6 October 2021.

80 Ibid.
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and a URL of a webpage address at which the privacy

statement and settings can be consulted is an example

of one solution. Providing information orally through

audio capabilities of the screenless smart devices could

also be an important tool if they have such capabili-

ties,81 especially when oral information is delivered to

visually impaired persons or vulnerable people who

may have problems in understanding or getting access

to written information.

In terms of the clear and plain language requirement,

the Court of Justice of the European Union, the

European Data Protection Board (EDPB), and various

authors argue that its violation is a major issue as it

makes exercising data subject rights difficult.82 This is

especially important in today’s data-driven IoT world

where users’ profiling is widespread.83 On the other

hand, others underline the complexity of explaining

data processing activities in clear and plain language

and that this can often result in simple explanations not

sufficiently reflecting the actual reality of what is hap-

pening to personal data.84 Some researchers consider

that simplifying communications can limit informa-

tion’s quality.85 However, for others, ‘the fact that the

information is addressed to a child does not mean that

the scope of such notice is reduced.’86 This article con-

siders that companies could provide a link to the more

complicated privacy policy if users desire to read it

while focusing the data subject’s attention on the sim-

plified version. Easy-to-understand notices instead of

complicated privacy policies ‘for adults’ would be much

more useful for everyone. Many non-vulnerable adults

complain that privacy policies are complicated and not

understandable. They would benefit from more clarity

themselves.

In any case, transparency alone is not enough to pro-

tect vulnerable users’ data. While it is an important ele-

ment of educating users and supporting them in

making informed choices, it is not possible to expect

that as long as a data subject is informed, ‘they will

therefore make rational choices and be able to exercise

their rights.’87 Transparency should work in conjunc-

tion with other data protection principles such as fair-

ness and data minimization.

Fair processing of vulnerable people’s data by

smart devices

The fairness principle is logically very important as it

should ensure that vulnerable persons benefit in the

same way from GDPR protections and rights as other

citizens. Just like transparency, this principle is

enshrined in Article 5.1 (a) of the GDPR. To some

authors ‘fairness is a subjective, context-dependent and

highly politicized concept’ and ‘a global consensus on

what is fair is unlikely to emerge, in the context of algo-

rithmic decision making or otherwise’.88 To others,

‘fairness is a broad criterion which is difficult to expli-

cate exhaustively; it is also context dependent.’89 While

all this may be true, it is important to reflect on how

fairness should be applied by data controllers in the

context of this study. Organizations need to be guided

as subjective interpretations will not help neither with

GDPR compliance nor with protecting vulnerable peo-

ple’s rights. The importance of the principle of fairness

in the GDPR is evidence of the increasing imbalance of

power between the data controller and the data sub-

ject.90 This imbalance of power increases even more

when children or vulnerable adults use technology.

First, there is a clear link between fairness and trans-

parency. Despite the fact that fairness is not defined in

the GDPR, scholars, the WP29, and the EDPB have

made some attempts to do so. They consider that this

principle is related to awareness.91 The fairness principle

demands that personal data should only be collected

when the data subject is made aware of this processing

activity.92 In its Age Appropriate Design report, the

81 Art 29 Working Party, ‘Guidelines on Transparency under Regulation

2016/679’ (n 77).

82 Smaranda Bara and Others v Casa Naţ ional�a de Asigur�ari de S�an�atate

and Others, Case C-201/14, [2015] (ECLI:EU:C:2015:638); EDPB,

‘Guidelines 05/2020 on Consent under Regulation 2016/679’ (n 45); art

29 Working Party, ‘Guidelines on Transparency under Regulation 2016/

679’ (n 77).

83 Nóra Ni Loideain, ‘A Port in the Data-Sharing Storm: The GDPR and

the Internet of Things’ (2019) 4(2) Journal of Cyber Policy 178.

84 Bart Custers and others, ‘A Comparison of Data Protection Legislation

and Policies Across the EU’ (2018) 34(2) Computer Law & Security

Review 234.

85 Sandra Wachter, ‘The GDPR and the Internet of Things: A Three-Step

Transparency Model’ (2018) 10(2) Law, Innovation and Technology 266.

86 Dana Volosevici, ‘Child Protection under GDPR’ (2019) 6(2) A Journal

of Social and Legal Studies 17.

87 Lokke Moerel and Corien Prins, ‘Privacy for the Homo Digitalis:

Proposal for a New Regulatory Framework for Data Protection in the

Light of Big Data and the Internet of Things’ (2016), ssrn: 2784123

<https://papers.ssrn.com/sol3/papers.cfm?abstract_id=2784123>
accessed 8 November 2021.

88 Serge Abiteboul and Julia Stoyanovich, ‘Transparency, Fairness, Data

Protection, Neutrality’ (2019) 11(3) Journal of Data and Information

Quality 1.

89 Buitelaar (n 2).

90 Michael Butterworth, ‘The ICO and Artificial Intelligence: The Role of

Fairness in the GDPR Framework’ (2018) 34(2) Computer Law &

Security Review 257.

91 Wachter (n 85).

92 Ibid.
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ICO states that if an organization is not ‘clear, open and

honest’ about the service it provides and how it func-

tions, then its ‘original collection and ongoing use of

the child’s personal data is unlikely to be fair’.93

Processing is unfair if, for example, a health-related

smart product monitors heartbeat data but also gathers

blood oxygen levels without appropriately informing

the data subject about this through the device’s interface

or other means.94 While they are linked, fairness and

transparency do not have the same meaning. Fairness is

a tool through which transparency should be inter-

preted (although there are few guidelines on how to do

this). If a smart device provides information transpar-

ently to the general population but not to the minority

of people with mental disabilities that also use this

product, this should not be considered as ‘fair transpar-

ency’. More broadly, this article argues that fair trans-

parency should be viewed as requiring organizations to

adopt special data protection measures for vulnerable

people by default in any smart product (such as high

privacy settings, opt-in mechanisms, or child-friendly

language to name a few).

In the context of the argument in favour of adopting

special data protection measures for vulnerable people

by default, there is one other important issue that

should be mentioned. Anyone can become vulnerable at

any point because of suddenly deteriorating health or

other circumstances. Because a smart device is not tar-

geting vulnerable customers does not mean that those

persons will not become vulnerable over time. For this

reason, always assuming that a smart device might be

used by vulnerable individuals would not only protect

currently vulnerable consumers of smart products but

also those who will become vulnerable in the future.

This should also ensure more effective compliance with

the fairness principle.

Secondly, fairness has a crucial implicit objective to

prevent mishandling of data subjects’ data by data con-

trollers through balancing exercises (an important ele-

ment of how the GDPR works in practice). A balancing

exercise is often implicitly required by the GDPR to be

carried out by controllers.95 Fair balancing is to be de-

fined and evaluated on a case-by-case basis. In the con-

text of the topic of this article, relevant guidelines are

scarce. Some can be found in the ICO’s Age

Appropriate Design report.96 If vulnerable people’s data

are processed by a smart product, data controllers will

need to take into consideration an increased power im-

balance between themselves and the data subject to en-

sure that data processing is fair. For example, a smart

device sharing children’s personal data with a third

party would need to be justified by a ‘compelling reason

to do so, taking account of the best interests of the

child’ in order for data processing to be fair.97 Fair proc-

essing is context dependent and more examples of fair

balancing in the IoT sector would be certainly helpful

for data controllers.

Because clarifications are still needed regarding the

meaning of the fairness principle, there is an opportu-

nity to define it more holistically and to go beyond

strict legal limitations in order to express data ethics

initiatives.98 According to the EU’s Agency for

Fundamental Rights, the concept of fairness within the

GDPR can be considered as requiring data to be proc-

essed in an ethical manner and goes beyond the need

to provide information transparently to the data sub-

ject.99 The European Data Protection Supervisor has

called for an urgent reflection on ethics and data pro-

tection, partly by underlining the importance of dis-

cussing how the fairness principle should be perceived

in this context.100

Minimizing the exposure of vulnerable people
to data protection threats

As a consequence of their general vulnerability, and in

conformity with the lawfulness and fairness principles,

organizations targeting children with their smart prod-

ucts ‘should even more strictly respect the principles of

data minimisation and purpose limitation’.101 Article

5.1 (c) of the GDPR states that processing of personal

data should be ‘adequate, relevant and limited to what

is necessary in relation to the purposes for which they

are processed’. Personal data should be processed only

if the purpose of the processing could not reasonably be

fulfilled by other means. 102 ENISA observed that data

minimization does not only mean reducing data fields

in a form but also refers to any other means of minimiz-

ing data collection and data processing activities

93 ICO, ‘Age Appropriate Design’ (n 20).

94 Art 29 Working Party, ‘Opinion 8/2014 on the Recent Developments on

the Internet of Things’ (n 31).

95 Damian Clifford and Jef Ausloos, ‘Data Protection and the Role of

Fairness’ (2018) 37 Yearbook of European Law 130.

96 ICO, ‘Age Appropriate Design’ (n 20).

97 Ibid.

98 Clifford and Ausloos (n 95).

99 FRA, ‘Handbook on European Data Protection Law’ (2018) <https://fra.

europa.eu/sites/default/files/fra_uploads/fra-coe-edps-2018-handbook-

data-protection_en.pdf> accessed 6 October 2021.

100 EDPS, ‘Opinion 4/2015 Towards a New Digital Ethics’ (2015) <https://

edps.europa.eu/sites/edp/files/publication/15-09-11_data_ethics_en.pdf>
accessed 6 October 2021.

101 Art 29 Working Party, ‘Opinion 02/2013 on Apps on Smart Devices’

(WP 202, 2013).

102 Ibid.
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‘following not only a quantitative but also a qualitative

approach’.103 This principle is in stark contrast to the

‘data maximalism’ associated with the huge amounts of

information collected by IoT products, stored and usu-

ally analysed in the cloud.104 In 2013, the WP29 drew

attention to the ‘alarming disregard’ of the principle of

data minimization in view of the excessive data collec-

tion by many apps on smartphones, without any real re-

lationship to the functionality of those apps.105 As a

result of the GDPR, data controllers now need to be

ready to prove that they comply with relevant data min-

imization best practices and requirements in line with

the overarching accountability principle.106

In the specific context of smart products used by vul-

nerable people, one problem that comes to mind is

when organizations providing information society serv-

ices (ISS) record and gather personal data to identify

the data subject’s age in order to know whether they

need to obtain consent from a legally authorized repre-

sentative before they process their personal.107 Data

controllers need to remember that they must comply

with the principle of data minimization in this context

too.108 To do so, they will have to gather only the

amount of personal data that are strictly necessary to in-

form them about the age of particular users. These data

must only be used for the purpose of providing age ap-

propriate settings and measures and not for any other

purpose such as advertising (unless consent has been

obtained to do so or another legal basis permits this).

The Centre for Information Policy Leadership consid-

ered three ways through which a data controller could

verify the customer’s age. It concluded that universal

age assessment would be too intrusive while verifying

the age of data subjects only when services explicitly

state that they target children would be under-inclusive.

As a consequence, the Centre argued in favour of per-

forming a risk analysis by evaluating ‘whether the offer-

ing is intentionally made to be attractive to children;

whether children have been attracted to the ISS or simi-

lar services in the past; and whether the registration pro-

cess to the ISS reflects an assumption that the users are

above the age of digital consent.’109 From a data protec-

tion perspective, this article does not consider this ap-

proach as appropriate for two reasons. First, children

might be attracted to services that are not designed to

be used by them and this would be difficult to verify.

Secondly, it seems unrealistic to expect organizations to

carry out another risk analysis, especially for smaller

organizations, who already struggle with GDPR compli-

ance. As a result, this study argues in favour of minimiz-

ing data collection through age verification mechanisms

that use the best privacy preserving technologies avail-

able, to promote the use of such technologies and de-

velop guides on how to implement them.

Of course, age verification is not the only issue that

needs to be reflected upon in the context of data minimi-

zation when vulnerable people use smart products.

Another one could be, for example, the need to identify

the legally authorized representative to give consent on be-

half of a child or on behalf of a vulnerable adult. State-of-

the-art technologies could help here as well. How they can

interact with legal rules to facilitate data protection com-

pliance is not within the scope of this article but this could

be the subject of future interdisciplinary studies.

Thinking about vulnerable people’s data
protection throughout the development and
deployment process of smart products

Article 25 of the GDPR introduces a qualified responsi-

bility on data controllers to use technical and organiza-

tional measures, which are designed to make certain

that personal data processing is compliant with GDPR’s

provisions and to ensure that consumers’ data protec-

tion rights are safeguarded. This duty also concerns the

default implementation of data protection principles

and default boundaries on who has access to personal

data.110 How does DPbDD apply in the context of vul-

nerable individuals using smart devices?

The current focus on the PET confidentiality para-

digm when designing IoT products

In response to difficulties in enforcing legal provisions

by underfunded data protection authorities, a set of

technical approaches emerged under the name of pri-

vacy enhancing technologies (PETs) to allow for more

responsible and effective processing of personal data, of-

ten in the context of implementing privacy by design.111

103 ENISA, ‘Recommendations on Shaping Technology According to GDPR

Provisions - Exploring the Notion of Data Protection by Default’ (2018)

<https://www.enisa.europa.eu/publications/recommendations-on-shap

ing-technology-according-to-gdpr-provisions-part-2> accessed 6

October 2021.

104 Wachter (n 85).

105 Art 29 Working Party, ‘Opinion 02/2013 on Apps on Smart Devices’ (n

101).

106 Information Commissioner’s Office, ‘Principle (c): Data Minimisation’

<https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-

the-general-data-protection-regulation-gdpr/principles/data-minimisa

tion/> accessed 6 October 2021.

107 GDPR (n 4).

108 ICO, ‘Age Appropriate Design’ (n 20).

109 Centre for Information Policy Leadership (n 60).

110 EDPB, ‘Guidelines 4/2019 on Article 25 Data Protection by Design and

by Default’ (n 78); Lee A Bygrave, ‘Data Protection by Design and by

Default: Deciphering the EU’s Legislative Requirements’ (2017) 4(2)

Oslo Law Review 105.
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Some authors criticize that PETs focus on the preven-

tion of information disclosure instead of ensuring the

protection of all GDPR principles and rights, which

data protection by design is supposed to achieve.112

They flag the focus of PETs on privacy-as-

confidentiality as opposed to privacy-as-control

(GDPR’s approach). In this context, a recent study of

the Siri voice assistant criticized Apple’s approach.

Apple’s decisions are an example of embedding privacy

into data management and software that has focused on

what some have described as a ‘rather narrow definition

of privacy, which largely addresses confidentiality and

data security.’113 It is certainly important for a company

to explicitly state why it gives priority to data confiden-

tiality over other GDPR rights that data subjects should

normally be able to exercise. Rights and freedoms of the

data subject need to be safeguarded.114 However, having

said that, in some situations, limiting a data subject’s

rights could be an adequate solution if transparently

explained, for example, through the publication of a

DPIA. From the perspective of a vulnerable person’s

needs and considering GDPR’s provisions on the neces-

sity to adopt special protection measures in relation to

children115 and to tackle increased risks when vulnera-

ble people’s data are processed,116 Apple’s approach of

insisting on confidentiality over the possibility of

exercising other data subjects’ rights could be correct.

Of course, if confidentiality and the exercise of other

rights can both be achieved at a satisfactory level, then it

should be done so. In any case, efforts should be made

in this direction. While waiting for the appearance of

such systems (which should be promoted and

researched), this article considers that the confidential-

ity of a vulnerable person’s data should be the top prior-

ity. If there are people able to effectively manage and

protect their personal data, for children or some adults

with disabilities the benefits of being able to exercise

their right of access (for example) will probably not sur-

pass the benefits of higher data confidentiality (if

exercising this right would result in the creation of

higher data breach risks).

Protecting vulnerable people’s data by default

Standard settings are crucial when evaluating the level

of privacy offered by particular IoT devices as they de-

termine how easy it is for users to apply the relevant

configuration for a data protection compliant use of the

product.117 It should be up to the data subject to decide

whether they want to allow their personal data to be

used in a broader manner.118 Vulnerable individuals

might lack understanding or not be able to exercise in-

formed control over their personal data. This is con-

firmed in recital 58 of the GDPR, which states that the

justification for the protection of children is founded on

their diminished capability of understanding (it should

be noted that while recitals can help in the interpreta-

tion of ambiguous EU law provisions, they are not le-

gally binding).119 There are important gaps in the

development of children in terms of their comprehen-

sion of the digital environment in which their personal

data are processed.120 For example, in the case of per-

sons aged 16–17 years, the UK’s Information

Commissioner’s Office suggests to ‘provide written,

video or audio materials to explain what will happen to

their information and any associated risks’ if they at-

tempt to change a default high privacy setting and to

check with an adult if they have any concerns or don’t

understand what is being communicated to them.121

The ICO’s report indicates how important those default

settings are. It is crucial that data processing is left to

the choice of each individual as much as possible.

Unfortunately, this is not the reality at the moment and

many IoT devices continue to transfer personal data to

third parties without even informing the data subject

about these activities.122

This article argues in favour of adopting explicit opt-

in mechanisms always and for everyone instead of dif-

ferentiating between ordinary citizens and children or
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10.1007%2F978-3-642-37282-7_2> accessed 6 October 2021.
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122 Ren Jingjing and others, ‘Information Exposure From Consumer IoT
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vulnerable adults. In its Age Appropriate Design report,

the ICO requires organizations to adopt ‘high privacy’

by default, to switch geolocation and profiling off by de-

fault ‘unless you can demonstrate a compelling reason

for a different default setting, taking account of the best

interests of the child’.123 Some authors also stated that

in the case of minors using a service, ‘default settings

have to be especially strict’.124 This is problematic for

several reasons. First, organizations could argue that be-

cause their smart products are directed towards the gen-

eral population, their default settings do not have to be

as protective as for products that only children use.

Adopting ‘high privacy’ default settings by default for

everyone would not only make all citizens’ data safer,

but also make sure that when it is uncertain whether a

product is used by children (or vulnerable adults), de-

fault privacy settings would protect them anyway in

case they are using it or decide to use it later. Secondly,

the ICO mentions compelling reasons for a different de-

fault setting than a high privacy one, without giving

examples of what could justify deviating from the

GDPR provisions and spirit. This article argues in fa-

vour of making no such exceptions. Until proven to the

contrary, it is difficult to envisage a situation in which a

high privacy default setting should not apply. Thirdly,

and relevant to the first two points, the ICO states itself

that a lot of children will simply ‘accept whatever de-

fault settings you provide and never change their pri-

vacy settings.’125 This article argues that this will also be

certainly true in many cases for vulnerable adults. For

this reason, it is of utmost importance to implement

high privacy settings by default for every data subject to

make sure that all vulnerable individuals are protected.

Moreover, making individuals change their privacy set-

tings if they want their data to be processed for a spe-

cific purpose would also educate them about personal

data processing in the IoT world (as they would need to

take active steps and think about their choices), thereby

contributing to compliance with other GDPR provi-

sions such as the transparency principle.

High risks of processing vulnerable people’s
data and DPIAs

A DPIA’s objective is to evaluate, identify, and minimize

risks related to a data processing activity before the lat-

ter takes place. According to Article 35.1 of the GDPR, a

DPIA is required when a specific processing plan or

project is likely to cause a high risk to the rights and

freedoms of individuals. Article 35.3 describes three

cases in which a DPIA is always required (‘systematic

and extensive profiling with significant effects’, ‘large-

scale use of sensitive data’, ‘public monitoring’) and the

ICO published a document in line with Article 35.4 list-

ing 10 more examples.126 Some activities among the lat-

ter require a DPIA automatically while others need to

occur in combination with one of the criteria in the

European guidelines (the WP29 lists nine other crite-

ria). Processing activities on the basis of data gathered

by innovative technologies is one of the ICO’s criteria

that needs to be combined with one of those listed by

the WP29. Therefore, the first question in the context of

this article is whether smart devices can be considered

as innovative technologies. Recital 91 mentions innova-

tive technologies as developments in the technological

field globally. The ICO considers that smart technolo-

gies (including wearables) fall into this definition.127 As

a result, IoT products fall into the ‘innovative technolo-

gies’ criteria of the ICO. The second question is whether

this can be combined with one of WP29’s examples of

situations likely to result in a high risk. For the WP29,

processing data of vulnerable people is an indication

that there could be a high risk involved. There is an in-

herent high risk when vulnerable data subjects’ data are

processed as there is a power imbalance between the lat-

ter and the data controllers, in the sense that vulnerable

people (such as children or vulnerable adults) might be

incapable of easily consenting or objecting to the proc-

essing of their data, or exercising their rights.128 In con-

clusion, smart devices (ICO’s innovative technology

criteria) used by vulnerable people (WP29’s processing

of vulnerable people’s data criteria) represent a situation

that might result in high risks and, therefore, a DPIA

will always need to be carried out.

DPIAs were not mandatory at the time of the Data

Protection Directive. The obligation to carry out DPIAs

in certain circumstances has been introduced by the

GDPR. Obligatory impact assessments are not purely

prescriptive legal regulations but rather a mix of legal

requirements as well as policies that organizations need

to develop and implement themselves (with the involve-

ment of relevant stakeholders).129 One author has de-

scribed the term ‘co-regulatory’ as inadequate and

lacking precision in defining what DPIAs are.130

Instead, he proposes to use the notion of ‘meta-
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124 Hansen (n 117).

125 ICO, ‘Age Appropriate Design’ (n 20).
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128 Art 29 Working Party, ‘Guidelines on Data Protection Impact

Assessment (DPIA)’ (n 9).

129 Reuben Binns, ‘Data Protection Impact Assessments: a Meta-Regulatory

Approach’ (2017) 7(1) International Data Privacy Law 22.
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regulation’ developed by Christine Parker.131 This con-

cept describes governmental efforts to make companies

accountable for their own self-regulation attempts. The

benefit of meta-regulation in comparison to other types

of regulation is that it takes advantage of the organiza-

tions’ capacity to self-management, but includes mecha-

nisms to verify whether they meet the regulator’s

expectations. However, the effectiveness of DPIAs’

meta-regulation approach will also be contingent on the

ability of data protection authorities to examine organi-

zations’ risk reduction plans. The GDPR empowers

them to do so. Article 36.1 states that ‘the controller

shall consult the supervisory authority prior to process-

ing where a DPIA under Article 35 indicates that the

processing would result in a high risk.’ Building regula-

tors’ and data protection authorities’ expertise on issues

such as how to evaluate DPIAs when children’s or vul-

nerable adults’ data are processed could be an important

step towards increased compliance and data protection.

Finally, stakeholder involvement is an essential part of

successful meta-regulation. The GDPR reflects this.

Article 35.9 states that ‘where appropriate, the controller

shall seek the views of data subjects or their representa-

tives on the intended processing, without prejudice to

the protection of commercial or public interests or the

security of processing operations.’132 Time will tell how

effective this provision will be, especially because of the

wording ‘where appropriate’.133 The weakening of this

essential GDPR provision in the final version of the reg-

ulation has been criticized in legal literature.134 As a

consequence, official guidance on what ‘where appro-

priate’ more precisely signifies could have an important

effect on organizations’ decisions as to who needs to be

consulted in a particular situation. For example, in the

case of a smart device specifically designed for people

living with dementia, it would seem appropriate to con-

sult this group of vulnerable individuals or their carers

during the DPIA process.

Currently, there is no consensus, neither in theory

nor in practice, on how to comprehend the concept of a

risk to a right in DPIAs.135 This study argues in favour

of and is inspired by the ‘rights-based and values-

oriented model’ proposed by Alessandro Mantelero,

which focuses on different application domains (such as

crime prevention or healthcare) as well as various

groups of rights, values, and freedoms instead of the

technology.136 One IoT device might have a completely

different method of gathering data than another smart

product (eg, one might gather visual data and store it

on cloud servers in a third country while another might

gather only voice data and store it on the device locally).

So, of course, the type of technology used still has signif-

icance in the impact assessment process as a particular

technology influences the choice of the most appropri-

ate measures to be adopted to safeguard citizens’ rights

and values. However, what really counts is how individ-

uals’ rights and values are preserved in different con-

texts by the data controller.137 When a child (or

vulnerable adult) uses an IoT device or is subject to big

data analytics, it is not the type of the technology as

such that should influence the DPIA but rather the fact

that it is a child that uses it, and the latter’s rights and

values. DPIAs should also distinguish in which sector

the smart device is being used. If a child uses an IoT

product at home for entertainment or a smart device in

a hospital for health-related reasons, these are very dif-

ferent settings and so the rights and values will differ as

well. For example, in a healthcare environment, free-

dom of choice or the no-harm principle might be cru-

cial, while in a smart city, equal treatment or civic

engagement could be the prevailing values.138 Different

circumstances are associated with different values that

should be taken into consideration as a point of refer-

ence for impact assessments. Even though the GDPR

underlines the importance of safeguarding rights and

freedoms of individuals and of societal issues, currently

developed DPIA models continue to ignore societal

repercussions.139 Incentives to change current practices

could be given by enforcement actions or additional

guidelines at the national and European levels.

Smart devices capable of keeping the integrity
and confidentiality of vulnerable people’s
personal data

From smart devices designed for children that made

voice recordings and pictures (assumed to be private by

data subjects) available to the public or effortlessly ac-

cessible by third parties, to hacked smart heating
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Right? Beyond Data Protection Risk Assessments’ (2016) 32(2)
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systems that allowed cybercriminals to distort or dam-

age them and burglaries that happened as a result of

compromised smart locks, there are many security

issues that vulnerable people might have to face if they

live within a smart home.140 For example, in 2015, the

company Mattel created an IoT product, the Hello

Barbie doll, which has the capacity to listen and talk

with children. This toy is equipped with a microphone

which records children’s voices and transfers them to

third parties for data analysis. The doll was easily hacked

by a researcher who gained access to the device’s files

(including audio recordings) and was able to use the

doll’s microphone.141 Similarly, another doll named

Cayla was accused by German authorities of spying on

smart home members and sending the data it gathered

to the USA.142 Finally, another example is the hacking

of Vtech, a company producing digital baby monitors

compromising information of more than 5 million cus-

tomer accounts and children profiles, or the many sto-

ries of hackers accessing digital baby monitors and

talking with infants through them.143 These devices en-

danger vulnerable users and lead to GDPR compliance

issues by undermining the security of consumers’ per-

sonal data.

With the establishment of the ‘integrity and confi-

dentiality’ principle, Article 5 of the GPDR has raised

the act of ensuring data security from a simple require-

ment to one of the main data protection principles.144

Ensuring the security of data is a prerequisite for lawful

data processing, Article 4 (12) of the GDPR states that a

data breach is a ‘breach of security leading to the acci-

dental or unlawful destruction, loss, alteration, unau-

thorized disclosure of, or access to, personal data

transmitted, stored, or otherwise processed.’ Those

processing activities of deleting, disclosing, or accessing

data are not as such illegal.145 If the controller is found

to have taken relevant security measures and to not

have been negligent, the data breach will be considered

accidental.146 If, however, appropriate data protection

safeguards are not implemented and a data breach

occurs as a result, this would be a clear violation of the

integrity and confidentiality principle and it would

make the use of any legal basis unlawful. This is evalu-

ated on a case-by-case basis.147 Over the last few years,

it has been proven that hackers were able to use

Amazon Alexa and Google Home smart assistants in or-

der to spy on data subjects without their knowledge, or

to deceive them into giving sensitive personal informa-

tion.148 This has happened several times even though

Amazon and Google have deployed countermeasures af-

ter each attack. Vulnerable people cannot be expected to

understand when an IoT device is behaving in an un-

usual manner and to spot a data security threat. Those

devices should ensure that security measures are suffi-

ciently strong. While a data breach can theoretically al-

ways happen, the fact that it does over and over again is

a worrying sign. In this case, would authorities consider

the data breach as accidental? If countermeasures

adopted by Google and Amazon are regularly proven

ineffective over relatively short periods of time then the

answer should probably gravitate towards a negative re-

sponse (especially considering the resources at the dis-

position of those companies).

This article would also like to draw attention to the

importance of standards for GDPR compliance with the

integrity and confidentiality principle, and for the protec-

tion of vulnerable customers. Certification mechanisms

can be given as an example. The objective of certification

is to prove compliance with a group of standards. It can

be described as ‘conformity assessment’ which serves ‘to

evaluate compliance of persons, products and/or pro-

cesses with a given set of requirements.’149 Labelling

schemes have been recently put forward by the industry,

certification bodies, and the government.150 For example,
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141 Samuel Gibbs, ‘Hackers can Hijack Wi-Fi Hello Barbie to Spy on your

Children’ The Guardian (2015) <https://www.theguardian.com/technol

ogy/2015/nov/26/hackers-can-hijack-wi-fi-hello-barbie-to-spy-on-your-

children> accessed 6 October 2021.

142 Forbrukerradet (Norwegian Consumer Council), ‘#Toyfail An Analysis

of Consumer and Privacy Issues in Three Internet-Connected Toys’

(2016) <https://fil.forbrukerradet.no/wp-content/uploads/2016/12/toy

fail-report-desember2016.pdf> accessed 6 October 2021; Bouvet on be-

half of the Norwegian Consumer Council, ‘Investigation of Privacy and

Security Issues with Smart Toys’ (2016) <https://fil.forbrukerradet.no/

wp-content/uploads/2016/12/2016-11-technical-analysis-of-the-dolls-bou
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the UK government has recently proposed a labelling

scheme for consumers IoT product security.151 Buyers of

smart products could consider that if a device is certified

through such as scheme, they do not need to be preoccu-

pied by any safety and security risks. In fact, ‘standards

and certificates can be a synonym of reliability and assur-

ance to the end user and citizen.’152 This is why the way

standards are being written is crucial for the IoT sector.

There is a need of effective standards and the assump-

tions upon which they are based need to be correct.

Otherwise, consumers might blindly trust certification

and jeopardize their own security and safety. The right

standards could help with GDPR compliance, strengthen

vulnerable people’s rights, and help the latter in making

more secure choices. In particular, they could be a simple

and effective way of communicating to vulnerable per-

sons or their legally authorized representatives that the

organization has implemented appropriate security

measures (or at least some of them). The implementation

of relevant standards could turn into a competitive ad-

vantage as consumers will most probably prefer products,

which have been officially certified as being secure.

Conclusion

The objective of this analysis has been to reflect on the

relevant legal grounds and their requirements when a

child or a vulnerable adult uses a smart product.

Subsequently, other pertinent GDPR principles have

been critically discussed in order to better understand

how they apply to IoT devices gathering vulnerable peo-

ple’s personal data.

This work argues in favour of preventing issues and

reducing personal data processing by focusing organiza-

tions’ attention on the principles of data minimization,

security, DPbDD and on DPIAs. Of course, the appro-

priate implementation of a relevant legal ground

remains crucial in situations in which processing of per-

sonal data cannot be avoided and when data subjects

have explicitly expressed their wish for their data to be

processed. Moreover, no security measure is perfect and

risks of data breaches will always exist. Controllers need

to make sure they satisfy all GDPR requirements before

the processing starts and that data subjects make in-

formed decisions. The choice of a legal basis will depend

on the context and should be done on a case-by-case ba-

sis. Regardless of the legal basis’s choice, the data con-

troller is required to adopt special data protection

measures in relation to vulnerable individuals and to

adapt its actions to the latter’s needs in order to safe-

guard their fundamental rights and freedoms. This arti-

cle argues that such measures should be adopted by

default in every smart product. Any smart device could

be used by a vulnerable person and anyone could be-

come vulnerable over time. Moreover, other citizens

would also benefit from those measures as they would

increase transparency and their data protection in gen-

eral. In addition to lawfulness, in the same GDPR provi-

sion, two other principles are mentioned—transparency

and fairness. They are overarching principles, essential

to ensure an effective protection of vulnerable people’s

rights. The fairness principle is not yet well defined,

which gives an opportunity to develop a definition

encompassing data ethics initiatives as suggested by

some scholars and the EDPS.

When a data controller does decide to gather vulner-

able people’s data, this is precisely where problems

might appear. If consent is taken as an example, satisfy-

ing its conditions and adopting special measures to pro-

tect vulnerable people’s personal data requires much

effort and the more data are collected, the more issues

can arise (for data controllers in terms of compliance

and for data subjects in terms of their data protection

rights). Secondly, consent has been criticized by some

researchers as not giving real control over how data are

processed and as being gathered in a situation of power

imbalance, this argument being even more relevant in

the context of vulnerable persons. This power imbalance

also exists for other legal bases, for example, when an

organization uses legitimate interests and weights its

own interests against those of data subjects. In order to

protect children’s and vulnerable adults’ fundamental

freedoms and rights as well as facilitate compliance for

data controllers, this article underlines the importance

of the GDPR mechanisms mentioned above, namely

data minimization, DPbDD, DPIAs, and the integrity

and confidentiality principle. They should be promoted,

implemented, and enhanced as they are capable of pre-

venting problems and increasing the protection of vul-

nerable individuals (further studies on how new privacy
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preserving technologies can support legal compliance

with those principles in the context of vulnerable people

are needed). Only after this has been done as best as

possible, should an organization evaluate what legal

basis to use if processing vulnerable persons’ personal

data is still required.
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