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We employ (1 + 1)-dimensional quantum cellular automata to study the evolution of entangle-
ment and coherence near criticality in quantum systems that display non-equilibrium steady-state
phase transitions. This construction permits direct access to the entire space-time structure of the
underlying non-equilibrium dynamics, and allows for the analysis of unconventional correlations,
such as entanglement in the time direction between the “present” and the “past”. We show how the
uniquely quantum part of these correlations – the coherence – can be isolated and that, close to criti-
cality, its dynamics displays a universal power-law behaviour on approach to stationarity. Focussing
on quantum generalizations of classical non-equilibrium systems: the Domany-Kinzel cellular au-
tomaton and the Bagnoli-Boccara-Rechtman model, we estimate the universal critical exponents
for both the entanglement and coherence. As these models belong to the one-dimensional directed
percolation universality class, the latter provides a key new critical exponent, one that is unique to
quantum systems.

Introduction. Cellular automata (CA) are paradig-
matic models for the study of non-equilibrium processes
[1–3] that also serve as models of computation [4, 5]. An
important class of CA are so-called (1 + 1)-dimensional
CA [6]. These are 2-dimensional (2D) lattice models
whose evolution is such that the state of a given row
depends only on the row above it. This results in the
emergence of an effective time dimension, see Fig. 1(a).
The dynamics of CA follow simple local update rules
which propagate the state along the time dimension.
This allows the implementation of a whole host of non-
equilibrium processes, including some that display phase
transitions into absorbing states. In the classical setting
this construction has enabled the accurate study of non-
equilibrium universality classes, such as that of directed
percolation (DP) [7]. Here, sampling the dynamics of a
suitably chosen order parameter enables the extraction
of critical exponents. Importantly, these exponents are
universal and also apply to other physical processes. For
example, DP universality is also found in water percolat-
ing through sand [6], the dynamics of epidemic spreading
[8] or even electro-convection in nematic liquid crystals
[9] and the transition to turbulence [10]. Very recently,
it was shown that also other quantities, that are not ac-
cessible by sampling – such as entropies – show critical
behavior and are found to obey universal power-law scal-
ing [11]. This raises the question as to whether there
might be additional exponents, beyond the ones of the
order parameter or correlation functions, that character-
ize universality classes.

Considerable activity is dedicated to generalizing the
CA concept into the quantum domain, often looking at
computational applications [12–15] (see e.g. Ref. [16] for
a review). With regards to (1 + 1)D CA, the framework
introduced in Refs. [17, 18], provides a generalisation to a

FIG. 1. (1 + 1)D quantum cellular automata. (a)
(1 + 1)D QCA are based on the successive application of uni-
tary quantum gates. By acting on pairs of rows sequentially,
an entangled 2D quantum state |ψ〉 is created that encodes
the entire space-time structure of the ensuing non-equilibrium
dynamics. (b) An elementary cellular automaton (ECA) gen-
erates a 2D product state. On the QCA an ECA can be real-
ized by gates that merely flip the unoccupied target sites into
occupied ones. The image shows snapshots taken at three
times (t1 < t2 < t3) for an evolution under rule 150, see
Table I. (c) An evolution similar to a probabilistic classical
CA is implemented when the gate rotates target sites into
superposition states. This generates an entangled 2D quan-
tum state. The image shows the density of occupied sites
of the BBR model. (d) Unitary evolution of a 1D system
in the (1 + 1)D QCA framework, for comparison. Here, the
space-time structure for this process is inaccessible.

2D quantum lattice system. Interestingly, these (1+1)D
quantum cellular automata (QCA) can be regarded as
manifestations of quantum feed-forward neural networks
[19]. QCA can be constructed such that they include
(1 + 1)D CA as a special case. This provides a natu-
ral starting point for investigations into the impact of
quantum correlations on non-equilibrium processes and
NEPTs in many-body systems – a topic of substantial
research efforts in its own right [17, 20–26]. Further-
more, QCA are realizable on current quantum simulation



2

N • • • • • ◦ • ◦ • • ◦ ◦ ◦ • • ◦ • ◦ ◦ ◦ • ◦ ◦ ◦
ECA 1 0 0 1 0 1 1 0

DKCA p2 p1 p2 p1 p1 0 p1 0

BBR 1 p2 p2 p1 p2 p1 p1 0

TABLE I. Local update rules for (1 + 1)D QCA. The
gate (1) is defined by eight values of the probability p(N ),
one for each possible configuration of the neighbourhood N
[see Fig. 1(a)]. The three examples given encode the classical
ECA rule 150, the DKCA and BBR model. The totalistic
nature of the updates for the DKCA and BBR model results
in only two parameters p1 and p2. See also Fig. 1(b) and (c)
for the evolution of an initial seed generated by the ECA and
BBR rules.

platforms, such as two-dimensional Rydberg lattice gases
[27–30].

In this work we exploit the (1 + 1)D QCA structure
that encodes an entire space-time dynamics within a sin-
gle pure 2D quantum state. In such a structure, correla-
tions in the temporal (vertical) dimension can be studied
in a well-defined manner, by partitioning the 2D lattice
along a row, see Fig. 1(a). This allows one to study the
non-equilibrium behaviour of a wide variety of novel and
interesting quantities. Specifically, we consider the tem-
poral entanglement quantified by S2. In that case, one
arrives exactly at the non-equilibrium entropy considered
in [11] (see Ref. [31] for a review of entanglement and en-
tropy). Furthermore, we consider the contribution to the
entropy stemming from quantum coherences, C2, which
can be isolated in this case. This quantity is a uniquely
quantum contribution, being strictly zero in the classi-
cal model, and thus constitutes an essential quantity in
understanding the uniquely quantum aspects of NEPTs.

Throughout, we focus on QCA related to quantum gen-
eralizations of two paradigmatic non-equilibrium models:
the Domany-Kinzel cellular automaton (DKCA) [7] and
the Bagnoli-Boccara-Rechtman (BBR) model [32]. Both
systems possess a critical point associated with an ab-
sorbing phase transition (APT). By construction, these
quantum models reproduce the observables of their clas-
sical counterparts. Therefore, they belong to the 1D DP
universality class and S2 displays a universal power-law
scaling on its approach to stationarity [11]. In (1 + 1)D
QCA this can be understood as the universal scaling of
temporal entanglement. Moreover, when considering the
behaviour of C2, we again find that this quantity displays
a power-law decay. Not only does this show that at criti-
cality quantum effects persist on a time-scale longer than
any microscopic one, but also that the uniquely quantum
aspects of APTs are universal and can be quantified, and
we provide novel estimates of the corresponding critical
exponent to this end.

(1 + 1)D QCA and link to other CA models.
QCA are lattice systems with sites that may be either
occupied or empty, see Fig. 1(a). The dynamics is con-

structed such that the occupation of sites in a row —
or more generally in a d-dimensional surface — is de-
termined by those of the row above it [17, 18]. This
leads to an effective time-dimension, and the correspond-
ing models are termed (d+ 1)-dimensional with d spatial
dimensions perpendicular to the single “time” dimen-
sion [6]. Similar models have been studied extensively
in the context of classical systems [33]. In (1 + 1)D
QCA, at any time t the system is described by a pure
quantum state |ψt〉, which is an element of the Hilbert
spaceH =

⊗
τ,kHτ,k, whereHτ,k are local Hilbert spaces

of a 2D lattice indexed by (τ, k). Here we consider lo-
cal Hilbert spaces that are two-dimensional with basis
{|◦〉 , |•〉}, where n |◦〉 = 0, n |•〉 = |•〉 and n is the local
particle number operator. We will refer to the states |◦〉
and |•〉 as occupied and empty respectively.

The (1+1)D QCA evolves under the action of unitary
gates Gτ,k. These apply local updates to a “target” site
at (τ, k), depending on the state of a set of “control” sites
in row τ − 1 that form the “neighbourhood”, Nk, of site
k, see Fig. 1(a). Since we are considering binary vari-
ables, Nk is taken to be an integer labelling the possible
neighbourhoods, whose binary representation (see Table
I) specifies the occupation of the sites [5]. The state |ψt〉
evolves in discrete time-steps as |ψt〉 = Gt |ψt−1〉. Here
the “global update” Gt consists of an ordered product of
Gt,k, one per each site of row t. We will consider the
situation in which the 2D state is initialised at t = 1 into
a product state of all unoccupied sites, |◦〉, except for the
first row, τ = 1. This will have a single occupied site, |•〉,
at the center, which we refer to as the seed initial condi-
tion. During the subsequent evolution, |ψt〉 then encodes
the entire space-time structure of cellular automaton dy-
namics from this initial condition, i.e. it allows for access
to the full history of trajectories, permitting the analysis
of typically inaccessible (quantum) correlations between
different space-time regions.

The (1+1)D QCA framework generalizes classical cel-
lular automata (CCA) into a unitary quantum setting.
It includes canonical classical models, such as determin-
istic CCA — e.g. the much-studied elementary cellular
automata (ECA) [4, 5] — and classical probabilistic cel-
lular automata (PCA), such as those studied in the con-
text of APTs [6], as limiting cases [see Fig. 1(b,c)]. More-
over, 1D unitary CAs, as discussed in e.g. Refs. [15, 16]
can also be represented as (1 + 1)D QCA. However, as
illustrated in Fig. 1(d), such an evolution generates an
“effectively” 1D quantum state, which is shifted along
the time direction using SWAP gates (see [34]).

In the following, we consider gates that act on a single
target site and a three-site “control” neighbourhood with
the form,

Gτ,k |◦〉 =
∑
Nk

PNk
⊗ e−iσxα(Nk) |◦〉 . (1)

The symbol ⊗ separates the operators which act on the
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controls (placed to the left) and on the target (placed
on the right): the PNk

= |Nk〉〈Nk| are projectors onto
the different “classical” configurations of the control sites
[see Fig. 1(a) and Table I] and σx = |◦〉〈•| + |•〉〈◦| acts
on the target site. The angles α(Nk) determine by how
much the target site is rotated from its initial state |◦〉
into a superposition. The probability for the target site
to be occupied, given a particular configuration of the
control sites, is P{nτ,k = 1|Nk} = p(Nk) = sin2 [α(Nk)].
For the gate (1), a local update (or “rule”) is specified by
choosing the eight (real) values of α(Nk) or equivalently
p(Nk). As we discuss in the following this includes sev-
eral informative cases, listed in Table I, which directly
connect to CCA with simultaneous updates. This is be-
cause for these cases the Gτ,k for different k commute,
such that all choices of Gt are equivalent.

Choosing rotation angles such that p(Nk) = 0, 1, the
gate of Eq. (1) reproduces deterministic CCA on the
2D state |ψt〉, which remains in a product (unentangled)
form at all times, see Fig. 1(b). For example, ECA can
be realised in this setting including irreversible cases [5],
which corresponds to the classical result that irreversible
CCA can be embedded in higher-dimensional reversible
CCA [35]. Further to that, Eq. (1), contains the case of
classical PCA [see Fig. 1(c)]. Here the diagonal compo-
nents of the density matrix Ξt = |ψt〉〈ψt| are equal to the
probability of producing the corresponding space-time
configuration under a PCA dynamics [17]. However, the
unitary dynamics of the (1 + 1)D QCA can generate off-
diagonal terms in Ξt, i.e., coherence. This means that the
gate in Eq. (1) generalizes any desired PCA into a genuine
quantum system: the (1 + 1)D QCA encodes the orig-
inal classical dynamics, including all associated physics
such as APTs, while also displaying uniquely quantum
features. For example, the BBR model is a PCA with
a three-site control neighbourhood that displays APTs
[32, 36]. It displays two absorbing states (the fully oc-
cupied and fully empty product states) and is totalistic,
meaning that the local updates depend only on the total
number of occupied sites in the neighbourhood, see Table
I. The corresponding totalistic update rule with a two-
site neighbourhood, the DKCA, which displays a single
absorbing state of all empty sites, can also be considered
in this three-site neighbourhood setting, e.g., by making
updates not depending on the control site in the mid-
dle. As for deterministic CCA, |ψt〉 encodes also in this
case the entire space-time history, although now being an
entangled state, see Fig. 1(c).

Scaling of temporal correlations. In the following,
we will focus on (1 + 1)D QCA with gates as in Eq. (1),
that realize quantum generalizations of the DKCA and
the BBR model. We will refer to these as QDKCA and
QBBR model respectively. At any time, the QCA can be
partitioned in such a way that the t-th row is singled out.
Since rows with τ > t are in a product state, the entan-
glement between the two subsystems generated by the

partition quantifies the amount of quantum correlations
in the pure state |ψt〉, between the “present” (sites in
row t) and the “past” (rows τ < t). We measure this
“present-past” entanglement through the second-order
Renyi entropy, i.e. the logarithm of the purity of the
reduced state ρt = Trτ 6=t Ξt of the t-th row:

S2(t) = − ln Tr
[
ρ2t
]
. (2)

Given that we are considering extensions of PCA, it is
natural to expand ρt into a diagonal part, ρclt , and an
off-diagonal part, Xt, such that ρt = ρclt + Xt. For
classical processes all off-diagonal terms are zero and
ρt = ρclt [11, 34]. Under this decomposition the pu-
rity of the reduced state becomes a sum of two terms:
Tr
[
ρ2t
]

= Tr
[
(ρclt )2

]
+ C2 (ρt). The first one is equiva-

lent to the classical component of the purity. This can
be viewed as due to the probabilistic nature of the pro-
cess through which sites can be rotated into the occupied
state |•〉. The second term

C2 (ρ) = Tr
[
X2
]

=
∑
i,j

|Xij |2 , (3)

is the `2-norm of the density matrix coherence. This con-
tribution is positive, and zero only if ρt = ρclt . As such, it
can only increase the purity of ρt and is a manifestation
of the quantum correlations present in the QCA. While
sufficient for our purposes, we note that C2 is not a strict
measure of coherence as it violates certain monotonicity
conditions [37].

For some classical PCA, it was recently found that
near the critical point of an ATP the second-order Renyi
entropy scales as Scl

2 ∼ t−p, with a universal exponent
p = 0.632613(6) [11]. The same behavior is expected, by
construction, when considering ρclt of the QDKCA and
the QBBR model, and hence

Scl
2 (t) = − ln Tr

[
(ρclt )2

]
(4)

should display a power-law decay at criticality.
In what follows, we focus on the quantum Renyi en-

tropy in Eq. (2) and show that, in the vicinity of the APT
of the QDKCA and the QBBR model, it obeys a scaling
form

S2(t) ∼ t−qent . (5)

Furthermore, we observe that the coherence also follows
a similar power-law decay close to criticality,

C2(t) ∼ t−qcoh , (6)

which defines an additional critical exponent qcoh. For
the seed initial conditions considered, we establish that
qcoh � qent. As might then be expected, we find that
the quantum entropy S2(t) tends to the one of the corre-
sponding classical PCA, Scl

2 (t), for sufficiently long times.
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FIG. 2. Critical Scaling of entanglement and coherence: (a) Dynamics of the second-order Renyi entropy S2 (solid
lines) for the QDKCA with p2 = 0.874. MPSs with bond dimension χ = 128 were used to simulate the dynamics of a lattice
with L = 256 sites in the spatial direction. Six different values of p1 [indicated in panel (b)] in the vicinity of the critical point
were considered. For comparison we also display Scl

2 (dashed lines). For p1 = 0.645, where the DKCA has a critical point [6],
a power-law is observed with exponent qent = 0.213 ± 0.004. See the text for more details on the estimation procedure and
the Supplemental Material for a discussion of error estimation. (b) C2 for the QDKCA. At the critical point, p1 = 0.645, a
power-law behaviour is observed. The corresponding exponent is estimated by calculating the effective exponent (see main
text), shown in the inset, yielding qcoh = 2.96 ± 0.04. (c) S2 for the QBBR model and p2 = 0.2. For p1 = 0.61, a power-law
behaviour with qent = 0.27 ± 0.07 can be observed. (d) C2 for the QBBR model. At the critical point, p1 = 0.61, power-law
scaling with an exponent qcoh = 2.74± 0.27 is observed. The inset shows the time-dependent effective exponent at criticality.

Numerical Results. In the following we present re-
sults concerning the scaling of S2 and C2 close to critical-
ity for the QDKCA and the QBBR. We compute these
quantities by simulating the reduced evolution of ρt using
tensor networks (TNs) and matrix product states (MPSs)
[38, 39]. The method employed — detailed in Ref. [34]
— relies on representing ρt as an MPS and G as a matrix
product operator (MPO), and applying standard meth-
ods for simulating MPS evolution [40, 41]. Details con-
cerning the lattice size L, MPS bond-dimension χ and
other parameters related to the simulation are contained
in the caption of Fig. 2. All simulations start with an
initial seed placed in the center of the first time-slice [see
Fig. 1(a)].

In Fig. 2(a) we show the entropy S2 for the QDKCA
with p2 = 0.874 and the six values of p1 indicated in
the figure (solid lines). For the two lowest values of p1,
the second-order Renyi entropy rapidly vanishes, due to
the fact that the systems approaches an absorbing (prod-
uct) state. In contrast, the curves with the three high-
est values of p1 tend to stationary values. This demon-
strates that S2 can play the role of an order parameter, by
distinguishing between the two different phases. When
choosing p2 = p1(2 − p1) the DKCA is equivalent to so-
called bond-directed-percolation and extensive studies of
this classical process have determined the location of the
critical point as p2 = 0.874, p1 = 0.645 [6]. The cor-
responding critical curve is shown as solid green lines in
Fig. 2(a) and (b). Here, S2 follows a power-law behavior.
By fitting the curve between t = [50, 200], we estimate
the critical exponent to be qent = 0.213± 0.004.

Note that, in estimating critical exponents for APTs,

determining the location of the critical point is typically
a key source of error [6]. However, since the QDKCA
and DKCA share the same critical point by construc-
tion, in our case this error is negligible. The relevant
error sources for the QDKCA model are thus associated
with finite-L, finite-χ and finite-time effects. In contrast,
due to the relatively few studies on the BBR model, for
the QBBR model the uncertainty on the location of the
critical point provides a significant contribution to the
error. Overall, in addition to larger finite-χ errors, the
error associated to the estimates of the critical exponents
for the QBBR model are considerably larger than those
of the QDKCA. For details on the estimation of errors,
and a further discussion of related issues, see Ref. [34].

Fig. 2(a) also displays Scl
2 (dashed lines). For each

p1, as t increases, the curves for S2 and Scl
2 become in-

distinguishable on the scale shown. This means that
the critical exponent found also holds for the classical
model. We remark that this is different from the value
obtained for Scl

2 in Ref. [11], which may be due to the
fact that we are not using a homogeneous initial condi-
tion but an initial seed instead. The agreement between
S2(t) and Scl

2 (t) suggests that C2 becomes irrelevant com-
pared with Tr

[
(ρclt )2

]
over time [34]. This is confirmed

in Fig. 2(b), where C2 is shown for the same values of
p1. As with S2, at criticality we observe a power-law
behaviour in C2. However, we find that the timescale
over which C2 approaches a power-law is considerably
larger than that of S2. As such, to estimate the crit-
ical exponent, we construct the time-dependent effec-
tive exponent, qcoh(t) = − ln [C2(t)/C2(t/2)], as shown
in the inset of Fig. 2(b). As can be seen, C2 does indeed
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approach a power-law (indicated by qcoh(t) approaching
a constant value), and we estimate the exponent to be
qcoh = 2.96 ± 0.04 by averaging over the effective expo-
nent between t = [450, 550].

Fig. 2(c) and (d) display S2 and C2 for the QBBR
model. In each case we set p2 = 0.2 and choose six
values for p1 as indicated in the legend. When p1 =
0.610 (solid green line) a power-law can be observed, with
estimated exponent qent = 0.27±0.07, obtained by fitting
a curve between t = [50, 200]. Moreover, as t increases,
S2 and Scl

2 become indistinguishable. This is explained
by the decay of C2, shown in Fig. 2(d). Using the effective
exponent for p1 = 0.610 (shown in the inset), we estimate
qcoh = 2.74± 0.27, by averaging over t = [150, 200].

Conclusions and Outlook. QCA constitute a plat-
form that allows to realize a number of canonical CA
scenarios. They can be experimentally realized on quan-
tum simulators [42, 43] and encode the entire space-time
information of a non-equilibrium process in a single quan-
tum state. This permits experimental access to unusual
properties, such as entanglement in the time domain [44].
Already simple QCA, which are quantum generalizations
of the classical DKCA and the BBR model, reveal intrigu-
ing features, such as power-law scaling of entanglement
and coherence with time at criticality. In the future it
would be interesting to focus on more intricate situations,
e.g. QCA where the elementary gates do not commute,
so that the order in which local updates are applied de-
fines inequivalent global updates Gt [18]. In such a set-
ting, the updates in (1 + 1)D QCA can be considered as
asynchronous updates, the impacts of which have been
extensively studied in the classical case [45–47] but are
still largely unexplored in the quantum domain.
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[45] O. Bouré, N. Fatès, and V. Chevrier, Natural Computing
11, 553 (2012).

[46] S. Bandini, A. Bonomi, and G. Vizzari, Natural Com-
puting 11, 277 (2012).

[47] N. Fatès, in Cellular Automata and Discrete Complex
Systems, edited by J. Kari, M. Kutrib, and A. Malcher
(Springer Berlin Heidelberg, Berlin, Heidelberg, 2013)
pp. 15–30.

[48] M.-D. Choi, Linear Algebra and its Applications 10, 285
(1975).



1

Supplemental Material

REDUCED EVOLUTION OF THE 1D QUANTUM STATE OF ROW t

In this section we show how, starting from the dynamics of a (1 + 1)D QCA, it is possible to obtain the time-
evolution of a 1D QCA. This is achieved by focusing on the reduced state of the last updated row at every discrete
time.

Discrete update equation of 1D QCA

For the 2D state |ψt〉 we can construct the density matrix Ξt = |ψt〉〈ψt|, so that the reduced state of row t is readily
obtained as ρt = Trτ 6=t [Ξt], i.e. by tracing out all the degrees of freedom of the (1 + 1)D QCA but those in row t.
Such a reduced state can then be related to the reduced state of the row t − 1 at time t − 1, ρt−1 = Trτ 6=t−1 [Ξt−1],
to define a discrete-time evolution equation for the 1D state ρt.

To this end, we note that, from row t+ 1 onward, the state |ψt〉 features all sites in the empty state and is thus in
a product form. Furthermore, the global update gate Gt acts non-trivially only on rows t and t − 1. As such, using
the fact that |ψt〉 = Gt |ψt−1〉, the reduced state ρt can be related to ρt−1 as,

ρt = Trτ<t

[
Gt (Ξt−1 ⊗ |Ωt〉〈Ωt|)G†t

]
, (S1)

= Trt−1

[
Gtρt−1 ⊗ |Ωt〉〈Ωt| G†t

]
. (S2)

Here, |Ωt〉 is a 1D product state of all empty sites describing the row t just before the update.
This clearly shows that the evolution of the (1 + 1)D QCA induces a discrete time-evolution of a 1D quantum state

ρt. While the evolution of the 2D state |ψt〉 is unitary, so that the state remains always pure, the evolution of such
a 1D QCA is in general non-unitary and the state ρt mixed. In this sense, the unitary (1 + 1)D QCA can induce a
non-unitary 1D QCA.

Relation to system-environment evolution

The evolution of the 1D state ρt can be related to the usual evolution of a coupled system-environment under
Markovian assumptions. For a system state ρS and environment-state φE , the system state at time t can be written
as,

ρS(t) = TrE

[
UtρS ⊗ φEU†t

]
, (S3)

where Ut is the joint system-environment unitary.
Such an evolution can be made equivalent to the reduced evolution (S2) by choosing Ut = SGt where S |nm〉 = |mn〉

is a SWAP gate acting on the system and environment. In that case,

ρS(t) = TrE

[
SGtρS ⊗ φEG†tS†

]
, (S4)

= TrS

[
GtρS ⊗ φEG†t

]
. (S5)

Taking ρS = ρt−1 and φE = |Ωt〉〈Ωt| then reproduces the 1D state evolution of Eq. (S2).

Relation to unitary 1D QCA

As a simple example of an evolution where the purity of ρt is preserved, one can consider a local update gate of
the form G = U ⊗ 1, with U = exp [−iδt(h1,2 + h2,3)], δt = 0.01 and hi,j = σxi nj + niσ

x
j . This is the choice that we

made to produce the plot of Fig. 1(d). In this case we can write the global update gate as Gt = Ut−1 ⊗ 1t, where Ut
is a unitary, ordered product of the Us (one per target site) which act on row t− 1.
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It is important to notice that this choice of Gt does not entangle the rows t and t− 1 (indeed in this example, the
row t is not modified at all). As such, if SWAP gates are applied following the global update, then the evolution of
ρt is unitary as shown by the following iterative equation:

ρt = Trt−1

[
S
(
Utρt−1U†t ⊗ |Ωt〉〈Ωt|

)
S†
]
, (S6)

= Trt

[(
Utρt−1U†t

)
⊗ |Ωt〉〈Ωt|

]
, (S7)

= Utρt−1U†t . (S8)

RELATIONS TO CLASSICAL MODEL

Pure state representation of classical model

The classical probability distribution of a PCA can be encoded in a so-called probability vector [11] via the relation

|ψcl
t 〉 =

∑
m

Pt(m) |m〉 , (S9)

where one has
∑
m Pt(m) = 1. Here, indeed, m labels the set of orthonormal states of definite occupation (i.e. the

classical configurations), while Pt(m) is the probability of the state m occurring in the PCA at time t. The norm of
this state provides the “purity” of such a classical probability distribution, that we call γcl,

〈ψcl
t |ψcl

t 〉 =
∑
m

Pt(m)2 , (S10)

= γcl . (S11)

The value of γcl is 1, denoting purity of the state, if and only if the probability is such that Pt(m) = 1, only for a
single state |m〉 and zero for all the others.

Equivalently, the distribution Pt(m) can be encoded in a diagonal density matrix as,

ρclt =
∑
m

Pt(m) |m〉〈m| . (S12)

This can be obtained by mapping |m〉 → |m〉〈m| in Eq. (S9). The purity of this density matrix is equal to γcl. This
classical purity can be used to define a (classical) Renyi-2 entropy for the probability distribution as Scl

2 = − ln
(
γcl
)
.

Coherence and difference between entropies of the classical and of the quantum models

In a (1+1)D classical model, Pt(m) represents the probability distribution of 1D states of definite density (labelled
by m) of the tth row at time t [11]. When extending such a PCA to a quantum model via (1 + 1)D QCA, the 1D
reduced density matrix of the quantum system, ρt, features, as the diagonal terms, the entries of ρclt . The main
difference between ρt and ρclt lies in the presence of coherence terms in the density matrix ρt. As a consequence, the
purity of the states ρt and ρclt differ by a contribution which is equal to the `2-norm of the coherence, C2 = γ − γcl,
where we have defined γ = Tr

(
ρ2t
)
.

In terms of C2, the difference between the quantum Renyi-2 entropy, S2 = − ln(γ), and the classical one Scl
2 is

∆ = S2 − Scl
2 , (S13)

= − ln

[
1 +

C2

γcl

]
, (S14)

= − ln
[
1 + eS

cl
2 C2

]
. (S15)

(S16)
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At criticality, Scl
2 → 0 as t→∞ and the absorbing state (which is pure) is approached. We can then expand eS

cl
2 C2

as,

eS
cl
2 C2 = C2 + C2S

cl
2 + C2S

cl
2 /2 + ... . (S17)

Keeping only the leading order term and using that C2 � 1 when t→∞ near criticality, further expanding ∆ gives,
at first order in the coherence,

∆ = −C2 + ... . (S18)

Therefore, we can approximate,

S2(t) ≈ Scl
2 (t)− C2(t) , (S19)

for t� 1 and when the system is close to criticality.
If, for a given initial condition, the coherence term C2(t) decays and approaches zero, we can expect S2 → Scl

2 . In
this case, critical exponents of the quantum and of the classical entropies would agree.

DOUBLED-SPACE REPRESENTATION

States and Observables

To simulate the evolution of ρt with MPSs, we use a doubled-space representation of the reduced density matrix.
In this framework, operators are mapped to vectors according to the isomorphism |m〉〈n| → |m〉 ⊗ |n〉 [48]. One thus
has,

ρ(t) =
∑
m,n

ρmn(t) |m〉〈n| → |ρ(t)〉 =
∑
mn

ρmn(t) |m〉 ⊗ |n〉 . (S20)

Here, the symbol ⊗ indicates a product between the two parts of the doubled-space, rather than between rows of the
QCA as in the main text and in the previous sections of this supplemental material.

Within such a representation, expectation values of observables can be calculated as

O(t) = Tr
[
ρ(t)Ô

]
= 〈1|ÔL|ρ(t)〉 , (S21)

where ÔL = Ô ⊗ 1 and |1〉 =
∑
m |m〉 ⊗ |m〉 is the doubled-space vector representation of the identity operator.

The purity of ρ(t) can then be calculated as

γ = Tr
[
ρ(t)2

]
=
∑
m,n

ρmnρnm

=
∑
m,n

ρmnρ
∗
mn

= 〈ρ(t)|ρ(t)〉 .

We recall here that the vector representation of the state ρ(t) is normalized in such a way that 〈1|ρ(t)〉 = 1, so that
the purity is in general different from 1. From γ, the second-order Renyi entropy can be calculated as S2 = − ln (γ).

Time-evolution

In the doubled-space representation, the evolution equation (S2) of the reduced 1D QCA can be expressed as the
action of a linear map, Λt, onto the state |ρt−1〉, i.e.,

|ρt〉 = Λt |ρt−1〉 . (S22)

In what follows, the map Λt is expressed as a matrix product operator, which allows for the application of matrix
product state methods to determine the evolution of the matrix product state representation of |ρt〉.
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To find the form of the map Λt we can proceed as follows. We first extend the vector representation of |ρt−1〉 in
order to include also the row t and its doubled-space component. These are both initialized with all particles in the
down state. We thus have

|ρ̃t−1〉 = |ρt−1〉 ⊗ |Ωt〉 ⊗ |Ωt〉 =
∑
m,n

ρmn(t− 1) |mt−1〉 ⊗ |nt−1〉 ⊗ |Ωt〉 ⊗ |Ωt〉 , (S23)

where the subscripts t − 1, t indicate to which row the vectors entering in the tensor product belong. The second
and the fourth entries of the tensor product in the above equation, form the doubled-space components needed to
vectorize the density matrix ρt−1 ⊗ |Ωt〉 〈Ωt|. The update is obtained, in the density matrix formalism, by applying
the global update gate G on both sides of the density matrix and tracing out the degrees of freedom on row t − 1
[c.f. Eq. (S2)]. In the doubled-space representation this is achieved via

|ρt〉 = 〈1t−1| G13G∗24 |ρ̃t−1〉 .

Here, |1t−1〉 is the doubled-space representation of the identity operator with support solely on row t − 1, and
implements the partial trace over the associated space. The notation (·)∗ indicates (element-wise) complex conjugation.
Furthermore, we have defined Gij to be the global update which takes, as control sites, the ones described by the
vector in the ith entry of the tensor product of Eq. (S23) and, as target sites, those described by the vector in the
jth entry of the tensor product.

This result shows that the map Λt appearing in Eq. (S22), acting directly on the vector |ρt−1〉, is given by the
operator

Λt = 〈1t−1| G13G∗24 |Ωt〉 ⊗ |Ωt〉 . (S24)

TENSOR NETWORK REPRESENTATION OF GLOBAL UPDATE IN DOUBLED-SPACE

In this section we present a method for representing the global update operator Λt [c.f. Eq. (S24)] as a matrix
product operator (MPO). When further representing the state |ρt〉 as a matrix product state (MPS), standard methods
for MPSs can be applied to approximate the time-evolution |ρt〉 = Λt |ρt−1〉. These can be found in, e.g., [38–41].

While this approach is limited to studying reduced dynamics on finite size lattices, it has the significant advantage
that it can be integrated into existing tensor network algorithms for dynamics based on MPOs and MPSs, which are
extremely common and have been highly optimised.

MPO Representation of G

Before turning to Λ, we construct an MPO representation for G, via the procedure illustrated in Fig. S1, which uses
the common diagrammatic notation available for tensor networks [38]. We will consider here the case of three-site
neighbourhoods, but this can be generalised. First, G – which is a four-body operator here acting on three control
sites and a single target site – is represented as a three-site MPO, see Fig. S1(a). To construct G from these, one
simply chooses a particular ordering of target sites and contracts the MPO representations of G for each target site
together, according to this ordering, see Fig. S1(b).

MPO Representation of Λ

To evolve ρt represented in the doubled-space via MPS, we need to find a representation of Λt [c.f. (S24)] as an
MPO in this space. With an MPO representation of G, this can be achieved by repeating the same general procedure
for each tensor individually, as illustrated in Fig. S2.

Labelling the ith tensor in a given MPO representation as T [i], we begin by taking the ith tensor of the MPO
representation of G, which we then denote as T iG , and factorising the physical indices, see Fig. S2(a). The tensors
representing G |Ω〉 can then be obtained from this by applying a vector representing |◦〉 to the appropriate leg, see
Fig. S2(b).

The tensors of Λ can then be obtained in two stages. First, a copy of the current tensor is made and the (elementwise)
complex conjugate is taken. This new tensor appears in the MPO representation of G∗ |Ω〉. This is combined with
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FIG. S1. Construction of Global Update G as an MPO (a) G is represented as a three-site MPO. For a three-site
neighbourhood G is initially represented by a tensor of order-8. Indices relating to the control sites are labelled as l, c, r
(left/centre/right) while the target is labelled t. This is then reshaped into a tensor of order-6 by collecting the indices for the
central control site and the target site as indicated in the figure. The resulting tensor can be decomposed via, e.g., singular
value decomposition [38], to form a three-site MPO. To ensure all local dimensions are equal (corresponding to the vertical
legs in the diagram) here we attach the identity matrix, 1, onto the sites to the left and right of the target site in the same
row (indicated by t− and t+ respectively). (b) The MPO representation of G is then formed by applying G across the system,
once per target site. Here, for illustration, we have chosen a system of size L = 10. The target site for each application of G
is highlighted in red. Note that the G obtained has support over 12 sites, which includes a left and a right boundary site. In
the main text, these are always assumed to be in the empty state. Since in general G acting on different sites do not commute,
the order in which they are applied to form G matters. Here, we have chosen a simple partitioned ordering that minimises the
number of layers as shown, though in principle any can be chosen.

the previous tensor by contracting over the legs shown in Fig. S2(c), which correspond to those traced-out via the
application of |1t−1〉 in the doubled space. The indices of the resulting tensor (which is of order-8) are then collected
together as shown to form an order-4 tensor. This is the ith tensor in the MPO representation of Λt. Repeating this
procedure for all i = 1, 2, ..., L+ 2 (inclusive of the two boundaries) then produces the desired MPO representation.

To evolve a state |ρt−1〉 defined as an MPS over L sites with this MPO in the main text, we first expand |ρt−1〉 with
an empty site to the left and right resulting in a state with support on L + 2 sites. The MPO for Λ is then applied
variationally (see e.g. [40]) before tracing out the left-most and right-most sites to form an approximation of |ρt〉.

ERRORS IN ESTIMATION OF CRITICAL EXPONENTS

In this section we discuss the errors for the estimates of the critical exponents of the models. These values are
collected in Table S1. For each exponent, the error presented in the main text is taken as the largest of the estimated
errors from the various sources that we describe below.

QDKCA model

In determining the critical exponents, one needs to consider errors associated to two primary (though not inde-
pendent) sources. The first are those associated with estimating the location of the critical point. Such an error is
difficult to quantify and can, potentially, be very important. In this regard, however, the QDKCA model holds a key
advantage over the QBBR, given that the associated classical DKCA has been studied extensively and the critical
point determined to a very high precision. As such, although it remains difficult to quantify the relevance of this
error, we can expect this to be negligible, for the QDKCA, as compared to other sources. This is the assumption that
we make, and we completely neglect this source of error for the QDKCA.

The remaining error sources for the QDKCA concern the accurate approximation of S2 and C2, and any associated
effective exponents. For fixed L, p1, p2 and up to a given t, this error is controlled by the bond-dimension of the
MPS, χ. As χ → ∞ this error must vanish. We observe that the tendency of finite-χ errors are to produce an
artificial curvature upwards in S2(t). This can be seen most clearly in the data of Fig. 2(c) for p1 = 0.65 between
t = [100, 200] where, rather than tending to a stationary value, the curve bends upwards. As this curve is not used
in approximating the critical exponents, this does not directly affect estimates. However, to avoid under-estimation
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FIG. S2. Construction of ith tensor in the MPO Representation of Λ. (a) The physical indices of the ith tensor in
the MPO representation of G (see Fig. S1(b)) are factorised. Here, c labels an index belonging to the control row, while t
labels an index belonging to the target row. This results in an order-6 tensor. (b) Since the target row is always initialised as
a product state of all empty sites, the vector |◦〉 – indicated by a black circle in the figure – can be applied to the appropriate
index at this stage. The resulting tensor, which is of order-5, occurs in the MPO representation of G |Ω〉. (c) The tensors for

the MPO representation of Λ are formed by taking the (elementwise) complex conjugate of a copy of T
[i]

G|Ω〉 (indicated here

in red). A tensor product with the previous tensor would provide the ith tensor in the MPO representation of G13G∗24 |ΩLR〉
where |ΩLR〉 = |Ω〉 ⊗ |Ω〉 is the doubled-space representation of |Ω〉〈Ω|. Contracting the two indices indicated in the control
row (t− 1) then gives the ith tensor in the MPO representation of Λ [c.f. (S24)].

of errors, the tendency of these finite-χ effects does alter our error analysis indirectly for the QBBR model where
finite-χ effects are larger and the critical point is not precisely known. See below for a discussion of this issue.

The value of χ required for an acceptable error can depend strongly on the model’s parameters. To estimate the error
due to finite-χ, we recalculate each quantity of interest – in this case the critical exponents – using approximations
with a χ being half of the one used for the estimate.

The second source of error that concerns the accurate approximation of S2 and C2 – which we would like to obtain
free of finite-size effects – is that of finite-L. To estimate the relevance of this, we follow a similar procedure as for χ
and recalculate quantities using simulations with L/2, but otherwise fixed parameters.

Finally, an additional issue when estimating the values of critical exponents are finite-time errors. To quantify
these, we recalculate the estimated quantities (via fits or averages) but over an interval of time that is half of that
used for the original estimate, starting at the same initial time.

As discussed in the main text, qent is estimated via a power-law fit of the form t−qent to S2(t) approximated with
χ = 128, L = 256 between t = [50, 200] for p1 = 0.645. This gives qent = 0.21265 (all estimated quantities are given in
this section to five decimal places while estimated errors are given to three significant digits). Repeating this procedure
with S2(t) calculated using χ = 128, L = 128 gives qent = 0.21270. With χ = 64, L = 256 we obtain qent = 0.21263.
Finally, with χ = 128, L = 256 between t = [50, 125] gives qent = 0.21635. Taking the absolute difference between
each of these estimates and the original, we approximate the errors due to each source to be: 5.37×10−5, 2.21×10−5,
and 3.70× 10−3 for finite-L, finite-χ and finite-time respectively.

To estimate errors in qcoh the same procedure is used as with qent for error due to finite-χ and finite-time. In this
case, the original estimate is obtained by averaging over the effective exponent qcoh(t) from t = [450, 550] to obtain
qcoh = 2.96486. Repeating the error calculations as for qent obtains: 2.88×10−3 for finite-χ errors and 3.57×10−3 for
finite-time errors (this being obtained by averaging over t = [450, 500]). Due to the long times required, estimating
errors due to finite-L from calculations with L = 128 leads to a significant overestimation, as for this time the state
is already approaching the absorbing state. As such, to estimate finite-L errors in this case we instead compare the
results with those obtained from a method, free of finite-size effects, which provides an estimated error of 1.3× 10−3.
Details of this method can be found in [26]. These data were produced using χ = 64 but otherwise equal model
parameters.
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Estimate Finite-L Finite-χ Finite-time Critical Point (Lower Bound) Critical Point (Upper Bound)

QDKCA : qent 0.21265± 0.00370 5.37× 10−5 2.21× 10−5 3.70× 10−3 − −
QDKCA: qcoh 2.96486± 0.00357 1.3× 10−3 2.88× 10−3 3.57× 10−3 − −
QBBR: qent 0.26716± 0.0654 4.10× 10−4 1.09× 10−2 3.75× 10−3 6.54× 10−2 5.53× 10−2

QBBR: qcoh 2.73746± 0.265 7.11× 10−3 1.56× 10−3 3.75× 10−3 2.65× 10−1 2.65× 10−1

TABLE S1. Error Sources and Estimates for Critical Exponents The estimates of the critical exponents examined in
the main text, along with error estimates due to various sources. Details on the calculation of each estimate are contained in
the text of the supplemental materials.

QBBR model

While the error due to the determination of the critical point was assumed to be minimal for the QDKCA, in
the QBBR model – since the classical BBR model is much less studied – this can play an important role. This is
particularly true since the estimation of critical exponents is very sensitive to the distance from the true critical point.

For APTs, a standard procedure for estimating errors in this regard is to bound the value of a critical exponent
using curves that are known to be in a given phase [6]. In the case of a power-law decay at a critical point, curves
in the inactive phase (which decay more rapidly than the critical curve) can provide upper-bounds to the exponent.
Similarly, curves in the active phase can provide lower-bounds. By simulating a set of curves on some grid up to a
given time, one then identifies curves in a given phase and uses these for the error estimate. To decrease the error in
such an estimate, a finer grid can be used. However, distinguishing the phase of a given curve will require longer and
longer times the closer it is to the critical point. As such, ultimately, the limitation in this procedure stems from the
maximum time that can be accurately approximated.

For the QBBR model, we estimate errors due to the uncertainty on the critical point using a simple grid search.
That is, from the values of p1 chosen – which form the “grid” – we select as the estimated critical point the one that
results in a curve S2(t) that best approximates a power-law. Errors are then estimated by recalculating quantities
using two other curves, one from the inactive phase, and one from the active phase. For the curves of S2(t) presented
in the main text [c.f. Fig. 2(c)] the one with p1 = 0.61 best approximates a power-law and is therefore chosen as the
estimated critical point. The curve below this one, with p1 = 0.6, shows clear behaviour characteristic of the absorbing
(inactive) phase. As such, we take this curve to provide an upper bound on qent. To provide a lower-bound, the curve
with p1 = 0.62 displays curvature indicative of belonging to the active phase. However, as mentioned previously,
finite-χ errors tend to produce this an upward curvature artificially. As such, to avoid underestimation of this error,
we instead take the curve with p1 = 0.625 in this instance.

Taking the estimated critical point, p1 = 0.61, finite-L, finite-χ, and finite-time errors are estimated for qent as
for the QDKCA. The original estimate, made with χ = 128, L = 256 over t = [50, 200] gives qent = 0.26716. The
estimated errors for finite-L, finite-χ and finite-time are 4.10 × 10−4, 1.09 × 10−2 and 3.75 × 10−3 respectively. To
estimate the errors due to the uncertainty in the critical point, we perform two power-law fits. The first, for p1 = 0.60
with χ = 128, L = 256 over t = [10, 40] (where the curve displays an approximate power-law) gives qent = 0.32250
leading to an estimated error (via the absolute difference) of 5.53×10−2. The second with p1 = 0.625, χ = 128, L = 256
over t = [10, 40] gives qent = 0.20171 and an error of 6.54× 10−2.

The estimates of qcoh for the QBBR model proceed in a similar fashion. Taking the same p1 = 0.61 to estimate
the critical point and averaging over t = [150, 200] gives qcoh = 2.73746. The finite-L, finite-χ and finite-time errors
(calculated by averaging over t = [150, 176]) are estimated as 7.11× 10−3, 1.56× 10−3 and 3.75× 10−3 respectively.

For estimating the errors related to determination of the critical point, only values of p1 for which qcoh(t) is
approximately constant over a substantial interval of t can be used. In practice, we find that this excludes values of
p1 from the active phase as the effective exponent tends to diverge, meaning no such interval can be found. As such,
here we construct a simple estimate using the curve that previously provided the lower bound for qent (i.e. the curve
with p1 = 0.60) and assume a symmetric error about the estimate of qcoh. Calculating qcoh just as for p1 = 0.61 but
with p1 = 0.60 provides qcoh = 2.47247, giving an associated error of 2.65× 10−1.

The error estimates from the various sources discussed are summarised in Table S1.


