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Abstract 6 

Incorporating thermoacoustic engines (TAEs) into clean cooking stoves offers to reduce rural energy 7 
poverty while cutting morbidity associated with smoke inhalation. TAEs are used to generate electricity 8 
from the waste heat of a cooking fire to provide power for lighting and personal devices. This study 9 
investigated the effect of TAE mean pressure using a numerical model of a twin-core, asymmetrically 10 
heated TAE. Automation code was developed to allow the numerical model to be optimised using the 11 
Nelder-Mead algorithm to maximise electrical power output at each mean pressure. The parameters 12 
available for optimisation were the length and position of two side volumes (stubs). A maximum electrical 13 
output of 59.63 W was determined at 2.2 bar mean pressure. This is a 90% increase on the original 14 
numerical model at atmospheric pressure. Simulation-based optimisation, as performed in this study, is 15 
identified as being universally applicable to the design of TAEs. 16 
 17 
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1. Introduction 19 

The 7th United Nation’s Sustainable Development Goal is to “Ensure access to affordable, 20 
reliable, sustainable and modern energy for all” [1]. Despite significant advancements in 21 

energy technologies, progress is rapidly required if this global energy target is to be met by 22 
2030. Cooking and electricity generation in rural areas are two sectors that require particular 23 

attention in developing countries. 24 

In 2016, some 2.8 billion people used polluting open fires or simple, solid-fuel stoves to cook 25 
[2]. This statistic has a significant overlap with the 13% of the global population who have no 26 

access to electricity [1]. When solid fuels combust, they emit gaseous and particulate pollutants 27 
which were attributable to 1.8 million deaths in 2017 [3].  28 

The SCORE (Stove for Cooking, Refrigeration and Electricity) project (www.score.uk.com) is 29 
an initiative established in 2007 to incorporate electricity generation into efficient cooking 30 
stoves. Adding this secondary function to clean cooking stoves has the potential to increase 31 

their uptake, as the device is more attractive to the entire household. Small scale, domestic 32 

electricity production enables the powering of lighting and personal electronics. Furthermore, 33 

the efficient use of resources for multiple purposes has the potential to reduce fossil fuel use 34 
and decrease greenhouse gas emissions. 35 

The stove under development uses a travelling-wave thermoacoustic engine (TAE) to convert 36 
waste heat from solid fuel combustion into electricity. This technology has been identified as 37 
a potential low cost, low maintenance alternative to more mature electricity generating 38 
techniques [4]. Both these advantages are due to the fact that these engines have very few 39 
moving parts. Riley [4] concluded that thermoacoustic electricity generation incorporated into 40 

a stove is more cost-effective than community-sized solar and wind technologies, but more 41 
expensive than hydropower. However, hydropower installation is limited by local geography. 42 

Prototypes have been produced by the SCORE program, but to date they fall short of the design 43 
target of 100 W of electricity generation. Multi-core TAEs are being considered to address this 44 
shortfall [5]. Despite higher complexity, they have been shown to have a lower onset 45 
temperature [6] and increased power output [7].  46 



2. Background 47 

2.1 Thermoacoustic Engines 48 

Thermoacoustic engines take advantage of the repeated adiabatic compression and expansion 49 
of a gas through which acoustic waves are travelling [8]. A thermodynamic cycle is achieved 50 

by controlling heat input to the oscillating fluid. This thermodynamic cycle acts to strengthen 51 
an existing acoustic wave, thereby developing acoustic power. The heat exchange from the 52 
heat source into the working fluid occurs in the combination of components known as the core. 53 
The  developed acoustic power can then be converted to an electrical output using a transducer 54 
such as a linear alternator [9] or bidirectional turbine [10]. However, commercially available 55 

loud-speakers (operated in reverse) are often used as a substitute to purpose-designed linear 56 
alternators due to their acceptable power conversion efficiency and low cost [11]. The 57 

transducer is placed in series with the oscillating fluid causing the movement of a mechanical 58 
component, from which electricity is generated using the motor effect. 59 

Thermoacoustic engines are broadly categorised by the predominant characteristic of the 60 
acoustic wave (standing or travelling wave) as it undergoes a thermodynamic cycle in the core. 61 
Acoustic waves within a TAE consist of varying proportions of standing and travelling waves. 62 
The standing waves occur as a result of reflection and subsequent interference of travelling 63 

waves. 64 

Travelling wave engines are often configured with a looped feedback pipe. In this configuration 65 

of TAE, heat exchange between the gas and the solid occurs in the regenerator. A thermal 66 
gradient is established across the regenerator through the use of heat exchangers. Gas is able 67 

to oscillate in this area while maintaining high thermal contact with the solid medium. Figure 68 
1 shows a diagram of a typical travelling wave TAE. The details of the thermodynamic cycle 69 

in this type of TAE are described by Swift [12]. 70 

 71 

Figure 1. A representation of a single core, travelling wave TAE. 72 

Thermoacoustic engines present difficulties to designers due to complicated system-level 73 

effects. Individual variable effects are poorly understood, and a substantial proportion of design 74 
variables are confounded. An approach to improving performance, considering system-level 75 

effects only, without comprehensive understanding of individual parameters is applicable 76 
given the current state of knowledge. 77 

 78 



2.2 Selected opportunities for performance increase 79 

Thermoacoustic theory indicates that increasing the mean pressure in a given thermoacoustic 80 
system will also increase acoustic power. This is indicated by the dimensionless group [13] : 81 
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(1) 

Where �̇� is the acoustic power, 𝑝𝑚 is mean pressure, 𝐴 the cross sectional-area of the 82 

regenerator and 𝑎 the speed of sound.  83 

Pressurisation to the order of 100 bar is used in some applications [14], however, high 84 

pressurisation is not an option for a low-cost TAE due to the cost of manufacture. The 85 
investigation of electrical power output at slightly elevated pressure will determine economic 86 

feasibility, considering the manufacturing cost penalty. Pressurisation to moderate pressure (5 87 
bar) is possible using a bicycle pump. 88 

Chen, et al. [5] found that by increasing the mean pressure of a TAE from atmospheric to 1.51 89 
bar resulted in a 45% increase in power output. Their simulations showed that an increase to 90 
2.1 bar would further increase performance but they were limited by the structural integrity of 91 

the prototype to experimentally validate this. Riley [11] experimented with increasing pressure 92 

in a demonstration TAE which found a peak in developed electrical output at 2 bar.  93 

Mean pressure is a confounded variable with many acoustic parameters of a TAE [12]. The 94 

position and length of two side-volumes (stubs) located on the TAE loop also influence the 95 

acoustic field and can be adjusted to maximise performance [15]. These parameters can be 96 

tuned to maximise electrical output for each mean pressure.  97 

The process of tuning the stub parameters to manipulate the acoustic field has been approached 98 

in several ways. Abdoulla-Latiwish and Jaworski [16] increased and decreased the dimensions 99 
of each component individually until a maximum output was found. Yu, et al. [17] selected the 100 
position for their stub experimentally, acknowledging there was room for improvement. They 101 

found that introducing a tuning stub to their prototype increased electrical output by 10-15% 102 
and reduced onset temperature by 40-50°C.  103 

The tuning process is ideally repeated after each major design revision of a TAE, and therefore 104 
methods to streamline this process are desirable. Currently this is a time-consuming process 105 

involving manual manipulation of the design parameters in simulation software.  106 

2.3 Simulation-based Optimisation 107 

Applying an automated approach to supplement the design process can free up the time of a 108 
skilled researcher by allowing tedious tasks to be undertaken computationally. Automated 109 

control of the simulation software will allow for the use of optimisation algorithms, resulting 110 
in a faster process and higher confidence in an optimal configuration. The field of simulation-111 
based optimisation has advanced in recent years to become widespread with regards to 112 
computational fluid dynamics and finite element analysis [18]. 113 

Automation also allows for fast sampling of a design with changing parameters, allowing for 114 

detailed insights into parameter interactions. Using automated data gathering is likely to 115 
encourage a structured approach to design, thereby enabling data driven conclusions. For 116 

example, a human may choose a parametric design approach for practicality, however this is 117 
still time consuming and leads to partial optimisation. A balance must be struck such that time 118 
is not wasted developing an automation technique, when a manual approach is sufficient.  119 



Automation may be particularly applicable to research where it is wished to study the changing 120 
effect of one parameter. The confounded nature of TAE variables may require that a particular 121 
TAE is ‘tuned’ for each level of the investigated parameter. Automation is a fast and low-122 
labour method of achieving this many hundreds of times. For example, this tuning may involve 123 

modifying the feedback tube length or the position and length of tuning stubs. 124 

Design of Experiments (DOE) is an established tool for maximising the amount of information 125 
gained from a study while minimizing required data collection [19]. DOE specifies that 126 
parameters are varied simultaneously, and the response measured allowing convenient 127 
identification of parameter effects and relationships. These relationships can be used to 128 

determine a globally optimum design. A DOE approach is excellent for establishing 129 
relationships over a small input space but suffers limitations when the scale and dimensionality 130 

of the input space increase due to the number of sample points required. 131 

Global optimisation algorithms can be applied directly to a TAE simulation. These algorithms 132 
sample the simulated model with varying parameters in order to determine an optimum design 133 
within the defined parameter boundaries. Common global optimisation techniques applied to 134 
simulation-based optimisation are Response Surface Methodology, Metaheuristics and 135 

Stochastic optimisation. 136 

A local search is an alternative to finding a global optimal solution, at the sacrifice of the 137 
information and insights gained from a global search. Local search algorithms incrementally 138 
change parameters in the hope of improving the solution until some criteria is met, such as time 139 

elapsed or convergence. However, little to no information on parameter effects is gained and 140 
the solution may converge to a local optimum.  141 

The Nelder-Mead method [20] is a popular numerical method for simulation-based 142 
optimisation. Various modifications and hybridisations are used for component design e.g. 143 

topology optimisation [21]; and system design e.g. nuclear reactor core design [22] and low 144 
energy building design [23].  This method is well suited to working with expensive-to-evaluate, 145 
‘black-box’ functions due to the minimal number of function evaluations needed and the fact 146 

that no gradient information of the objective function is required [24]. The Nelder-Mead 147 
method is considered heuristic due to the problem of explicitly proving convergence of an 148 

optimal solution [25].  149 

3. Methodology 150 

This paper investigates the relationship between electrical power output and mean operating 151 

pressure. The results are obtained by simulation. A methodology was developed which required 152 
simulating the TAE in software, developing an automated sampling approach to the simulation, 153 
and then deciding upon and implementing an optimisation approach.  154 

3.1 DeltaEC Model 155 

The behaviour of TAEs is complicated to model analytically due to interacting acoustic and 156 
thermal physics. It is therefore required to numerically simulate the engine behaviour. DeltaEC 157 
[26] is a program used by researchers to design and evaluate the performance of thermoacoustic 158 
devices. DeltaEC is based on linear thermoacoustic theory. Thermoacoustic parameters are 159 

calculated within a user-defined geometry via numerical integration of continuity, energy and 160 
momentum equations in one spatial dimension. Time dependence is sinusoidal. A guess-target 161 

shooting method is used to satisfy the user defined boundary conditions. Therefore, the guesses 162 
for each run must be sufficiently accurate or the simulation will not converge. A success or fail 163 
indication is given at the end of each run indicating simulation convergence. 164 



 The TAE under investigation by this paper is the asymmetrically heated, twin-core SCORE 165 
stove prototype, pictured in Figure 2a). A model of this TAE has been developed and validated 166 
in DeltaEC by Kisha, et al. [27], of which the layout is shown in Figure 2b). The majority of 167 
the dimensions of the system are defined by either previous design processes or 168 

premanufactured parts and can be found in a thesis by Chen, et al. [5]. The engine receives 2.5 169 
kW of heat input, with 40% of the heat applied to core 1 and 60% of the heat applied to core 170 
2. The current model outputs 31.4 W of electrical power [27].  171 

 172 

Figure 2. a) Twin core TAE prototype [28] b) Schematic of the twin core TAE. 173 

 174 

The boundary conditions for the DeltaEC model are: 175 

• Pressure magnitude and phase are matched at the start and end of the loop. 176 

• Volumetric velocity magnitude and phase are matched at the start and end of the loop. 177 

Key 
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• The temperature after the thermal buffer tube is ambient. 178 

• The phase of the electrical impedance of the alternator is forced to 180° i.e., purely 179 
resistive. 180 

3.2 Optimisation Constraints 181 

Design freedom to improve the DeltaEC model was given to five parameters: the position and 182 
length of two stubs (BRANCH in Figure 2b) as well as the mean pressure. The length of each 183 

stub is initially considered in terms of the imaginary component of its acoustic impedance, 184 

𝐼𝑚(𝑍), as this is the quantity defined in DeltaEC. An approximation of equivalent length is 185 
then determined using the equations detailed by Yu, et al. [29]: 186 

 1

3
𝜌𝑀𝜔2𝑙2 − 𝐴𝑠𝑡𝑢𝑏𝜔𝐼𝑚(𝑍)𝑙 − 𝜌𝑀𝑎2 = 0 (2) 

Where 𝜌𝑀 is the mean density of the working gas; 𝜔 is the angular frequency of the acoustic 187 

wave in the engine; 𝐴𝑠𝑡𝑢𝑏 is the cross-sectional area of the tuning stub; 𝑙 is the length of the 188 

stub; 𝐼𝑚(𝑍) is the imaginary part of the impedance of the stub; and 𝑎 is the speed of sound. 189 
All of these values are available from the DeltaEC model. 190 

The parameters were bounded as shown in Table 1 where the position (x) is consistent with 191 

Figure 2b. 192 

Parameter Lower Bound Upper Bound Reasoning 

Im(Z) Stub 1 −3.5 MPa.s/m3 −0.5 MPa.s/m3 Estimated from experience of 

corresponding stub length Im(Z) Stub 2 −3.5 MPa.s/m3 −0.5 MPa.s/m3 

Stub 1 Position 

(x) 

0.924 m 4.124 m Position of speaker and Core 1 

Stub 2 Position 

(x) 

0.267 m 0.817 m Position of Core 1 and Core 2 

Mean Pressure Atmospheric 5 bar Max pressure achievable with 

bicycle pump 

Table 1. Parameters with design freedom and their associated bounds. 193 

In this study, TAE performance is defined by the electrical power output from the loudspeaker 194 
(IESPEAKER in Figure 2b). Electrical power developed by the loudspeaker is influenced by 195 

the electrical load resistance. Finding the load resistance that maximises electrical power output 196 

is known as load matching. Load matching is applied in this study when comparison between 197 

sample points is required.  198 

3.3 Automated Sampling of DeltaEC 199 

Automated sampling of the simulation software is required before optimisation algorithms can 200 
be implemented. A routine was developed such that a control script could request an evaluation 201 
of a DeltaEC model with a particular set of parameters. The script then returns the resulting 202 

performance parameter, which in this case is the electrical power output. 203 

Automation of DeltaEC is achieved using the set of python modules ‘pywinauto’, that enable 204 
automation of the Windows graphical user interface. An application programming interface 205 
(API) or other data transfer tool would be a faster way of automating DeltaEC, but this is not 206 

currently supported. Python was chosen as the language for automation due to the availability 207 
of a large library of useful modules, and the ease of learning for a beginner. In all cases the 208 

automation was performed on an Intel i7 processor at 1.8 GHz. 209 



Sampling of a DeltaEC model requires a tailored approach due to the obligation of slowly 210 
incrementing parameters from one sample point to the next [26], in order to keep the guesses 211 
sufficiently accurate for the simulation to converge. Every model/sample point is generated via 212 
iteration from an existing model. This fact is further argument for developing an automated 213 

approach. DeltaEC uses a guess-target shooting routine for each run with the guesses updated 214 
from the results of the previous run. Incrementing the parameters by small amounts ensures the 215 
guesses are suitably accurate. This ‘travel’ between sample points is a chokepoint in the 216 
automation code because inputting new parameters and running DeltaEC is relatively slow. 217 
Faster sampling of the model was achieved by saving successful models and keeping a log. 218 

The log is then consulted after choosing a new sampling point, in order to select the model with 219 
parameters closest to the desired sampling point. The parameters in the log are scaled to account 220 

for differing units, and the Chebyshev distance between scaled parameters is used to define 221 
‘closeness’. The Chebyshev distance is the greatest of the differences along each dimension. 222 
This metric is also used to calculate the number of increments required for a particular travel 223 
between sample points. For the case when multiple sample points are known in advance, the 224 
sample points are ordered by solving the travelling salesman problem with Chebyshev distance 225 

in order to minimise travel distance and therefore minimise the time taken for automation. The 226 
process of sampling DeltaEC for a single sample point is shown in Figure 3. 227 

 228 

Figure 3. Flowchart describing the automated sampling script. 229 

Development of an automated sampling script allowed various different approaches to 230 
optimisation to be trialled.  231 

3.4 Global Optimisation (Design of Experiments Approach) 232 

Firstly, the DOE approach to optimisation was attempted by performing an initial full factorial 233 
experiment. Each parameter was assigned 4 levels as a compromise between resolution and 234 

data acquisition speed. In the case of this study, with 5 parameters each set at 4 levels the initial 235 
experiment had 1024 sample points. The automated process to gather this data took 12 hours 236 



and only 30 of the sample points resulted in a successful run by DeltaEC. This corresponds to 237 
one evaluation of the model per 42 seconds. The methodology employed at this stage is shown 238 
in Figure 4. 239 

 240 

Figure 4. Flowchart describing the automated design of experiments approach. 241 

Data analysis is complicated by the unsuccessful sample points. A value of 0 W output is 242 

assigned to these sample points, however other missing data representations could be used such 243 
as Not-a-Number (NaN). If these zero values are included in analysis, then any relationship is 244 

highly skewed. Whereas if the data is limited to successful sample points only, the sample 245 
becomes biased. The unsuccessful results can be included using missing-not-at-random 246 

(MNAR) statistical techniques [30], but the process is very involved and available conclusions 247 
are limited with a high level of uncertainty. The portion of the data that is MNAR makes this 248 
a worthless task. Smaller experiments could be designed using fractional factorial designs but 249 

the problem of a large proportion of unsuccessful sample points would remain.  250 

In conclusion, global sampling using DOE techniques is not feasible for optimisation of 251 

DeltaEC models due to the large number of sample points required to resolve the small region 252 
of simulation convergence and the associated high run time. However, this experiment did 253 
serve to identify the region of interest where successful simulation is possible. 254 

Consequently, global optimisation was also discarded as a feasible approach for this study. 255 
This is because any global approach will require sampling distributed across the whole sample 256 
space. With the current method of sampling, where every sample point has to be generated 257 

from a previous successful run via small incrementations, this is too time consuming. However, 258 
the approach taken in this pilot study does show that a global optimisation technique is possible 259 
given enough computational time. 260 

3.5 Local Optimisation (Nelder-Mead Optimisation) 261 

Secondly, a local optimisation was performed. In this case the mean pressure was varied 262 

manually before optimisation of the stub parameters was performed. This allows comparison 263 
of the performance of tuned engines at different mean pressures. 264 

The Nelder-Mead scheme was chosen over other derivative-free, local optimisation schemes 265 
due to its ease of implementation using the SciPy module [31]. The particular implementation 266 
of the method is based on the paper by Gao and Han [32] and adapted to accept parameter 267 
bounds based on the paper by Luersen, et al. [33]. The implementation of a bounded search is 268 



critical as the dimensions of some components of the TAE are constrained. The implementation 269 
of the Nelder-Mead algorithm in relation to DeltaEC is shown in Figure 5. 270 

 271 

Figure 5. Flowchart showing the local optimisation process. 272 

Non-reliance on gradient information is essential for DeltaEC where a large area of the input 273 

space will result in unsuccessful runs. Optimisation algorithms often estimate the gradient in 274 
the absence of an analytical gradient via finite difference methods or by monitoring elementary 275 

operations during the computation process [18]. However, gradient estimation in the region of 276 
discontinuities (such as the boundary between successful and unsuccessful DeltaEC runs) is 277 
not meaningful. The Nelder-Mead algorithm has been shown to be insensitive to small 278 

imprecisions or stochastic effects in the evaluated function [34], however this is unlikely to be 279 
significant for numerical simulation. 280 

3.6 Main Study 281 

A local optimisation using the Nelder-Mead algorithm was chosen as the final optimisation 282 
approach. 283 

Initially, the TAE models with mean pressures of atmospheric, 2,3,4 and 5 bar were optimised. 284 
A further four pressures were investigated to determine the peak electrical output to a tolerance 285 

of ±0.1 bar. All optimisations proceeded for a maximum of 200 samples with convergence 286 

defined as a change in less than 0.05 W between iterations. This condition was reached in 4 out 287 
of the 9 optimisations. However, reaching this convergence condition was not critical due to 288 
the heuristic nature of the search. It was judged that improvement after 200 iterations would be 289 
insignificant. The flat nature of the model near the optimum poses a problem for convergence 290 
as the sensitivity to convergence tolerance is high. 291 

Figure 6 shows the typical progression of the optimisation algorithm. It is seen that the rate of 292 
improvement of the electrical output is slow beyond 100 iterations. Beyond this point only 293 

small improvements are made despite significant changes in the parameters.  294 



 295 

Figure 6. Progression of the Nelder-Mead optimisation algorithm for a mean pressure of 3 bar. Stub 296 
position is consistent with distance, 𝑥 in Figure 2b. 297 

Automation with the Nelder-Mead algorithm required a mean of 28 seconds per sample of the 298 
model. This is less than the DOE approach due to the shorter ‘travel’ required between sample 299 

points.  300 

It was found that the choice of load resistor (load matching) was primarily dependant on mean 301 

pressure. As each optimisation process occurs at a constant pressure, only the final, optimised 302 
model is load matched using Brent’s Method (a scalar optimisation algorithm) implemented in 303 

SciPy. 304 

4. Discussion and Results 305 

All proceeding discussion relates to the DeltaEC models after Nelder-Mead optimisation. 306 

4.1 Stub Position and Length 307 

The relationships between optimal stub parameters and mean pressure is shown in Figure 7. 308 
Note that each of the contour plots are formed by linear interpolation from 9 data points. The 309 

length of both stubs increases with pressure, whereas the positions of stubs do not show a trend 310 

with respect to pressure. This lack of trend can be explained by the starting parameter setting 311 

for each optimisation. The number of iterations required before significant improvement slows 312 
is partly determined by the proximity of the starting parameter settings to the optimum 313 

parameter settings. The large variation in stub parameters after this point was not accounted 314 
for when completing the optimisation and consequently the effect of initial parameter settings 315 
obscures any trend.  316 

The effect of initial conditions could be negated by using the Globalised Restart Nelder Mead 317 
(GBNM)  algorithm [35]. This enhancement involves repeatedly running the Nelder-Mead 318 

algorithm from randomly selected starting points. However, this method cannot easily be 319 
implemented in the case of DeltaEC as the limits of the sample space compatible with 320 
successful DeltaEC runs would need to be known in advance, in order to select feasible starting 321 

points. 322 



 323 

Figure 7. Contour plots for the optimal stub parameters with varying mean pressure. 324 

4.2 Power Output 325 

The relationship between pressure and electrical power output is shown in Figure 8a. Figure 8a 326 

also shows the acoustic power at the loudspeaker. Acoustic power continuously increases with 327 
mean pressure confirming theory (Equation 1). However, electrical power output reaches a 328 
maximum of 59.63 W at 2.2 bar. This power output is an increase of 16.14 W compared to the 329 

tuned engine at 1 atmosphere mean pressure. 330 

 331 

Figure 8. a) Acoustic and electrical power developed by the TAE with varying mean pressure. b) 332 
Efficiencies of the TAE with varying mean pressure 333 

A significant (90%) improvement has been made in theoretical power output. However, it 334 
cannot be explicitly proven that the DeltaEC model has been fully optimised within the 335 
parameter boundaries due to the nature of the algorithm used. Future work is required to 336 
experimentally validate these results. The experimental results are likely to produce lower 337 
powers than DeltaEC due to the absence of effects in the numerical model such as mass 338 

streaming and thermal radiation [26]. Kisha, et al. [27] reported a decrease in power from the 339 
numerical model to experiment of 27-32% and Riley [11] reported decreases of 30%. 340 

Figure 8b shows the efficiency of various power conversions in the engine. Thermal to acoustic 341 
efficiency increases with pressure whereas acoustic to electrical efficiency has a peak in the 342 
region of 2 bar. This corresponds to the peak in thermal to electric efficiency of 2.385% at 2.2 343 



bar. This is similar to numerical simulations of comparable TAEs, achieving thermal to electric 344 
efficiency of 2.4% [29] and 2.5% [16]. 345 

The eventual decrease in acoustic to electrical efficiency indicates that the power extracted by 346 
the loudspeaker is not proportional to the acoustic power at the loudspeaker. The decrease in 347 

acoustic power extracted can be attributed to at least two factors: 348 

1. Decreasing volumetric velocity 349 

The acoustic power removed from the TAE is a function of acoustic parameters either side of 350 
the loudspeaker. This is described by Equation 3 [36]: 351 

 
𝑃 =

1

2
|𝑈1|{𝑝1𝑐𝑜𝑠(𝜃𝑎) − 𝑝2𝑐𝑜𝑠(𝜃𝑏)} (3) 

𝑈 is volumetric velocity, 𝑝 is pressure and 𝜃 is phase angle. The subscripts 1 and 2 refer to the 352 
position adjacent to the loudspeaker on the side of high and low acoustic power, respectively. 353 

𝜃𝑎 is the phase angle between 𝑝1 and 𝑈1, 𝜃𝑏 is the phase angle between 𝑝2 and 𝑈1. Plotting 354 
both components of Equation 3 (Figure 9) shows that a decreasing volumetric velocity is 355 

responsible for decreasing power despite an increasing pressure difference.  356 

 357 

Figure 9. Volumetric velocity and pressure drop across loudspeaker. 358 

The decrease in volumetric velocity is explained using the following one-dimensional, first 359 

order differential equation derived from decoupling the second order ‘wave equation’ [8]. 360 

The equation presented omits viscous or thermal relaxation losses. 361 

 
𝑑𝑈 = − (

𝑖𝜔𝐴

𝛾𝑝𝑚
𝑝) 𝑑𝑥 (4) 

𝑈 is volumetric velocity, 𝑝 is pressure, 𝜔 is frequency, 𝐴 is cross sectional area, 𝑥 is length 362 

and 𝛾 is the ratio of specific heats. The subscript 𝑚 refers to mean. Equation 4 shows that the 363 

change in volumetric velocity over a length, 𝑑𝑥 decreases with increasing mean pressure. 364 

2. Decreasing operating frequency 365 

One of the conditions for maximising the efficiency of the loudspeaker is to operate it at the 366 
frequency corresponding to its mechanical resonance [12]. The resonance of the loudspeaker 367 
is 77.19 Hz, whereas the operating frequency of the TAE decreases from 75.21 Hz at 1 bar to 368 

71.52 Hz at 5 bar. Therefore, the contribution of resonance to efficiency decreases with 369 
increasing pressure. Riley [11] relates operating frequency as a function of feedback pipe 370 



length and parasitic volume. Feedback pipe length is kept constant and therefore it is postured 371 
that increasing stub length is partly responsible for the decrease in frequency. The length of the 372 
feedback pipe may be optimised to raise the frequency closer to 77.19 Hz, however this will 373 
have competing effects elsewhere. 374 

4.3 Acoustic Field 375 

Table 2 details the positions of selected components with major influence on the acoustic field. 376 
The position (x) is measured from the ambient temperature side of regenerator 2 as shown in 377 
Figure 2b.  378 

Key component Label in Figures 7 to 11 Position (x [m]) 

Regenerator 2 a 0.038 

Loudspeaker b 0.267 

Stub 2 c 0.803-0.817 

Regenerator 1 d 0.845 

Stub 1 e 1.100 - 1.696 

Feedback Loop n/a 0.924 - 4.124 

Table 2. Positions of key components in the TAE. The position (x) is consistent with Figure 2b. 379 

Select acoustic fields of the tuned engine at three representative pressures are presented 380 
(Figures 10 to 14) for the purpose of providing context to the trends in acoustic and electrical 381 

power output with changing pressure. The vertical lines correspond to the position or range of 382 
positions where a component is situated, as described in Table 2. 383 

The implication of changes in  pressure, volumetric velocity and phase difference on acoustic 384 

power can be explained using Equation 5, which describes time-averaged acoustic power 385 

produced in a length, 𝑑𝑥, of channel [12]. This equation describes the acoustic power gradient 386 

along 𝑥, in terms of pressure, 𝑝; volumetric velocity, 𝑈; phase difference between 𝑝 and 𝑈, 𝜑; 387 

specific viscous resistance, 𝑟𝑣; specific thermal resistance, 𝑟𝑘; and specific gain, 𝑔. 388 

 𝑑�̇�

𝑑𝑥
= −

𝑟𝑣

2
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2
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Acoustic power (Figure 10) increases at higher mean pressures in accordance with Equation 1. 389 

The regenerators (a,d) augment acoustic power and the loudspeaker (b) diminishes it. The stubs 390 
(c,e) have little effect on acoustic power. Acoustic power decreases between components 391 

because of viscous losses and thermal relaxation (terms 1 and 2 of Equation 5). This can be 392 

seen in the feedback loop (𝑥 = 0.924 to 4.124) as a decreasing gradient. The rate of acoustic 393 

power loss in the feedback loop is higher at 1 bar (4.57 W/m) than at 5 bar (2.80 W/m). This 394 
indicates that decreasing volumetric velocity magnitude (Figure 12) is the dominant effect over 395 
increased pressure magnitude (Figure 11) contributing to power loss (Equation 5) in this area 396 

of the TAE. 397 



 398 

Figure 10. Variation of the acoustic power with position in the TAE for selected mean pressures. 399 

In Figure 11, pressure amplitude increases with mean pressure as expected. Pressure amplitude 400 
drops at both regenerators (a,d) as a result of viscous losses. The pressure drop across the 401 

loudspeaker (b) indicates the acoustic power removed. The stubs (c,e) have little effect on the 402 
local pressure magnitude.  403 

 404 

Figure 11. Variation of pressure amplitude with position in the TAE for selected mean pressures 405 

The pressure standing-wave ratio (PSWR) shows minor variation with changing mean 406 

pressure. The median value is 2.655 across all mean pressures with a standard deviation of 407 

0.0263. This indicates a significant standing wave in the feedback loop resulting in a decrease 408 
in efficiency. A PSWR of less than 1.8 is considered good for this type of TAE [11].  409 

 410 

Figure 12. Variation of volumetric velocity magnitude with position in the TAE for selected mean 411 
pressures. 412 

In Figure 12, volumetric velocity shows a decreasing trend with increased mean pressure. This 413 
results in efficiency increases within the TAE as viscous losses are reduced. However, it 414 

contributes to a decreasing electrical power output as described in Section 4.1. The position of 415 



the loudspeaker (b) is a compromise in maximising pressure amplitude (decreasing 𝑥) and 416 

maximising velocity amplitude (increasing 𝑥). A sharp increase in velocity occurs in the region 417 

of the two regenerators (a,d) as the flow accelerates due to the heat addition and resulting 418 
expansion. Both stubs (c,e) cause a decrease in volumetric velocity. The drop at stub 2 (c) 419 
results in an increase in efficiency as viscous losses in the regenerator are reduced as a result 420 
of the decreased entry velocity. Stub 1 (e) acts to adjust the position of the velocity nodes such 421 
that velocity is low entering regenerator 2 (a). 422 

 423 

Figure 13. Variation of acoustic impedance magnitude with position in the TAE for selected mean 424 
pressures. 425 

In Figure 13, acoustic impedance shows a trend of increasing with increasing mean pressure. 426 

This is a desirable trait at the regenerators as an increase in impedance within the regenerators 427 

reduces viscous losses [12]. The stubs (c,e) both increase acoustic impedance as a result of 428 

decreasing volumetric velocity and negligible pressure change. The magnitude of this 429 
impedance change increases with a higher mean pressure. The regenerators (a,d) decrease 430 

impedance due to increased velocity and the loudspeaker (b) decreases acoustic impedance due 431 
to the decreased pressure. 432 

 433 

Figure 14. Variation of the phase difference between pressure and volumetric velocity with position in 434 
the TAE for selected mean pressures. 435 

Figure 14 shows the action of both stubs to increase regenerator efficiency. Both stubs act to 436 
move the phase difference at the succeeding regenerator closer to zero, thereby maximising the 437 
acoustic power gain (term 3, Equation 5). However, a trend in this action is not discernible with 438 
changing mean pressure. A higher pressure results in greater phase difference at the 439 

loudspeaker (b) but decreased phase difference in the feedback loop, indicating a better 440 

travelling wave condition.  441 

Onset temperature difference for both regenerators decreases with increasing pressure. The 442 
values for regenerator 1 decreased from 120°C to 67°C, whereas the values for regenerator 2 443 



decreased from 184°C to 121°C. The onset temperature is a measure of acoustic matching 444 
between components, with a lower temperature indicating better matching [11].  445 

5. Future Research 446 

The local search employed in this paper is limited by 1) the inability to quantify optimality of 447 
the local solution, 2) the limited information on main and interaction parameter effects, and 3) 448 
the lack of guarantee of a global solution.  449 

Surrogate modelling is a type of supervised machine learning [37] that aims to create a 450 
numerical model to approximate a simulation output. This numerical model can then be 451 
employed to perform global optimisation as well as sensitivity and risk analysis. It is identified 452 

as an effective approach to working with DeltaEC to further understand parameter interactions 453 
and optimise if necessary. The process starts with an initial, global sample (training sample) 454 

based on DOE sampling schemes. In this case performing a global DOE is more acceptable 455 
due to the greater reward of a surrogate model and the significantly reduced number of required 456 
sample points – as the initial goal is not to resolve the optimum. An iterative approach is then 457 
used to approximate the data with a model and intelligently identify more sample points in 458 
order to improve the model (active learning). Optimisation by surrogate modelling is identified 459 

as being highly efficient (least number of function evaluations, most information recovered) 460 

however the implementation is a subject for future work. A particular nuance of applying this 461 
approach to DeltaEC is accepting the results of failed simulations. This problem can be 462 
addressed by the imputation approach detailed by Forrester, et al. [37].  463 

6. Conclusions  464 

This numerical study shows that increasing the mean pressure in a twin-core, asymmetrically 465 
heated thermoacoustic engine increases electrical power output. The maximum electrical output 466 

is 59.63 W achieved at 2.2 bar mean pressure. However, these simulation results need to be 467 
verified experimentally. Cost analysis is required to determine if the hardware and manufacturing 468 
costs required for a 2.2 bar mean pressure TAE are acceptable. The peak in electrical power output 469 

is a result of a decrease in both volumetric velocity and operating frequency at increased mean 470 
pressure. The development of automation techniques for DeltaEC enables the use of algorithmic 471 
optimisation allowing for quick determination of optimal parameters considering system level 472 

parameter interactions. This is especially applicable for tuning the acoustic field using side 473 
branched volumes (stubs). This type of algorithmic optimisation could be applied to any 474 

continuous design parameter(s) of a TAE. The automated approach developed for this study 475 
allows fast data gathering from DeltaEC models and may be adapted for other studies not 476 

necessarily involving optimisation. Optimisation by surrogate modelling is one approach 477 
recommended for future studies. 478 
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