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A B S T R A C T   

For critical component application, such as aerospace turbine rotors, it is imperative to be able to make accurate 
in-service material behaviour and component life predictions for both design and monitoring of component life. 
The development of such predictive capability is dependent on the quality of the experimental data from which 
the material parameters are derived. This paper shows the effect that scatter which may be present within 
experimental data, manifesting itself within the constitutive parameters derived from this data, has on the 
resulting fatigue crack initiation life of the nickel-based superalloy RR1000. Industrial relevance was added to 
this investigation by the use of flight representative thermomechanical fatigue loading cycles and state of the art 
material behaviour and fatigue crack initiation models used within the finite element simulations conducted. The 
effect of the ‘scatter in’ to the modelling approach on the outcoming predictions is made via a Monte-Carlo 
analysis. This analysis consisted of running the same simulation several times, but with the experimentally 
determined and validated ‘baseline’ constitutive parameters varied via correction factors built into the model, for 
each run via a singular value decomposition procedure. It was found that small ‘scatter in’ has only a very 
localised ‘scatter out’ effect on the crack initiation predictions under the flight representative loading.   

1. Introduction 

Thermomechanical fatigue (TMF) is one of the most damaging load 
conditions that can arise in hot gas turbine components. Therefore, ac
curate predictions of the onset of fatigue crack initiation and subsequent 
crack propagation are of high interest for the gas turbine industry, where 
gas turbines nowadays need to be designed for more frequent loadings 
and longer in-service lives to handle increasing amount of renewables 
and global increase in air travel. 

Traditionally, a way of evaluating crack initiation life in a compo
nent is to post-process the results obtained in a finite element (FE) 
analysis. This is usually done by extracting a set of internal variables at a 
stable state and predict the number of cycles to crack initiation ac
cording to some defined life function that has previously been calibrated 
to experiments. This life function can be some kind of Coffin-Manson 
[1,2] or Morrow [3] type of expression. A method of distinguishing 
the most severely damaged location and orientation under multiaxial 
loading conditions is the so called critical-plane approach, trailing back 

to Findley [4]. An overview of different critical-plane approaches can e. 
g. be found in Karolczuk and Macha [5]. Bonnand et al. [6] used the 
critical-plane approach to evaluate fatigue life of a turboengine disc 
alloy undergoing multiaxial loadings. Another commonly used crack 
initiation model is the energy-based Smith-Watson-Topper model [7], 
accounting for mean stress influence by assuming that damage is 
brought on by the maximum tensile stress. Furthermore, the ener
gy–density model introduced by Ostergren [8] was used for low-cycle 
fatigue with dwell time at elevated temperatures, where damage is 
assumed to be caused by plastic deformation at tensile loading. Kula
winski et al. [9] showed that both the Smith-Watson-Topper model and 
the Ostergren model were able to satisfactory predict the TMF life of 
Waspaloy, with a slightly better prediction using the Ostergren model. 
Furthermore, the well used critical-plane model by Fatemi and Socie 
[10] is based on the normal stress and shear strain, which handles mean 
stress and non-proportional loading effects. 

Instead of using a post-processing method, another way can be to 
incorporate a fatigue damage parameter directly in the FE-analysis, and 
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incrementally accumulate damage until crack initiation occurs. Hence, 
closely linked to the constitutive model or directly implemented in a 
user-defined material model. Polák and Man [11] observed that fatigue 
crack initiation is related to early surface damage, where extrusions and 
intrusions form sharp surface crack-like defects [12] and by slip irre
versibility [13]. Thus, indicating that fatigue crack initiation is attrib
uted to the surface condition and its evolution. Hence, a variable that 
can, for instance, be incorporated in the user-defined material model to 
update the surface damage is desired, generating an even closer coupling 
between the microstrutural surface evolution and the classical contin
uum mechanics based constitutive modelling approach. A kinetic law of 
damage evolution was adopted by Lemaitre and Sermage [14] to be able 
to predict the fatigue crack initiation in a structure. The model is based 
on an isotropic scalar damage variable that defines crack initiation at a 
critical value through use of the accumulated plastic strain and the strain 
energy density release rate. The model is based on continuum damage 
mechanics and is coupled to the stress update, see e.g. [15]. Another 
damage approach, proposed for high-cycle fatigue loading is the one 
proposed by Ottosen et al. [16], which is based on the load history by 
defining an endurance surface, that translates with the loading using a 
“back-stress” term. The model was modified by Lindström [17] by use of 
a quadratic endurance surface instead of a linear one to induce an 
elliptical Haigh-diagram to be more consistent with experimental fa
tigue lives for ductile materials. A continuum damage approach based 
on the evolution of the associated endurance function defines the ac
quired damage, which eventually gives failure. The memory surface 
concept, first introduced in cyclic plasticity by Chaboche et al. [18] and 
is analogous to the yield surface in plasticity, was used by Jiang [19] to 
model the fatigue crack initiation behaviour under multiaxial loading by 
a plastic strain energy damage parameter coupled to a critical-plane. 
This type of fatigue damage approach was adopted by Leidermark 
et al. [20], which was shown to be promising for predicting crack 
initiation under TMF conditions in the turbine rotor superalloy RR1000. 

As the thermomechanical fatigue crack initiation life of gas turbine 
components is attributed by the accumulation of damage during the 
loading cycles, predictions using state of the art constitutive and fatigue 
models generate crack initiation lives based on the adopted parameters. 
These parameters are, usually, obtained by fitting appropriate models to 
describe the real material behaviour using optimisation procedures. 
Hence, generating a set of constitutive parameters that adequately de
scribes the constitutive response and ditto for the fatigue behaviour. 
However, there exist no such thing as a perfect material, and scatter is 
always present in a material, due to e.g. imperfections or different 

material batches. Beretta et al. [21] showed that the cyclic stress–strain 
responses for 950X and 9CrMo steels exhibit significant scatter, where 
the same given load led to different fatigue lives that might correlate to 
the difference of microstructural growth processes ahead of the main 
crack tips. This can, for instance, be schematically shown by the ficti
tious “experimental” points in Fig. 1, where a significant scatter has been 
fictitiously reproduced for different loading conditions and fitted with 
an Ramberg–Osgood expression. It can clearly be seen, if these fictitious 
results were real responses, that different fatigue lives were obtained for 
the same applied load. The fitted Ramberg–Osgood curve describes the 
baseline response of the experimental data, however not capturing the 
outliers or their responses. Hence, the scatter in the real material 
behaviour needs to be accounted for, i.e. different constitutive param
eter set-ups that include the effect of scatter (outliers), and by doing so 
the predicted fatigue crack initiation life will also be dependent on that 
scatter. Inclusion of scatter in material data has previously been studied, 
both with respect to probabilistic design and Monte-Carlo approaches 
concerning the fatigue life. Lehmayr and Staudacher [22] recommend 
Monte-Carlo “black-box” simulations for estimating the fatigue life of 
components, where S − N curve parameters were exposed to statistical 
distribution to account for scatter in the material data to obtain scatter 
in the fatigue life. Crack initiation modelling in the turbine disc super
alloy IN718 was conducted by Deyber et al. [23] by use of probabilistic 
methods. They proposed a global macroscopic and probabilistic model 
used in a post-process procedure to account for low-cycle fatigue scatter 
by means of observed micro-mechanisms. Musinski and McDowell [24] 
developed a microstructure-sensitive model coupling microstructural 
heterogeneities to size effects and fatigue scatter in a polycrystalline 
nickel-base superalloy undergoing high-cycle fatigue loadings. They 
showed by cumulative distribution function (CDF) and probabilistic 
strain-life that larger notch sizes yields a larger notch size effect and 
fatigue knock-down effect, giving improved high-cycle fatigue crack 
initiation prediction possibilities. The influence of combining stochastic 
analysis of material variability, load fluctuations and cyclic constitutive 
parameters on the multiaxial low-cycle fatigue assessment of notched 
steel components using a probabilistic framework was established by 
Zhu et al. [25]. For more recent work in fatigue reliability assessment of 
turbine disk with emphasis on multi-source uncertainties, such as ma
terial variability, load variation and geometrical uncertainty, please see 
Zhu et al. [26], Zhu et al. [27] and Niu et al. [28]. Instead of introducing 
scatter on the material parameters Leidermark et al. [29] evaluated the 
effect of scatter on the fatigue crack initiation life of a coarse-grained 
nickel-base superalloy by applying a crystal-plasticity constitutive 

Fig. 1. Fictitious scatter of a material behaviour with an Ramberg–Osgood baseline constitutive representation.  
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model for each grain and introducing scatter with regard to grain 
orientation and location in comparison to a notch by using a Monte- 
Carlo analysis. 

The aim of this paper is to investigate and quantify the effect of 
‘scatter in’ on the constitutive parameters to the obtained ‘scatter out’ on 
the predicted fatigue crack initiation life by use of a simplistic and 
industrially affordable concept of the aerospace gas turbine rotor su
peralloy RR1000. An FE-model using an appropriate material behaviour 
description is subjected to an engine relevant load cycle of out-of-phase 
TMF type, containing different aspects of a flight cycle. A TMF crack 
initiation model based on fatigue damage accumulation using the 
memory surface concept is adopted. The scatter in the obtained fatigue 
crack initiation life is evaluated by performing a Monte-Carlo analysis of 
the FE-model, where scatter is introduced in the constitutive model 
using correction factors, obtained by singular value decomposition 
(SVD), on the used constitutive parameters with respect to baseline 
(mean) parameter values. It is to be noted that no experimental com
parison to the obtained fatigue lives is done in this work, as the focus lies 
on evaluating the obtained scatter of the fatigue lives based on the 
scatter in the constitutive parameters while holding the fatigue param
eters constant in the employed crack initiation model. This is of high 
relevance to the industry, since gathered material responses from pre
vious experimental campaigns can be incorporated with new ones to 
asses the validity of both constitutive parameters as well as predicted 
fatigue lives. 

2. Constitutive behaviour 

As the aim of this paper is to quantify the effect of scatter in 
constitutive parameters to the obtained scatter in the predicted fatigue 
crack initiation life, the material data and response of the coarse-grained 
version of the powder-processed γ′ -strengthened polycrystalline nickel- 
base superalloy RR1000 has been investigated, see e.g. Engel et al. 
[30]. The constitutive behaviour and the TMF crack initiation life, using 
a fatigue damage accumulation model, under a flight representative load 
cycle of this material has previously been modelled with success, see 
Leidermark et al. [20]. The corresponding constitutive model has herein 
also been utilised to describe the elastic and inelastic constitutive 
behaviour under the specific load condition consisting of a rate depen
dent Perzyna viscoplastic material description [31], and was imple
mented as a user-defined material subroutine in an FE-context. This 
constitutive model is able to describe the cyclic evolution of the material 
by two non-linear Armstrong-Frederick back-stress terms [32] (and also 
reproduced in [33]) and a saturated isotropic hardening term. In what 
follows, all tensors are presented in symbolic notation, where second- 
order tensors are quantified by upper-case Roman or Greek-letters and 
scalar valued parameters are defined by lower-case Roman and Greek- 
letters, restricted to a single Cartesian coordinate system. Further
more, functional arguments are given in closed bracket form, e.g. the 
function h with argument x,h = h[x]. 

The total strain tensor can be decomposed into an elastic and an 
inelastic strain 

ε = εe + εin (1)  

where the elastic response is obtained by Hooke’s law, using the elastic 
stiffness tensor Ce

ijkl with an isotropic material description based on the 
Young’s modulus E and Poisson’s ratio. 

The following yield function was employed 

f = σvM
eq [σ̂ − B] − r − σY (2)  

where σ̂ denotes the deviatoric stress tensor, B is the total back-stress 
tensor, r is the isotropic hardening term, σY is the initial yield limit 
and σvM

eq is the von Mises equivalent stress, defined as 

σvM
eq =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
3
2
(σ̂ − B) : (σ̂ − B)

√

(3) 

The total back-stress term is based on additive decomposition [34] of 
the two individual back-stress terms, B =

∑2
k=1Bk, where the evolution 

law for each term is defined by 

Ḃk = ck

(
2
3
akε̇in

− Bkλ̇
)

(4)  

with the individual hardening parameters ck and ak. 
To describe the cyclic softening of the stress state typically seen in 

these materials, a non-linear isotropic hardening term has been adopted, 
where the evolution law is given by 

ṙ = h(q − r)λ̇ (5)  

where h describes the rate of cyclic softening and q the saturation. 
The evolution law of the inelastic strain tensor is defined by the 

Perzyna flow rule based on the adopted yield function as 

ε̇in
=

⎧
⎨

⎩

0, f ⩽0

λ̇
∂f
∂σ, f > 0

(6)  

in which the inelastic multiplier is defined by the following power-law 
relation, cf. Odqvist [35] 

λ̇ =

(
f
η

)m

(7)  

where m and η are constitutive parameters accounting for the viscous 
effects. 

The discretisation of the internal stress update routine was defined 
using a Newton–Raphson iterative procedure, cf. Ottosen and Ristinmaa 
[36], where, explicitly, the inverse of the Jacobian matrix is needed to 
calculate the unknowns, which are obtained by the iterative procedure 
during the inelastic corrector step when f→0. Additionally, the evolu
tion laws of the back-stress terms and the non-linear isotropic hardening 
term, the recovery term of these are usually discretised by use of the 
previous state. However, instead of using the value of the previous state, 
the current state’s value has been applied by introducing a correction 
term, as shown by Kobayashi and Ohno [37], by updating the correction 
term in the internal Newton–Raphson stress update routine, hence by 
adopting a radial return approach for the back-stresses and isotropic 
hardening. This offers a better representation of the actual response at 
state n+1 for relative large time steps, but the difference decreases with 
decreasing time step size. 

A database of 70 isothermal material tests was utilised in the present 
work to approximate the scatter in the constitutive parameters. All tests 
may be termed “cyclic inelasticity” tests, meaning that an appreciable 
amount of inelastic strain is accumulated in each loading cycle. Micro
structural damage is a result of reduced load-carrying capability and is 
here defined as loss of stiffness, as per traditional continuum damage 
mechanics cf. Lemaitre and Sermage [14], therefore the onset of damage 
accumulation can be approximated in cyclic inelasticity hysteresis loops 
by monitoring the apparent Young’s modulus (from the elastic regime) 
between loading cycles and noting when the value begins to mono
tonically reduce following stabilised behaviour. Damage is not incor
porated into the hardening model discuss here, therefore only hysteresis 
loops prior to this damage onset point are considered in constitutive 
parameter determination activities. All data sets are uniaxial in nature 
and are strain controlled. Furthermore, loading strain rates are consis
tent between experiments. In short, only test temperatures, peak loads 
and loading ratios are modified between the experimental data sets. 
Resource material for all specimens was taken from component forgings 
and, at least in an industrial context, may be regarded as consistent. It is 
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of course true that different parts of a forging will experience different 
thermal histories due to varying section thickness in the component and 
tooling, thereby giving potential for spatially dependent material char
acteristics. In practice these variations are often not adequately traced 
however, therefore the specimens are regarded as identical. It is 
important to note here that any of the 70 experimental data sets may be 
used to determine values for material dependent parameters at the given 
test temperature. In the present work, interest is focused on scatter in the 
constitutive parameters. One may ask questions such as “How sensitive 
are crack initiation life estimates to constitutive parameters?” or “What 
would have happened if I had calibrated my hardening model using this 
test data over that test data?”. The present work attempts at answer 
these questions. 

Constitutive parameters for the above presented constitutive model 
were acquired by an optimisation procedure of the 70 isothermal ex
periments across the temperature range from a material database of 
performed experiments on RR1000. For the sake of brevity a schematic 
representation of the constitutive parameter fitting procedure can be 
seen in Fig. 2, however it should be noted that it is based on Cottrell’s 
stress partitioning method [38], which uses a linear regression approach 
to determine the onset of inelasticity, and may be found in for instance 
[39–41]. Following the determination of constitutive parameter esti
mates an optimisation procedure was implemented in order to “fine 
tune” values. Simple objective functions based on the difference be
tween experimental and predicted (using a trial constitutive parameter 
set) stress magnitudes were utilised in Matlab’s LSQNONLIN function 
(the well known solver ODE45 was used to solve the differential equa
tions outlines above). Although the phenomenological constitutive pa
rameters defined above are not “fundamental” in a way, the stress 
partitioning approach used here provides a consistent parameter 
determination approach. The present work assumes that this consistency 
allows for sampling to be conducted along linearly independent pro
jections of the data set. This will be achieved using the eigenstructure of 
singular value decomposition to perform principal component analysis 
(PCA) [42]. 

The constitutive parameters defined in the model outlined above are 
temperature dependent. For a given collection of isothermally deter
mined constitutive parameters it is convenient to fit a continuous 
function such that parameter interpolation can be conducted for inter
mediate temperatures in, say, a flight representative TMF cycle see e.g. 
[41]. This can easily be accomplished using general exponential func
tions (for example, EXP2 in Matlab) such that some asymptotic behav
iour is achieved. In the present work, scatter in constitutive parameters 
is introduced through a series of correction factors (later designated by 
kα) which modify the baseline (mean) temperature dependent consti
tutive parameter functions. Values of correction factors are sampled 
from distributions that are developed from constitutive parameter. That 
is to say, for a particular constitutive parameter (i.e. one of the ten 

defined above), 70 constitutive parameter values are determined from 
the database of 70 isothermal tests. The arithmetic mean of each of these 
constitutive parameters at each isothermal test temperature is then 
calculated and each constitutive parameter value is expressed as a factor 
of it, i.e. a particular constitutive parameter value at a given temperature 
is expressed as a factor of the mean constitutive parameter value for that 
temperature. The database of 70 isothermal tests therefore generate 10 
distributions which describe the variance of each material. In effect, the 
process outlined in the present work samples correction factors from 
each of these distributions (or, more accurately, from the PCA distri
butions developed from them) and then applies it to the associated 
temperature dependent constitutive parameter function. The tempera
ture dependent constitutive parameter function are themselves defined 
by the temperature-wise mean values. The correction factors therefore 
act to modify a baseline temperature dependent set of constitutive pa
rameters. It should be noted that discrete testing temperatures were used 
to produce the database of 70 isothermal tests used in the present work. 
Test temperatures are evenly spaced over the temperature range rele
vant to most aero-engine turbine disc and rotor components, and equal 
numbers of tests are used for each discrete temperature. In this way bias 
for a particular test temperature is avoided. The correction factor sam
pling approach clearly assumes that variance in constitutive parameters 
manifests independent of temperature. Distributions in correction fac
tors for each constitutive parameter are given in Fig. 3, along with 
temperature separated means and standard deviations. The limited 
amount of data (70 tests) available and the lack of a clear trend between 
test temperature and correction factor scatter has prompted the 
assumption that constitutive parameter scatter is independent of tem
perature in the present work. Analysis of correction factor distributions 
did not highlight any trend between variance and test temperature 
(thereby supporting this assumption), however this should be explored 
in future work through analysis of broader data sets. 

3. Fatigue damage accumulation model 

Crack initiation is mainly a surface dominant phenomena, and hence 
the fatigue damage accumulated at the surface has to be evaluated. 
Based on this, the fatigue damage accumulation model developed in 
Leidermark et al. [20] was adopted herein to evaluate the crack initia
tion life of the investigated aerospace rotor superalloy. The model is 
based on the memory surface concept, see e.g. Jiang [19], and consist of 
a fatigue damage term ω that incorporates the material memory and 
inelastic strain energy ψ in in the point of interest, hence eliminating the 
need of a cycle-counting method. The fatigue damage accumulation 
model consists of the following memory surface function 

g =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

σ̂ : σ̂ −

̅̅̅
2
3

√

σmem

√

(8) 

Fig. 2. Schematic flowchart of constitutive parameter fitting procedure.  
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which is based on the memory stress σmem and the current deviatoric 
stress state. The memory stress is initially set to be equal to the fatigue 
endurance limit σend and fatigue damage is only developed if g = 0. The 
original set-up of the evolution of the memory stress is defined as 

σ̇mem =

̅̅̅
3
2

√

H [g]
〈

σ̂ : ˙̂σ
̅̅̅̅̅̅̅̅̅̅̅
σ̂ : σ̂

√

〉

− β(1 − H [g] )(σmem − σend)λ̇ (9)  

where the Heaviside function H [g] makes sure that the memory surface 
contracts when the stress state is lower than the memory stress (g < 0) 
and expands when it is on the memory surface (g = 0). In the original 
expression of the memory surface evolution, the parameter β defines 
how much the surface contracts when the loading is changed from a high 
to a lower amplitude loading. However, the applied flight representative 
load cycle used in this study consists of constant amplitude loading, 
meaning that no contraction will occur, and as a consequence a 
simplification can be made to cancel the contraction capability by 
setting β equal to zero in Eq. (9). 

The fatigue damage accumulation is based on the inelastic strain 
energy measure ψ in and the damage evolution is as follows 

ω̇ = 〈σmem − σend〉
αψ̇ in (10)  

here, α is a fitting parameter and damage accumulation is directly 
coupled to the memory surface using the memory stress to account for 
load-sequence effects. 

A simplistic multiaxial approach for the inelastic strain energy evo
lution was adopted based on inspiration by the work by Ostergren [8]. 
This model assumes that fatigue damage is accumulated in all in
crements during tensile loading by pairing the equivalent von Mises 
stress with the magnitude of the instantaneous inelastic strain rate 
during the actual load increment. Thus, the following inelastic strain 
energy evolution was considered in this work 

ψ̇ in = H [trσ]σvM
eq λ̇ (11) 

Hence, accounting for the tensile loading by use of the Heaviside 
function on the trace of the stress tensor. 

The fatigue damage model was included in the above described user- 
defined material subroutine as a stand-alone subroutine with inputs 
directly from the constitutive model. It is worth mentioning, that this 
implementation of the fatigue damage model is not coupled to the stress 
update in the constitutive model, as traditionally done for continuum 
damage models. As the fatigue damage is updated incrementally during 
each time step the stress and strain state in each increment is directly fed 
into the fatigue damage subroutine, and by this, the history of the fa
tigue damage is accounted for and evolves in subsequent iterations until 
the critical damage is reached, initiating a macroscopic crack. Conse
quently, the incremental damage accumulated from the load steps are 
summed up over the entire loading sequence to the critical value ωc. The 
number of cycles to crack initiation can be evaluated based on the 
damage accumulated during each fully undergone load cycle, as 

∑Ni

i=1
Δωi = ωc (12)  

where Δωi is the amount of accumulated damage in one loading cycle 
and Ni is the number of cycles until crack initiation. This equation can be 
simplified, as the global stress state in nickel-base superalloys usually 
stabilises after a couple of cycles, into the following 

ωc = ω1 +⋯+ωstable(Ni − Nstable) (13)  

where a stable state is reached after Nstable number of cycles. Hence, 
taking advantaged over the fact that the fatigue damage evolution will 
also stabilise. This saves the number of performed cycles, as it is too 
computational expensive to run all cycles up to crack initiation, which 
nominally ranges from, depending on load level, 100 − 10000 cycles in 
TMF loading applications, see e.g. Lancaster et al. [43] or Wang et al. 
[44]. An approach to actually simulate all cycles could be to use a cycle 
jumping procedure, to speed-up the computational effort, see e.g. Lei
dermark and Simonsson [45]. This has not been done here, as Eq. (13) 
offers an adequate compromise. A stable damage state was, in this work, 
defined by a moving average value of three states where the decrease 
was less then 5%. More details about the fatigue damage model and the 

Fig. 3. Distributions of correction factor for each constitutive parameter over the analysed temperature range. It is to be noted that kα represents the correction 
factor, k̂α is the mean value and σ is the standard deviation of the corresponding constitutive parameter α. 
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acquisition of the fatigue damage parameters (σend,α and ωc) can be 
found in Leidermark et al. [20]. 

4. Evaluation 

Based on the fact that the constitutive behaviour of the material 
drives the response of any loaded structure, and also the obtained fa
tigue life, only the scatter in constitutive parameters have been 
considered in this work. This is in line with that a variation in inelastic 
strain range, which typically is involved in driving the damage in a 
material and hence fatigue life, is directly coupled to the used inelastic 
constitutive parameters in a constitutive description. Hence, to evaluate 
the effect of the scatter in constitutive parameters of the constitutive 
model, a correction factor was defined for each constitutive parameter 
present in the adopted constitutive model. In this case, ten correction 
factors were defined in total, denoted by kα. The fatigue damage pa
rameters were not exposed to any scatter, and the values obtained in 
Leidermark et al. [20] were used for all simulations, as the effect of 
scatter was only to be evaluated with respect to the constitutive pa
rameters. To maintain a physical representation of the constitutive pa
rameters and the respective response in correlation to the generated 
correction factors, an SVD was performed to generate a basis for the 
factors. This was then fed into a Monte-Carlo analysis to evaluate the 
fatigue crack initiation lives over the entire spectrum of possible 
correction factors. 

4.1. Singular value decomposition 

The effect of variance in constitutive parameter values on predicted 
fatigue life may be explored through Monte-Carlo type analyses, 
wherein trial sets of constitutive parameters are generated by sampling 
from set of distributions before analyses are conducted. This process 
allows deviations from some baseline to be quantified. Sampling of 
constitutive parameters from said statistical distributions must be done 
with care however as it is almost certain that there will exist some level 
of correlation between constitutive parameter variations (i.e. constitu
tive parameter co-variance matrices will almost certainly not be diag
onal). It would be expected, for example, that the kinematic hardening 
parameters (c1,a1,c2, and a2) will show a high level of correlation as they 
relate to a single phenomenological behaviour. If constitutive parame
ters do not vary independently it is not permissible to sample from their 
respective distributions independently. In the present work, PCA is used 
to determine independent projections of the constitutive parameters 
such that sampling may be made conveniently. PCA looks to determine 
weighted linear functions of co-variant parameters (here the constitutive 
parameters) such that the projections on to these principal components 
are independent (i.e. co-variance matrices of the constitutive parameters 
projected into the principal component space are diagonal). It is 
important to note that, in order to describe all variance in the data, as 
many principal components as there are variables are required. PCA is 
often used as a method of order reduction, but this utilises the fact that 
some PCA components will account for less variance, i.e. it possesses a 
smaller corresponding singular value. In the present work all PCAs are 
used to make the transformation between original variables and the PCA 
projections more convenient. PCA assumes a linear mapping and 
structure to the data. This assumption is not explored in the present 
work, however future efforts (with larger data sets) may look to test this 
assumption by comparison PCA results to alternatives such as locally 
linear embedding. In practice, PCA may be readily conducted by noting 
the eigenstructure of SVD matrices. SVD can be summarised by the 
following equation 

X = USVT (14)  

wherein the (possibly non-square) matrix X is decomposed into the 
matrices U,S, and V. Note that, in the present work, X is the matrix of all 

observations of k
′

α (defined later in this section). Intuitively, the matrices 
U and V can be seen as rotations and S can be seen as at set of “scalings” 
applied after the application of the rotation defined by V. It can be 
shown that, for centred sets of variables, the rows of VT are the 
weightings required for PCA. The orthogonal matrix V therefore allows 
for the projection of the variables into the principal component space. 
This method has been applied in the present work, where in the interest 
of clarity, the constitutive parameters used in the present work are E 
(Young’s modulus), σY (yield limit), c1, a1, c2, and a2 (relating to kine
matic hardening), h and q (relating to isotropic hardening), and m and η 
(relating to inelastic flow). The only one excluded was the Poisson’s 
ratio, present in the elastic stiffness tensor, as only uniaxial tests were 
used in the parameter identification process and no measurements of 
contractions were available in the material database. Thus, no variation 
of this parameter could be physically defined. 

Typical constitutive parameter variations must be approximated 
before any kind of sampling can be made. Baseline values for the 
constitutive parameters used in the present work were determined by 
defining functions with temperature arguments. These functions 
describe how individual constitutive parameters vary with temperature 
and represent a nominal, or mean, material response. Variations in 
constitutive parameters are explored here by multiplying each param
eter by a corresponding correction factor, denoted by kα, where α cor
responds to the relevant constitutive parameter. Variations in 
constitutive parameters are determined by performing optimisation 
operations on kα values, such that modified constitutive parameters 
(baseline constitutive parameters multiplied by corresponding kα 
values) describe experimentally observed isothermal cyclic responses. A 
range of temperatures, load ranges, and load ratios were used in kα 
optimisation procedures. In the present work, 70 sets of kα values have 
been determined using this method, due to the amount of accessible 
experimental data. No correlation was observed between temperature/ 
loading rate/loading ration and kα here, suggesting that all kα data may 
be used to fit distributions and generated kα values (used in subsequent 
Monte-Carlo analysis) may be applied to all loading conditions and 
temperatures. In all optimisation procedures, initial conditions of unity 
were applied to all kα. Furthermore, the variables must be centred in 
order for SVD to be used for PCA. Hence, each kα was therefore 
decomposed in accordance with 

kα = k̂α + k
′

α (15)  

where k̂α is the mean of kα (across all observations) and k
′

α is an 
observation specific deviation from the mean. Note that kα and k̂α must 
be positive (in order to preserve the sign of the constitutive parameters 
to which they relate), whereas k

′

α can be either positive or negative. 
After centring variables, only distributions in k

′

α are relevant. In all cases 
in the present work, t-scale distributions were fitted to data in order to 
evaluate probability density functions (PDFs). PDFs may then be sum
med in order to generate CDFs. It is then a trivial matter to sample from 
the original distribution, based on an input variable (here denoted as ζ) 
in the closed interval of [0, 1] to interpolate a parameter value from the 
CDF, see Fig. 4 for a schematic representation of this sampling. The PDF 
of the t location-scale distribution can be expressed by 

p[x] =
Γ
[

ν+1
2

]

p
̅̅̅̅̅
νπ

√
Γ
[

ν
2

]

(

1 +
1
ν

(
x − μ

p

)2
)− ν+1

2

(16)  

where Γ[] is the gamma function, p is a scaling parameter, μ is a location 
parameter, and ν is a shape parameter. In the present work, PDFs and 
CDFs are determined using Mathworks statistical toolbox, implemented 
through Matlab [46]. For illustrative purposes, distributions of k

′

α are 
shown in Fig. 5. Note that, for the reasons outlined above, k

′

α values may 
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not be sampled directly from these. SVD has been conducted on the 
observation matrix of k

′

α in order to determine principal components 
(PC1-PC10) and distributions determined for each principal component 
projection, as shown in Fig. 6. From PDF functions CDFs may be 
determined, as shown in Fig. 7. When a set of kα values was to be 
generated, principal component values were first sampled from CDFs 
(by using the input variable ζ confined to the closed interval of [0,1] and 
interpolating the CDF). Principal components may then be project back 
into k

′

α space (using the inverse of V in Eq. (14)), with kα values deter
mined by adjusting k

′

α in line with Eq. (15). Note that the inversion of V 
is not usually expensive as its dimensions are small and equal to the 
number of variables considered, ten in this work. 

4.2. Monte-Carlo analysis 

A Monte-Carlo analysis with Latin Hypercube sampling based on a 
uniform distribution for the input variable ζ was performed in LS-OPT, 
version 5.1.1 [47]. The uniform distribution confined to the closed in
terval of [0, 1] was restricted to the interval of [0.1676,0.8691], due to 
that values outside this interval generated negative correction factors 
with the adopted CDF, which is not an option. One hundred FE- 
simulations were performed, each with a unique set of correction 

factors, with the implicit solver in LS-DYNA, version R7.0 [48]. The FE- 
model consisted of a cube containing one eight-noded brick element, 
with reduced integration, which was loaded with twelve subsequent 
flight representative load cycles. The flight representative load cycle is 
an out-of-phase strain-controlled TMF load cycle, containing different 
aspects of a flight cycle, such as take-off, climb, cruise and decent, and is 
schematically depicted in Fig. 8. The choice of load cycle is connected to 
what a relevant component in the hot section of the gas turbine will 
experience. With the combination of the hot gas and mechanical load the 
hottest part in a critical component will experience a so called “hot- 
spot”, mainly due to insufficient cooling capabilities, which is attributed 
by its higher temperature with respect to its surroundings. The “hot- 
spot” wants to expand but is restricted by the surroundings, which leads 
to large compressive stresses, hence out-of-phase TMF load conditions, 
see e.g. Moverare et al. [49]. Furthermore, the presented flight cycle was 
used in the experimental investigation of RR1000 by Messe et al. [50] 
and also in the previous characterisation and calibration work of the 
fatigue damage model by Leidermark et al. [20], where the fatigue 
endurance limit was coupled to this specific load cycle. However, in this 
study the applied strain range in all simulations was 0.9061%. The 
above presented user-defined material model with inclusion of the fa
tigue damage accumulation model was utilised to evaluate the 

Fig. 4. Schematic flowchart of the CDF sampling.  

Fig. 5. Statistical distributions (t location-scale fitted) of correction factor deviations (k
′

α). (PD: probability density).  
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stress–strain response as well as the fatigue crack initiation life. For 
comparative reasons an FE-analysis with all correction factors set to 
unity was also performed, with the same set-up otherwise, to obtain the 
fatigue crack initiation life for the baseline constitutive parameters. The 
work flow in the Monte-Carlo analysis can be observed in Fig. 9, where it 
can be seen that LS-OPT was used to generate the input to the SVD and 
gather the resulting fatigue crack initiation lives for comparisons. 
Furthermore, note that no experiments were performed to be compared 
to, only dry-simulations were done to see the effect of scatter in 

constitutive parameters on the fatigue crack initiation lives. Worth to 
mention, is that the elapsed computational time (CPU time) for each FE- 
simulation was approximately 24s and they were performed in sets of 32 
in the Monte-Carlo analysis, hence 32 + 32 + 32 + 4, on a Linux-based 
cluster equipped with four Intel® Xeon® CPU E5 − 2650 v2 @ 2.60GHz 
eight-core processors. One core was appointed per FE-analysis and the 
total time of completing the Monte-Carlo analysis took roughly 20 min. 

Fig. 6. Statistical distributions (t location-scale fitted) of principal component projections (PC1-PC10) of correction factor deviations (k
′

α). (PD: probability density).  

Fig. 7. CDF fits (based on t location-scale distributions) of principal component projections (PC1-PC10) of correction factor deviations (k
′

α). (CPD: cumulative 
probability density). 
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5. Results and discussion 

From the performed Monte-Carlo analysis, with the adopted material 
model and fatigue damage model, the obtained fatigue crack initiation 
lives in comparison to the input variables to the SVD (correction factors) 
can be seen in Fig. 10. It is to be noted that the predicted lives have been 
normalised with the crack initiation life obtained from the simulation 
using the baseline constitutive parameters, hence a normalised fatigue 
crack initiation life of unity in the figure corresponds to that of the 
baseline simulation. From this it can be observed that 42 set of correc
tion factors gave infinite fatigue lives, illustrated by a life of zero in the 
plot, as the endurance limit was never reached in the damage accumu
lation model or that no inelastic flow was present during tensile loading. 
It can also be visualised in the plot that the predicted fatigue crack 
initiation lives are localised and display a low scatter compared to the 
input scatter into the constitutive model, as in the interval of 0.348 <

ζ < 0.655 the baseline life is more or less obtained, where the square 
root error estimate is 0.2571. Furthermore, it can be seen in the figure 
that values larger than 0.655 of the input variable predict increasing 
lives, which are very high compared to baseline. These points are related 
to the fact that the correction factor for the yield limit is increasing, cf. 
Fig. 11, which generates responses with a more elastic dominant state, 
where damage is introduced later in the cyclic loading and eventually an 
elastic response (ζ > 0.753) during the tensile part of the hysteresis will 
be present. It can also be observed that for values lower than 0.348 zero 
(infinite) lives are obtained, and the reason for this is that at these levels 
the generated correction factor of the yield limit is decreasing with 
decreasing ζ, cf. Fig. 11, and thus viscoplasticity is introduced at lower 
and lower stress states and not enough memory stress is accumulated to 
overcome the endurance limit in Eq. (10), giving no fatigue damage 
accumulation. 

The number of cycles to a stable damage state is also represented in 
Fig. 10, where for non-run-outs the stable state is increasing with 
increasing input variable value, also showing the tendency of a more 
elastic dominant tensile response as damage is introduced later. For 
certain input variables (ζ > 0.655) the set of correction factors gener
ated damage, but the stable damage state with a difference of 5% was 
not reached. To accommodate for this, the mean value of the last three 
damage values, trailing back from the completed twelfth cycle, was 
defined to reach the stable state, even thou it did not. This is of course 
not an entirely correct approach, but with the retrospective that all 
previous values of the input variable generated stable damage states and 
that the memory surface at these levels did not evolve any further, it can 

Fig. 8. Schematic representation of the applied flight representative out-of- 
phase TMF load cycle. 

Fig. 9. Work flow of the Monte-Carlo analysis.  

Fig. 10. Normalised fatigue crack initiation lives and the number of cycles to the stable state versus the input variable.  
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be seen as a sufficiently good approach. No fatigue damage was gener
ated for the run-outs, indicating infinite lives, however, this was rep
resented by zero normalised fatigue crack initiation lives in Fig. 10 due 

to simplicity, and the corresponding stable state value was taken as the 
last (twelfth) cycle due to the above issue where the damage is intro
duced later and later in the cyclic loading. 

Fig. 11. Corrections factors versus the input variable.  

Fig. 12. The a) hysteresis loops and b) inelastic strain ranges at the stable damage state for all ζ values and the baseline constitutive parameters.  

D. Leidermark et al.                                                                                                                                                                                                                            



Computational Materials Science 198 (2021) 110690

11

Regarding the run-outs, the hysteresis loop of all conducted simu
lations were plotted in Fig. 12a) at the stable damage state. It can be 
observed that a more elastic state is received for increasing values of the 
input parameter. This is also visible in Fig. 12b), which displays 
decreasing inelastic strain range at the stable damage state with 
increasing input variable. Run-outs are received for ζ > 0.753, cf. 
Fig. 10, however at the twelfth loading cycle, which here have been 
deemed the last one in the extraction process, a fully elastic state is not 
received for all these loops. Nevertheless, this is due to that the stable 
damage state is obtained later and later, going towards a fully elastic 
state eventually, and responses in this interval is considered to be elastic 
in this context, i.e. not generating damage. 

Focusing attention on the fatigue crack initiation life behaviour in 
Fig. 13, indicating a positively skewed distribution function. Therefore, 
a suitable choice of distribution for Ni can be the log-normal, where the 
following PDF has be adopted in this work 

d[x] =
1

xσ
̅̅̅̅̅
2π

√ e−
(lnx− μ)2

2σ2 (17)  

where μ is the mean and σ is the standard deviation of the logarithmic 
values of entity x, here to be Ni. Hence, further enhancing the insight 
that the introduced scatter in constitutive parameters on the obtained 
fatigue crack initiation lives are low, as the distribution is located 
around the life of the baseline constitutive parameters. Note that only 
the simulations that predicted non-infinite lives have been accounted for 
in the distribution function. 

The fatigue damage parameters were kept to the initial values 
throughout the entire Monte-Carlo analysis, and this gives a specific 
touch to the problem. As can be seen in Fig. 10 infinite lives are pre
dicted for ζ < 0.348 based on the decreasing correction factor for the 
yield limit, cf. Fig. 11. This might be avoided if the endurance limit is 
also affected by the said correction factor, as the endurance limit is a 
product of the material’s yield limit. With this in mind, a second Monte- 
Carlo analysis was conducted with inclusion of the yield limit’s 
correction factor on the endurance limit in the fatigue damage accu
mulation model. The obtained results can be found in Fig. 14, where it is 
seen that for low values of the input variable, previous consisting of run- 
outs, now generate damage and reach a stable state after 3 − 5 cycles. 
Thus, generating fewer run-outs in total, 30 in this case, but as a 
consequence the error estimate using square root over the larger interval 
of 0.168 < ζ < 0.584 increases to 0.4517 with respect to baseline. In 
addition, it can also be seen that in the interval of 0.585 < ζ < 0.684 

infinite lives are obtained, but still there is a tendency of a continuous 
curve connecting the non-run-outs. The reason for this is that the stress 
state does not have the capacity to exceed 

̅̅̅̅̅̅̅̅
2/3

√
σmem, cf. Eq. (8), as the 

memory stress is initially set equal to the endurance limit which in turn 
increases in this interval due to the correction factor. This leads to that 
no evolution of the memory stress occurs, cf. Eq. (9), and hence no 
damage accumulation, see Eq. (10). The fitting parameter α could also 
be exposed to the scatter, but this was not considered in this work as it is 
a fitting parameter with direct correlation to experimental observations. 

With respect to the obtained error estimate in the two above cases, 
which only visualised the error with respect to baseline life, a better 
measure for quantifying the estimates of the ‘scatter out’ in terms of the 
predicted crack initiation lives due to the ‘scatter in’, based on the 
constitutive parameters, was done for the above respective intervals of 
the input variable. Based on this, the coefficient of variation was 
determined for both of these cases, and compared to the respective value 
of the input variable intervals, by the following 

cv =
σ
μ (18)  

where the mean μ and the standard deviation σ of the input variable and 
the predicted crack initiation life, respectively, were used. The estimates 
are gathered for comparison in Table 1, where it can be seen that the 
second case, using kσY also on the endurance limit, gave a smaller scatter 
compared to the first case with respect to the ‘scatter in’ of the consti
tutive parameters. Showing the opposite trend compared to the previous 
square root error estimate in correlation to the baseline life. Further
more, it is to be pointed out that different intervals of the input variable 
are present in the first and the second case. 

In both Figs. 10 and 14, run-outs are predicted for values higher than 
0.753 of the input variable. This can be explained by the fact that kh is 
increasing, increasing the rate of softening, when at the same time kq is 
decreasing below unity, cf. Fig. 11. Thus, increasing the total response 
(hardening is obtained) of the isotropic hardening term, yielding an 
increase of the elastic regime. Furthermore, at the same level kc1 is 
abruptly increasing in comparison to other hardening correction factors, 
which also adds to the effect of increasing the elastic regime. As a result 
of this, the damage accumulation is introduced later and later in the 
cyclic loading as the memory surface is reached later, and eventually a 
fully elastic state is present at tensile loadings for the given number of 
performed load cycles in the FE-analysis. 

Only the tensile part of the flight representative loading cycle 

Fig. 13. Normalised histogram of the fatigue crack initiation life with a log-normal probability distribution.  
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contribute to the damage accumulation by using the adopted inelastic 
strain energy measure in Eq. (11), which can be reasonable from a 
micro-crack closure perspective. However, as the main loading in the 
applied load cycle is located in compression, it is also likely that damage 
will be accumulated for compressive loadings, cf. Fig. 12. A reason for 
including both tensile and compressive loadings is that in a general 
loading application, in which e.g. a pure compressive load case might be 
present, will also accumulate damage under corresponding conditions 
and initiate a fatigue crack. 

In this work, only TMF loadings were considered, and for certain set 
of correction factors (ζ > 0.753) only elastic states, or nearly elastic 
states, were obtained. To also accommodate for purely elastic load 
conditions, hence prevailing high-cycle fatigue conditions, the high- 
cycle fatigue life can be combined with the TMF life to generate a 
complete fatigue life response accounting for any type of loading situ
ation. Thus, inclusion of a high-cycle fatigue term might be necessary to 
be incorporated into the already defined framework of the fatigue 
damage accumulation model to further increase the accuracy of the fa
tigue assessment. Furthermore, for these simulations, and those in the 
vicinity with a slightly lower input parameter value, the generated fa
tigue lives are a factor > 10 to the baseline life, cf. Fig. 10 and 14. 
Implying that there is no point in run the analysis longer than the twelve 
loading cycle applied, as a factor of 10 times nominal TMF lives are not 
to be considered as TMF load conditions. Nominal TMF lives for these 
applications and load levels are in the region of 1000 − 10000 cycles, cf. 
[43,44]. 

The adopted constitutive model can sufficiently describe the material 
response under the applied flight representative load cycle, except for 
one thing, the dwell-time, cf. the baseline hysteresis loop at the stable 
damage state in Fig. 12 with the utilised flight relevant load cycle in 
Fig. 8. As the model is based on the Perzyna viscoplastic approach, 

which means that creep or inelastic flow only takes place when f > 0. 
Hence, the dwell-time period is located at relative low loads, which 
insinuates that no inelastic flow will be present at this period, and hence 
no creep deformation will occur. This is a drawback of the adopted 
model, and need to be handled for a better correlation to experimental 
observations. However, no experiments have here been compared to as 
the only interest lies in evaluating the scatter in constitutive parameters 
with respect to obtained fatigue crack initiation lives. Furthermore, as 
the loading is of an out-of-phase-TMF cycle, the evolution of the elastic 
stiffness is a function of temperature and consequently the trial stress in 
the predictor–corrector step of the stress update routine will also depend 
on the change in elastic stiffness with respect to temperature, cf. Ahmed 
and Hassan [51], accordingly to 

σ̇ij = Ce
ijkl ε̇

e
kl + Ċ

e
ijklεe

kl (19) 

Due to cyclic loadings a synthetic ratcheting effect can be present in 
the constitutive model if this is not included depending on the type of 
hardening description that is adopted. In the case of an Armstrong- 
Frederick kinematic hardening description, which has been adopted in 
this work, the ratcheting phenomenon is overestimated and inherent to 
the model itself, and thus the synthetic ratcheting effect that would be 
present due to the temperature dependence in the predictor step is over- 
taken by the Armstrong-Frederick term. Implying that there is no need to 
include the temperature dependence in the predictor step, i.e. the latter 
part of Eq. (19). 

6. Conclusions 

In this paper the effect of scatter in constitutive parameters for the 
aerospace turbine rotor superalloy RR1000 on the TMF crack initiation 
life was evaluated by Monte-Carlo analysis and singular value decom
position, utilising a flight representative load cycle. It could be 
concluded that a small ‘scatter in’ on the constitutive parameters gen
erates a very localised ‘scatter out’ effect on the fatigue crack initiation 
lives for the first case, when only considering correction factors (scatter) 
on the constitutive parameters. In addition, an obtained log-normal 
probability distribution of the predicted crack initiation lives showed 
a very high probability to obtain lives close to the baseline (mean) 
response. An even lower ‘scatter out’ effect could be seen in the second 
case, when the yield limit’s correction factor was also applied to the 
endurance limit in the fatigue damage model, fewer run-outs were also 
obtained. The use of singular value decomposition to investigate 

Fig. 14. Normalised fatigue crack initiation lives and the number of cycles to the stable state versus the input variable for the Monte-Carlo analysis with correction 
factor on the endurance limit. 

Table 1 
Statistical estimates of the two cases.   

First case Second case  

Ni  ζ  Ni  ζ  

μ  0.8518  0.5003  0.6663  0.3775  
σ  0.2125  0.09183  0.07184  0.1225  
cv  0.2494  0.1835  0.1078  0.3246  

Error estimate 0.2571  – 0.4517  –  
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principal bases in constitutive parameter space has been proven to work 
well in defining physical representations of the constitutive parameters 
in conjunction with applied correction factors, for the number of pa
rameters used in this study. As this study shows that a small ‘scatter out’ 
effect in the generated TMF lives are obtained, it also indicates that it 
can be used to assess the validity of the predicted fatigue lives based on 
inclusion of further constitutive parameter setups (future testing cam
paigns). A keypoint of high relevance for the gas turbine industry, since 
gathered material responses from previous and future testing campaigns 
can be incorporated with ease in this simple and industrially affordable 
concept to estimate and evaluate the fatigue life based on scatter in 
constitutive parameters (experimental data). 
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