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ABSTRACT  13 

During the hydraulic fracturing process in unconventional shale gas reservoirs, chemical 14 

interactions between the hydraulic fracturing fluid (HFF) and the shale rock could result in mineral 15 

precipitation and dissolution reactions, potentially influencing the gas transport by dissolving or 16 

clogging the fractures. The pore-scale distribution of the minerals, especially the highly reactive 17 

ones such as calcite, in the shale matrix can impact the structural evolution of the shale rocks. In 18 

the present study, a pore-scale reactive transport model is built to investigate the impact of the 19 

pore-scale distribution of calcite on the structural alteration of the shales. The alteration of the 20 

shales is caused by the barite precipitation, and the dissolution of calcite and pyrite. The simulation 21 

results show that the calcite dissolution leads to a permeability enhancement. The permeability 22 

enhancement for the shales with coarser calcite grains is more pronounced than that for the shales 23 

with finer grains of calcite. The results also indicate that the extent of the permeability 24 

enhancement is even more noticeable if the HFF is injected with a higher velocity. The fluid 25 

chemistry analysis indicates that the fluid pH for the shale with the fine grains of calcite is higher 26 

than that of the shale with the coarse calcite grains and that the injection of the HFF with a higher 27 

flowrate leads to the lower pH values. The calcite dissolution observed in the simulations mainly 28 

occurs near the inlet. For the shale with the finer calcite grains, barite precipitation also occurs 29 

mostly close to the inlet but for the shale with coarser calcite grains, barite precipitation extends 30 

more into the domain. This penetration depth increases when the HFF is injected with a higher 31 

velocity. In addition to the effect of the calcite distribution, we also used the pore-scale model to 32 

study the effect of the calcite content on the structural evolution of the shales. The results from 33 

these simulations showed that a higher calcite content can result in higher pH values, higher 34 

permeabilities, and also more barite precipitation in the domain.     35 
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1. INTRODUCTION 38 

Natural gas is viewed as a reliable energy resource because it has high energy content and also 39 

emits less greenhouse gases such as CO2 compared to the other fossil fuels1. In the US, a 40 

considerable amount of the increase in the natural gas production has been attributed to the 41 

production of gas from shale gas reservoirs2. Some of the formations in Europe, such as Posidonia, 42 

Alum, and Bowland–Hodder formations, are also believed to have economic potential for 43 

hydrocarbon production3-5.  44 

Because of their low permeability, shale gas reservoirs have to be stimulated by hydraulic 45 

fracturing so that the gas entrapped in the tight rocks can flow through the pathways generated 46 

during the fracturing process. The fractures in the rock are created by the injection of a fracturing 47 

fluid under high pressure. Once injected into the shale reservoir, hydraulic fracturing fluid (HFF) 48 

reacts with shale rock where, depending on the rock mineralogy and the different chemical 49 

components in the fracturing fluid, various chemical reactions might occur in the shale fractures 50 

and matrices during the fracturing process6-12. These geochemical reactions can change the 51 

transport properties of shales, affecting the gas production from shale gas reservoirs6, 8, 9, 12-17. For 52 

example, cases have been documented where the production rate decreased significantly within a 53 

short time after initial gas recovery from shale gas reservoirs, suggested to be caused by the 54 

precipitation of minerals in the fractures and the matrix of fractured shale reservoirs7, 18. The 55 

chemical reactions between HFF and shales can also influence the chemical composition of the 56 

produced water after the fracturing process13, 14. Therefore, understanding the chemical reactions 57 

between HFF and shales can help better predict the gas productivity and environmental impacts 58 

during hydraulic fracturing processes15.  59 

Various studies have investigated the effects of the HFF-shale chemical interactions on the 60 

hydrodynamic properties of shale rocks (such as porosity and permeability)7, 8, 19-24 and on the 61 

flowback water chemistry15, 17, 25-32. Some of these studies have experimentally and numerically 62 

assessed the impact of HFF-shale chemical interactions on the alteration of the fracture-matrix 63 

interfaces at the pore-scale (𝜇𝑚-scale)21, 22, 24. Although formation of this altered layer is a pore-64 

scale feature, it can have large-scale impacts on hydrocarbon recovery because the thickness of 65 

this altered zone can influence the transport (advection and diffusion) of hydrocarbons from 66 

matrices to fractures in shale formations22. A pore-scale parameter that control the structure of this 67 

altered zone (or the reacted shale in general) is the pore-scale distribution of the matrix-forming 68 

minerals, especially the highly reactive phases such as calcite. To our knowledge, there have not 69 

been studies systematically evaluating the impact of the pore-scale mineral distribution on the 70 

alteration of shale morphology during the HFF-shale chemical interactions. To fill this gap, we 71 

build a pore-scale reactive model to simulate the alteration of the shale morphology while reacting 72 

with the HFF. We choose pore-scale models because these models can resolve the pore-scale 73 

features such as mineral pore-scale distributions. The main focus of this study is to evaluate the 74 

effect of the pore-scale mineral distribution of calcite on the alteration of the shale morphology 75 

when the shale rock is exposed to an acidic HFF, which leads to the calcite dissolution. In addition 76 

to the effect of the pore-scale mineral distribution of calcite, we also use the built model to 77 

investigate the impact of the calcite content on the chemical alteration of the shale rocks at the 78 

pore-scale. Moreover, since the scale precipitation is another common mineral reaction during 79 

HFF-shale interactions, we also include the barite precipitation reaction (a common scale reaction 80 

in various fields33-37 including hydraulic fracturing) in the simulations and will investigate how 81 

different calcite mineral distributions can impact the location of barite precipitates. We perform 82 

these simulations under different transport (flow velocity) conditions. The details of the model 83 

setup is discussed in the following section.  84 
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 85 

2. METHODS 86 

2.1. Pore-scale Lattice Boltzmann-based reactive transport model 87 

The simulator used in this study to perform the reactive transport simulations is based on the 88 

Lattice Boltzmann (LB) method, which solves the Navier-Stokes and advection-diffusion-reaction 89 

equations.  The chemical reaction calculations are performed by PHREEQC38, which has been 90 

coupled with the transport solver. The governing equations of the LB method and the details of 91 

the model implementation are given in SI. 92 

2.2. Shale geometries 93 

The pore-scale reactive transport simulations are performed for the 2D and 3D shale geometries 94 

(Figures S1-S7). For the 2D shale geometries, two shale samples with the same calcite content but 95 

different calcite spatial distribution patterns are generated. These two spatial distributions for 96 

calcite are controlled by the two-point correlation function. Two-point correlation is a measure 97 

that shows the amount of spatial independence of a single variable at two different points of the 98 

studied domain39. In other words, this function describes that what is the probability of two 99 

different points to have the same value if there is a specific amount of distance between them39, 40. 100 

When the distance between the two selected points approaches to zero, the probability of them 101 

having the same value is at its maximum, while when there is a noticeable gap between the two 102 

selected points, their values become almost independent from each other39, 40. The domain size of 103 

the generated shale geometries is 125µm×125µm with resolution equal to 0.5 µm. To study the 104 

effect of the calcite content on the alteration of the shale rocks, one more 2D shale structure with 105 

the higher calcite content is also generated. In order to generate the reasonable realizations of the 106 

organic-rich shale deposits, we have used some image processing steps that are described as 107 

follow. Two Gaussian random files with different standard deviations are interpolated and 108 

thresholded to mimic the solid texture of the calcite and silicate minerals41. Then, using the 109 

watershed segmentation, we have separated the connected elements of calcite and silicate to give 110 

them a more grain-like shape42. Afterwards, parts of the remaining void space is filled with the 111 

clay flakes by thresholding a distance map and adding some levels of noise to imitate a texture of 112 

the packed flakes. The remaining void space is assumed to be filled with the porous organic matter, 113 

which is called kerogen. Then, some parts of the whole structure is randomly snipped to be 114 

embedded by the pyrite framboids as they technically form after the initial deposition of the shale 115 

layers42. Finally, while knowing the physically stronger parts of the shale structure that are 116 

composed of the pure solid minerals, calcite, silicate, and pyrite, we perform a heuristic fracturing 117 

simulation in the three directions: horizontal, 45° and 135°. Same procedure were used to generate 118 

a 3D shale realization with domain size 125µm×125µm×15µm.  The details of the fracturing 119 

technique are described in the work performed by Rabbani et al.43. 120 

 3. Simulation setup 121 

The reactions considered in the simulations are the calcite and pyrite dissolution and the barite 122 

precipitation. These are some of the commonly observed reactions taking place during the HFF-123 

shale interactions8, 21, 22, 24. Simulations are performed for the shales with coarse and fine calcite 124 

fragments, designated as CCS and FCS, respectively. To assess the alteration of the shale sample 125 

when the calcite content is higher, we simulate a case with the higher calcite in the shale matrix, 126 

designated as HCS. For the case of the CCS, we also run a simulation with the higher fluid flowrate 127 

to evaluate the effect of transport conditions (more advective transport) on the evolution of shale 128 
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structure.  Calcite contents for the CCS and FCS are the same and equal to ~30%, while the calcite 129 

content for HCS is ~63%. The average velocities in the domain for the CCS, FCS, and HCS are 130 

6.66×10-7 [m.s-1], 8.08×10-7 [m.s-1], and 8.01×10-7 [m.s-1], respectively. The average velocity of 131 

the simulations for CCS with higher injection velocity is 6.66×10-5 [m.s-1]. We model the flow of 132 

an acidic solution, with pH=2, through the fractured shale geometries. The injected fluid is 133 

supersaturated with respect to barite, with SI of 1.3. Therefore, the main source of barium and 134 

sulfate for the barite precipitation is derived from the injected solution and not from the host rock. 135 

The HFF can have high concentration of barium and sulfate if produced waters are diluted and 136 

used as the HFF8. The injected HFF composition is given in Table S1. Preliminary simulations 137 

showed that the reaction rate of the minerals such as silicate and clay are much slower than calcite 138 

during the simulation time scale. Therefore, in the simulations, we treated silicate, clay, and 139 

kerogen as non-reactive phases and only calcite, pyrite, and barite were considered as the reactive 140 

minerals.  141 

The reaction rates of calcite, pyrite, and barite reactions are calculated based on the following 142 

equations44-46: 143 

Rcalcite[mol.m
−2. s] = (10−0.3aH+ + 10−5.81 + 10−3.48aH2𝐶𝑂3

∗)(1 − Ωcalcite)                               (1) 144 

Rpyrite[mol.m
−2. s] = (10−8.19aH+

−0.11aO2
0.5)(1 − Ωpyrite)                 (2) 145 

Rbarite[mol.m
−2. s] = (10−6.9aH+

0.22 + 10−7.9)(1 − Ωbarite)             (3) 146 

where Rm is the reaction rate of mineral m, ai is the activity of the species i, and Ωm is the 147 

saturation ratio of the mineral m. To calculate the amount of the minerals in [mol], the Rm should 148 

be multiplied by the timestep and also the reactive area of the minerals. In the LB method used in 149 

this study, the reactive area is computed based on the number of the faces of a solid grid cell which 150 

is  in contact with fluid.   151 

The fluid composition at the inlet is kept constant during the simulations and it is assumed that the 152 

initial fluid composition is the same as the inlet. When solving the mass transfer equation, the no-153 

flow boundary conditions are utilized at the top and the bottom of the domain whereas the zero 154 

diffusive-flux boundary condition is applied at the domain outlet. The diffusion coefficient of the 155 

chemical species is taken to be the same and equal to 10-9 [m2.s-1]. The fluid flow is driven by 156 

applying a constant pressure gradient across the domain. The value of the dynamic viscosity used 157 

for the fluid is 10-6 [m2.s-1]. 158 

We look at the different properties of the system such as the fluid chemistry, the mineral 159 

distributions, and the porosity-permeability relation in order to evaluate the impacts of the calcite 160 

spatial distribution, the calcite content, and the injection flowrate on the structural evolution of the 161 

shale samples.  162 

4. RESULTS AND DISCUSSION 163 

4.1. 2D simulations 164 

4.1.1. Effect of calcite spatial distribution and flow velocity 165 

In our simulations, we focused only on the pore-scale spatial distribution of calcite because it is 166 

highly reactive under acidic conditions and its reaction rate is faster than other minerals. Different 167 

calcite spatial distribution in shale matrices can therefore lead to the different patterns of the 168 

microstructural changes in shales. In what follows, we investigate what effluent chemistry, 169 

porosity-permeability relations, and mineral distributions look like when the HFF is injected into 170 

the CCS and FCS.  Moreover, we also assess how a higher flow velocity influences the fluid 171 
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chemistry, porosity-permeability relations, and mineral profile during HFF-shale interactions. To 172 

this end, we run another simulation for the CCS where the initial average velocity in the domain 173 

is 6.66×10-5 [m.s-1].  174 

Fluid chemistry. Figure 1 shows the temporal evolution of the probability distribution function 175 

(PDF) of the pH for the CCS and FCS. Initially at t=0.02[s], the PDFs indicate a peak at low pH 176 

values, which reveals that most of the regions in the domain have low pH. Over time, the low pH 177 

solution reacts with calcite and this causes the pH to rise (Ca2+ level also increases as result of the 178 

calcite dissolution; See Figure S8). The increase in the pH is evident from Figure 1, at t=0.05[s] 179 

and 0.2[s], where it demonstrates that the peaks at the low pH values are attenuated and a broader 180 

range for the pH can be observed. This increase in the pH, which is because of the calcite 181 

dissolution, is similar to what was observed during the HFF-shale reactions in the previous 182 

experiments8. After t=2.0[s], the PDFs in Figure 1 show a peak at higher pH values, indicating that 183 

most part of the domain have now pH values greater than 5. This peak moves towards the higher 184 

pH values as simulations proceed further. During the later times of the simulation, in addition to 185 

the large peak at the higher pH, a small peak at the lower pH starts growing, which represents the 186 

regions near the inlet where the low pH HFF, with pH=2, is injected into the domain.   187 

Figure 1 also demonstrates that generally the peaks at the higher pH values for the FCS are larger 188 

than that of the CCS. The difference between these peaks becomes smaller as the simulation time 189 

approaches t=76[s]. One reason for this difference is that the reactive surface area of calcite in 190 

contact with the HFF for the FCS is larger than calcite reactive surface area for the CCS. This can 191 

be observed in Figure 2 where it indicates that the total surface area of calcite for the FCS is larger 192 

than the calcite reactive area for the CCS.  193 

As can be observed in Figure 1, after t=20.0[s], the change in the pH for the CCS and FCS is not 194 

significant. This is because the calcite saturation index, 𝑆𝐼𝑐𝑙𝑐𝑖𝑡𝑒, in the domain is approaching zero 195 

over time (see Figure S9), implying that the solution is becoming saturated with respect to calcite, 196 

thus slowing down the calcite dissolution rate and the pH change. This is consistent with the results 197 

from prior experiments reporting that the 𝑆𝐼𝑐𝑙𝑐𝑖𝑡𝑒 approaches zero8. For the CCS with higher 198 

velocity, however, a different trend can be observed. As Figure 1 presents, after t=20.0[s], the 199 

number of regions in the domain, having a low pH, increases and a peak at the low pH appears in 200 

Figure 1 at t=76.0[s]. Figure S9 also reveals that the 𝑆𝐼𝑐𝑙𝑐𝑖𝑡𝑒 for the case of the CCS with higher 201 

velocity is still well below zero for different parts of the domain. This lower pH and lower 𝑆𝐼𝑐𝑙𝑐𝑖𝑡𝑒 202 

results from the higher velocity of the flow, which reduces the residence time of the HFF in the 203 

domain and the low HFF at the inlet flows deeper into the domain and lowers the pH.  204 

In addition to calcite, pyrite also dissolves, releasing more 𝐹𝑒2+ into the solution (See Figure S10). 205 

The amount of 𝐹𝑒2+ produced for the FCS is generally higher than that for the CCS. This could 206 

be explained by the difference in the pH for these two cases. As observed in Figure 1, the pH for 207 

the FCS is generally higher than the CCS, which according to the pyrite reaction rate equation 208 

(Equation 2), causes higher dissolution rate for pyrite and hence higher 𝐹𝑒2+concentrations for the 209 

FCS. For the CCS with higher velocity, the 𝐹𝑒2+ concentration is generally lower than the FCS 210 

and CCS, especially at the later simulation times. This is because the inlet solution, which is 211 

lacking any 𝐹𝑒2+, flows faster into the domain and flushes out the produced 𝐹𝑒2+ and it decreases 212 

the 𝐹𝑒2+ concentration.        213 

       214 
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Figure 1. The temporal evolution of the probability distribution function (PDF) of the pH for the CCS (the shale with coarse 

calcite grains), FCS (the shale with fine calcite grains), and CCS with higher velocity. Over time, the pH in the domain increases 

because of the calcite dissolution. The number of regions having higher pH values are larger for the FCS compared to other 

cases. The case of the CCS with higher velocity generally shows lower pH values which is due to the short residence time of the 

HFF in the domain. 
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Mineral reaction patterns. As Figures 3 shows, most of the calcite dissolution in the shales occurs 264 

close to the inlet, where the pH is the lowest, and most of the calcite (grey color in Figure 3) in the 265 

other parts of the domain remain unaltered. This dissolution pattern is similar to the face 266 

dissolution patterns, which usually happen at the low Peclet numbers47. For the case of the CCS 267 

with higher velocity, greater calcite dissolution along the flow direction can be observed. As 268 

presented in Figure 3, Contrary to calcite, pyrite does not show any geometry evolution. Pyrite 269 

does react with the HFF, as the Fe2+ concentration confirms this (Figure S10), but the complete 270 

dissolution of the pyrite grains is not detectable during the timescale of the simulations. The slow 271 

reaction rate of pyrite is due to the lack of high concentrations of dissolved O2 in the influent.  272 

The injected acidic solution is supersaturated with respect to barite. Barite therefore precipitates 273 

on the surfaces of the minerals present in the shales. In this study, we simulate the barite nucleation 274 

by assigning initial seeds or nuclei to all the substrates where these nuclei initiate the barite growth. 275 

The heterogeneous nucleation of barite therefore occurs on all the substrates once the 276 

supersaturated solution is in contact with a mineral substrate. Figure 3 also presents the distribution 277 

of the precipitated barite in the system for the FCS and CCS. As the simulation proceeds, more 278 

barite precipitate in the areas close to the inlet because of the access to the solution that is more 279 

supersaturated with respect to barite. It is evident that, for the FCS, barite has mostly precipitated 280 

near the inlet whereas for the CCS, the barite precipitation front has penetrated into the domain, 281 

which is because of the calcite dissolution. The depth of penetration is even more when the 282 

supersaturated solution is injected at a higher velocity. This pattern is qualitatively similar to the 283 

barite precipitation patterns observed in previous studies22 where they have shown that for the 284 

calcite-rich Eagle ford shale samples, the barite precipitation front has extended into the shale 285 

matrix in contrast to the low calcite content Marcellus shale where the barite precipitation front is 286 

mainly limited at the HFF-matrix interface. It should be pointed out that in our study, we observe 287 

more barite precipitation into the domain for the CCS shale because calcite dissolves and it 288 

provides a new porosity. The supersaturated solution can therefore penetrate more into the domain 289 

Figure 2. the temporal changes of the total reactive surface 

area of the calcite grains, in contact with the HFF, for the 

CCS and FCS. 
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and thus barite can precipitate further down the domain. In the prior studies24, however, the greater 290 

amount of barite precipitation into the shale matrix, observed for the calcite-rich shale, has been 291 

attributed to the effect of the higher pH on the deprotonation of HSO4
-. It is reported that HSO4

- is 292 

deprotonated at the near-neutral conditions, thus increasing the SO4
2- concentration, which leads 293 

to a higher rate for the barite precipitation22.        294 
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 295 

 296 

Figure 3. The amount of barite precipitated at 0.02[s] (left column) and 76[s] (right column) for the CCS (first row), the FCS 

(middle row), and the CCS with higher velocity (last row). In the plots, Grey colour denotes calcite, black colour denotes non-

reactive minerals, and white colour denotes pyrite. Over time, few calcite surfaces near the inlet dissolve. While pyrite reacts with 

the HFF, its geometry evolution is not visible during the simulation time scale. As shown, little barite precipitation occurs near the 

inlet where the influent solution is more supersaturated with respect to barite. For the CCS, barite precipitation extends further into 

the domain and increasing the velocity increases this penetration depth.   
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Porosity-permeability relationship. The calcite dissolution and the barite precipitation change 297 

the porosity and the permeability of the shale samples. Figure 4 represents the normalized 298 

permeability (permeability/initial permeability) and porosity (porosity/initial porosity) versus time 299 

and also the normalized permeability versus the normalized porosity for the CCS, FCS, and CCS 300 

with higher velocity. The permeability values for the shales were calculated by using the velocity 301 

profile. As evident from Figure 4, the permeability and the porosity of the shales increase over 302 

time. Overall, the permeability values for the CCS are higher than that for the FCS. For the CCS, 303 

the dissolution of calcite grains plays a more important role in increasing the permeability since 304 

the calcite grains are coarser and their dissolution leads to higher porosities and permeabilities, 305 

whereas for the FCS, the grains are generally finer and their dissolution does not change the 306 

permeability as much as the dissolution of the coarser grains. As observed in Figure 3, increasing 307 

the flow velocity leads to greater dissolution of calcite grains along the flow direction and this 308 

translates into higher permeabilities for the case of the CCS with higher velocity. 309 

As simulations proceed, the solution inside the domain tends to become saturated with respect to 310 

calcite, meaning that the calcite dissolution rate decreases. This also slows down the rate of the 311 

permeability enhancement, which is clearly shown in Figure 4 at the later simulation times. This 312 

observation is not completely valid for the CCS with higher velocity because, as Figure S9 shows, 313 

the solution in the domain is still undersaturated with respect to calcite and has the capacity to 314 

dissolve more calcite and increases the permeability further.     315 

It should be mentioned that during the simulations, although barite is precipitating, it has not yet 316 

contributed to the porosity and permeability of the shales as none of the simulation grid cells, in 317 

which barite is precipitating, has been completely filled with barite so that the cell can be 318 

considered as a solid grid cell. The current model can indeed account for simultaneous dissolution 319 

and precipitation to occur. This means that we could then expect to see a more dynamic porosity-320 

permeability relationship due to coexistence of the calcite dissolution and the barite precipitation. 321 

To be able to see this dynamic porosity-permeability relationship, the simulations would need to 322 

be run for longer times, which will be the focus of our future endeavor.  323 

4.1.2. Effect of calcite content 324 

Previous experimental studies have shown that the different calcite contents in shale matrices can 325 

lead to different microstructural changes in shales21, 22. This section will therefore deploy the built 326 

reactive transport model to assess how a different calcite content influences the alteration of the 327 

shale rock. To this end, we compare the results (fluid chemistry, porosity-permeability relations, 328 

and mineral profiles) from the CCS simulations with the ones from the HCS (having higher calcite 329 

content) simulations.       330 

Fluid chemistry. A higher calcite content in the shale matrix will generally results in higher pH 331 

values as demonstrated in Figure 5. At the early times during the simulation, the pH in the domain 332 

is between 2 and 3. During the later times, most parts of the domain exhibit pH values greater than 333 

5.5. As can be observed in Figure 5, at any given time, the HCS shows higher pH values, which is 334 

clearly because of its higher calcite content. For the HCS, this higher calcite content also causes 335 

the solution to have a higher 𝑆𝐼𝑐𝑎𝑙𝑐𝑖𝑡𝑒 (see Figure S11) due to the greater buffering capacity. The 336 

higher pH, produced in the case of the HCS, also causes greater Fe2+ to be released into the 337 

solution, which is reflected as higher peaks of Fe2+ in Figure S12.   338 

 339 
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Figure 4. The plots of the Normalized permeability versus time, normalized porosity versus time, and the 

normalized permeability versus normalized porosity for the CCS, FCS, and CCS with higher velocity. As shown, 

the permeability values of the CCS are higher than the FCS, which is clearly because of greater extent of the calcite 

dissolution occurred for the CCS. Increasing the velocity leads to the higher permeabilities because greater calcite 

dissolution takes place when velocity is higher and the residence time of the HFF is shorter in the domain. 
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 372 

Figure 5. The temporal evolution of the probability distribution function (PDF) of the pH for the CCS (the shale with 

coarse calcite grains) and the HCS (the shale with higher calcite content). Over time, the pH in the domain increases 

because of the calcite dissolution. Since the HCS has higher calcite content, it generally exhibits higher pH values.  
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Mineral reaction patterns. Figure 6 reveals that most of the calcite dissolution occurs near the 373 

inlet where the pH of HFF is low. In both the CCS and HCS, the location of the calcite dissolution 374 

front is almost the same. This is also valid for the barite precipitation front; in both cases the 375 

penetration depth of the barite precipitation is the same. However, as simulations proceed, both 376 

the location of the calcite dissolution and barite precipitation fronts for the HCS will extend further 377 

because there are more calcite grains that can dissolve and consequently their dissolution allow 378 

the barite precipitation to move towards the outlet. 379 

Another feature observed when barite precipitates is that the amount of barite precipitated on the 380 

non-reactive minerals is higher compared to the amount of barite precipitated on calcite (see the 381 

area surrounded by the red circle in Figure S13 for a comparison of the amount of barite 382 

precipitated on calcite and the non-reactive minerals). This is because the solution near the non-383 

reactive minerals have a lower pH whereas the solution close to calcite has a higher pH caused by 384 

the calcite dissolution. The barite rate expression, used in this study, has an inverse relation with 385 

the pH meaning that when the pH is lower, the barite precipitation rate will be higher. This is also 386 

consistent with the previous studies showing that the barite precipitation rate is high at acidic 387 

conditions48. 388 

Figure 6 also shows no significant pyrite dissolution as its dissolution rate is very slow considering 389 

the limited amount of dissolved oxygen in the influent.     390 

Porosity-permeability relationship. Figure 7 presents the results of the evolution of the 391 

normalized permeability and normalized porosity for the CCS and HCS. At any given time, the 392 

normalized permeability and normalized porosity for the HCS are higher than that for the CCS 393 

because the HCS have a higher calcite content which leads to greater calcite dissolution and 394 

consequently to higher porosity and permeability values. As evident from Figure 7, the normalized 395 

porosity and normalized permeability initially experience a rather sharp increase but later the rate 396 

of change in 𝐾𝑁 and ∅𝑁 slows down which is due to the reduction in calcite dissolution rate. This 397 

reduction is less pronounced for the HCS because there are more calcite grains near the inlet and 398 

they can react with the acidic solution to create more porosity, which can also increase the 399 

permeability. The 𝐾𝑁 vs ∅𝑁 plot in Figure 7 indicates that for a given ∅𝑁, the CCS exhibits a 400 

higher 𝐾𝑁 than the HCS. This is because the time it takes for the CCS to reach to a certain ∅𝑁 is 401 

longer than that for the HCS. The HCS has a higher calcite content and it can therefore reach to 402 

that certain ∅𝑁 by dissolving the greater amount of calcite within a shorter period of time. During 403 

this shorter time period, the 𝐾𝑁 for the HCS still has not increased as much as that for the CCS.       404 
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Figure 6. The amount of barite precipitated at 0.02[s] (left column) and 76[s] (right column) for the CCS (first row) and the HCS 

(middle row). In the plots, Grey colour denotes calcite, black colour denotes non-reactive minerals, and white colour denotes pyrite. 

Over time, few calcite surfaces near the inlet dissolve. While pyrite reacts with the HFF, its geometry evolution is not visible during 

the simulation time scale. As shown, little barite precipitation occurs near the inlet where the influent solution is more supersaturated 

with respect to barite. For the HCS, the extent of barite precipitation is more than the CCS. 
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Figure 7. The plots of the Normalized permeability versus time, normalized porosity versus time, and the normalized 

permeability versus normalized porosity for the CCS and HCS. As shown, the permeability values of the HCS are higher 

than the CCS at any given time, which is clearly because of greater extent of the calcite dissolution occurred for the HCS. 

In the normalized permeability versus normalized porosity, for a given normalized porosity, the normalized permeability 

of the CCS is higher than that for the HCS. This is because it takes more time for the CCS to reach to a certain porosity 

and at this longer time, the CCS has a higher normalized permeability compared to the HCS, for which it takes shorter time 

to reach to the same normalized porosity. 
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4.2. 3D simulations 449 

Compared to the 2D simulations, simulations on the 3D shale geometry might provide better 450 

insights into the shale and the HFF chemical interactions as the reactive transport processes are 451 

modelled in 3D. To this end, we perform the 3D simulations and present some of the preliminary 452 

results related to the calcite dissolution and the barite precipitation in the 3D shale geometry in the 453 

early times during the simulations. The aim here is to show the capability of the pore-scale model 454 

to handle and simulate 3D geometries. This 3D model will be used in a future work to provide 455 

inputs for a multiscale reactive transport model. The pore-scale model can provide the local, or the 456 

small-scale, information for the multi-scale reactive transport simulators. Due to the existence of 457 

multiple length-scales in the shale reservoirs, the multiscale models are a better choice for 458 

simulating the large-scale reactive transport processes in comparison with using only the pore-459 

scale or only the continuum scale models. In the development of the multiscale models, the 460 

information related to the smaller scales needs to be incorporated into the multi-scale models. This 461 

information of the small-scale can be provided by experiments49 or perhaps more easily by the 462 

pore-scale reactive transport modeling as developed in this study. 463 

For the 3D simulations, all the flow and the concentration boundary conditions remain the same 464 

as for the 2D simulations.   In the following we show the preliminary results of the analyses 465 

performed for the 3D simulation.  466 

Figure 8 demonstrates the Ca2+ concentration profile at t = 0.02s and 6s. The increase in Ca2+ 467 

concentration at t=6s confirms the calcite dissolution reaction, which is also clear from the 468 

temporal evolution of the effluent Ca2+ concentration (Figure 9a). The effluent Ca2+ data in the 3D 469 

simulation also shows a plateau after an initial rather sharp increase in the effluent Ca 470 

concentration. The fluid pH level in the domain also starts to rise as the result of the calcite 471 

dissolution as is evident from Figure S14 where pH has increased from initial value of 2 to higher 472 

values. Figure 9b also shows the effluent pH in the shale where it indicates that the pH has been 473 

buffered. It is evident from Figure 9b that the pH becomes stabilized over time, which is probably 474 

because of a reduction in the calcite dissolution rate in areas where the transport becomes diffusion 475 

dominated.       476 

The barite precipitation pattern for the 3D shale geometry is presented in Figure 10. Here calcite, 477 

pyrite, and the non-reactive minerals are not shown to enable a better observation of the barite 478 

precipitated in the system. At t = 0.02s, barite has precipitated uniformly everywhere in the domain 479 

(Figure 10) because the initial solution is supersaturated with respect to barite and it has been 480 

assumed that the barite heterogeneous nucleation occurs on all the solid substrates (calcite, pyrite 481 

and the non-reactive minerals). At t = 6s, the extent of the barite precipitation decreases towards 482 

the outlet. The reason is that the regions near the inlet have access to the more fresh solution with 483 

the higher supersaturation with respect to barite and this causes the more heterogeneous barite 484 

precipitation close to the inlet.  485 
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Figure 3. The pdf of the velocity in the 3D simulation at t=0.02s and 6s. As shown, the difference between the 

velocity pdfs at t=0.02s and 6s is not significant because of the minimal calcite dissolution during the early 

simulation times. 

Figure 8. The Ca2+ concentration profile for the 3D simulation at t = 0.02s and 6s. In the plots, Grey colour denotes calcite, 

black colour denotes the non-reactive minerals, and white colour denotes pyrite. At t = 0.02s, the higher Ca2+ concentration 

around the calcite surfaces indicates the calcite dissolution. At t=6s, the Ca2+ concentration has increased in most parts of the 

domain because of the further calcite dissolution and the transport of Ca.     

Figure 9. (a) Temporal evolution of the effluent Ca2+ concentration for the 3D simulation. Early in the simulation, the Ca2+ 

concentration shows a sharp increase, which is followed by a more stabilized trend caused by decreasing the calcite dissolution 

rate. (b) Temporal evolution of the effluent pH for the 3D simulation. As shown, the effluent pH increases as the result of the calcite 

dissolution and this increasing trend seems to become stabilized over time. 
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5 CONCLUSIONS 535 

We build the 2D and the 3D pore-scale reactive transport models to better understand how 536 

geochemical interactions between fracturing fluid and shale rock impact the transport properties 537 

of the shale rocks. In particular, we study the effect of the pore-scale calcite distribution on the 538 

evolution in structure of representative shales when a fracturing fluid flows through fractured shale 539 

structures. Some of the 2D simulations were performed on two different shales with different 540 

calcite pore-scale distribution. The simulations were also carried out for the scenarios with higher 541 

flowrates.  542 

We found from the 2D simulations that during the HFF-shale chemical interactions, the shale rock 543 

with the finer calcite grains exhibits higher pH values compared to the shale rock composed of the 544 

same amount of calcite but with the coarser grain sizes. Results also showed that the injection of 545 

the HFF with a higher velocity/rate results in lower pH values because of the shorter residence 546 

time for the HFF in the domain. 547 

The injected HFF was supersaturated with respect to barite, so barite precipitation occurred during 548 

the simulations. For the shale composed of the fine grains of calcite, barite precipitation mostly 549 

Figure 10. The amount of barite precipitated in the 3D shale sample at t=0.02s 

and t=6s. The minerals are removed from the figure to facilitate the better 

observation of the barite precipitation. At t=0.02s, a uniform barite 

precipitation pattern can be observed in the entire domain. At t=6s, more barite 

precipitate near the inlet where the solution has a higher supersaturation with 

respect to barite.   
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occurred near the inlet, but for the shale having coarser grains of calcite, the barite precipitation 550 

extended further down the domain. The results also demonstrated that injection of the HFF with 551 

higher velocity causes the barite precipitation front to extend more into the domain.     552 

The results revealed that the permeability increase, triggered by calcite dissolution, is higher for 553 

the shale sample with the coarser calcite grains. This may be due to the emergence of more (and 554 

possibly larger) pathways made available by the dissolution in the samples with the larger calcite 555 

grains. We also found that the higher flowrate increases the permeability enhancement.  556 

The 2D simulations were also run to study the effect of the calcite content on the alteration of the 557 

shales. The analysis of the fluid chemistry indicated that the samples with the higher calcite content 558 

can neutralize the acid pH (because of more calcite dissolution) faster than those with the lower 559 

calcite content. Results also showed that for samples with the higher calcite content, the extent of 560 

barite precipitation in the shale rock is higher compared to the samples with the lower calcite 561 

content. This allows us to predict the long-term evolution of the transport properties during the 562 

fracturing process due to clogging.  563 

We also showed the ability of the developed model to tackle the 3D simulations. Some preliminary 564 

3D simulations of the HFF-shale interaction were presented. The 3D model will be used in our 565 

future work to provide inputs for upscaling methods such as the upscaling techniques49 used to 566 

obtain continuous time random walk (CTRW) parameters at larger scales. This allows upscaling 567 

of reactive transport processes from pore-scales to larger scales.        568 
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