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Abstract 

Strut-based lattice structures produced by powder bed fusion are prone to characteristic 

manufacturing defects that alter both their form and surface texture. Most studies in the 

literature focus on a subset of commonly observed defects, typically radius variation and 

strut waviness; surface defects remain relatively unexplored. Furthermore, there 

remains a need for the development of a general finite element modelling framework 

that can implement a range of defects into any strut-based lattice design. This paper 

presents a modelling framework for implementing a range of both form and surface 

defects into finite element meshes of strut-based lattices. A signed distance function 

forms the foundation for this framework, upon which surface meshes can be modified 

and converted into tetrahedral meshes via open-source software. The paper 

demonstrates how radius variation, strut waviness, elliptical cross sections and localised 

surface defects can be modelled in lattice struts, for which intuitive mathematical 

definitions are provided. A parametric study is performed to assess the sensitivity of the 

compressive Young’s modulus of BCCZ and octet-truss lattices to upskin and downskin 

surface defects. The results showed higher sensitivity in the octet-truss than in BCCZ; 

both designs were more sensitive to downskin than to upskin defects. 
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1 Introduction 

 

1.1 Lattice structures and defects 

Additive manufacturing (AM) is a popular area of research because it greatly expands the 

existing design space, allowing for significantly more geometric freedom than in more 

established manufacturing methods, such as machining, casting and forming. Within AM, 

a popular area of study is that of lattice structures: a unit cell tessellated in three axes. 

Lattice structures have many desirable properties, such as high specific strength, high 

surface area to volume ratio and high impact energy absorption properties [1]. The 

literature on lattice structures continues to increase, with efforts largely being split 

between increasing the documentation on the general mechanical properties of lattice 

designs (e.g. [2–4]) and developing lattice structures for specific applications, such as 

biomedical implants [5–7], heat exchangers [8,9] and sandwich structures for 

lightweighting of structural engineering components [10,11]. The utility of AM lattice 

structures extends to precision engineering applications, where vibration isolating lattice 

structures have been designed for some low frequency bandwidths [12,13]. Such 

designs could be incorporated into machine frames in an attempt to reduce the noise in 

a measurement system. 

AM lattice structures are defined by their unit cell, the design of which generally falls into 

one of two categories: strut-based and surface-based. Strut-based unit cells consist of a 

network of cylindrical struts connected at nodes. Surface-based unit cells are 

mathematically defined as the surface connecting the set of points for which a given 

function has a constant value, that is, an isosurface. The study of strut-based designs 

dominates the literature, a likely reason being the high level of design control which they 

provide, as their unit cells are created by explicitly specifying the shape and location of 

all the features; conversely surface-based designs are governed by a single 

mathematical equation.  

Within AM, metal powder bed fusion (PBF) is commonly used to manufacture lattice 

structures [14]. There are characteristic defects (i.e. deviations from nominal) that form 

in lattice structures produced by PBF; these defects being a natural by-product of the 

layer-wise, powder based process [14]. Defects can be considered as altering both the 

form and surface texture of lattice structures. For example, form defects include feature 

misalignments and thickness variations in struts and surfaces. An example of a surface 

defect is the increased irregularity of the surface of the underside of overhanging 

features (hereafter described as texture bias). Figure 1.1a shows a common case of 

feature misalignment called “strut waviness”, where the strut’s axis deviates from its 

originally linear design. An example of thickness variations in the radius of struts is 

shown in Figure 1.1b. Figure 1.1c shows texture bias, where the underside of the struts 

(“downskin” surface) contains more irregularities than the upper side (“upskin” surface). 

 

Figure 1.1 – Common defects in lattice structurers. (a) strut waviness [15] (b) radius variation [15] (c) Left: 
original unit cell design, Right: texture bias in the manufactured part [16]. 



1.2 Finite element modelling for lattice structures 

Manufacturing defects can have a significant impact on the mechanical properties of 

lattice structures, with fatigue properties being particularly adversely affected [17–20]. 

Therefore, it is vital that these defects are included in the finite element (FE) models 

which are used to simulate lattice mechanical properties. Several FE studies have shown 

the impact of defects on mechanical properties. For example, Melancon et al. [15] 

predicted the compressive Young’s modulus of the octet-truss lattice and found the error 

between simulations and experiments to decrease from 57% to 12% upon incorporating 

defects into the model. Similarly, Karamooz Ravari et al. [21] found the maximum error 

between simulated and experimental stress-strain response of BCC lattices to reduce 

from 53% to 27% upon incorporating defects into the FE model. Both [15] and [21] 

modelled strut waviness and thickness variations. 

Defect modelling has only been studied in strut-based lattice structures (to the best of 

the authors’ knowledge at the time of writing this paper) and the methods can be 

grouped into two categories, based on element type: 3D continuum element modelling 

and beam element modelling. 3D continuum element methods generally require the 

development of a CAD model into which defects are applied before conversion to an FE 

mesh [15,21,22]. Beam elements are also often used to model struts in lattice 

structures, where defects are modelled by dividing each strut into several beams and 

varying the location and radius of each element [23–26].      

A particularly powerful aspect of FE modelling is the ability to perform parametric studies 

wherein specific defects can be controlled and analysed in depth. Parametric studies for 

defects in lattice structures can help quantify the unique impact of a specific defect (or 

combination of defects) on a given lattice’s function. Several parametric studies have 

been performed for selected defects in lattice structures. Both Liu et al. [23] and Cao et 

al. [24] have used beam element models to isolate strut waviness and radius variation 

and investigate their impact on Young’s modulus and yield strength under compression. 

In addition to isolating strut waviness and radius variation, El Elmi et al. [27] 

investigated the sensitivity of the compressive Young’s modulus of octet-truss lattices to 

mass agglomeration and variations in the local stiffness of the lattice nodes and struts.  

 

 

1.3 Relevance of this work 

The impact of manufacturing defects on lattice structures will vary significantly across 

the large number of potential designs. Furthermore, whether to consider the impact of a 

defect as critical or negligible will depend on the constraints specific to a given 

application. Therefore, developing an FE modelling approach which accommodates 

parametric studies of a wide range of lattice defects would be a valuable tool. Such a 

tool would contribute towards the development of “defect-tolerant” lattice structures, 

where defect sensitivity studies could feed an optimisation process to produce lattice 

structures that perform reliably in the presence of defects. 

This proposed method also has its advantages over image-based approaches, typically 

the conversion of X-ray computed tomography (XCT) data into an FE mesh (e.g. 

[28,29]). Although an image-based method arguably provides the most accurate 

representation of the measured lattice structure, the defects are defined implicitly within 

the XCT data and cannot be easily modified - this is not suitable for parametric studies. 

Furthermore, the process of acquiring XCT data – from sample manufacture through to 

data acquisition and FE mesh conversion – is a highly time-consuming process and not 

favourable for a high number of simulations. 



Although the aforementioned parametric studies (Section 1.2) provide useful insights, 

they focus mainly on modelling only strut waviness and radius variation – due to the use 

of beam elements which can model a very limited range of geometries. It would be 

useful to also study other defects in equal proportion – for example mass agglomeration 

[27]; also texture bias remains unexplored. Furthermore, in the literature there is little 

discussion towards developing a generalised modelling approach for implementing the 

wide range of defects into any strut-based lattice structure. 

In this paper we present a defect modelling approach that can apply both form and 

surface defects into strut-based lattice structures. This modelling approach uses signed 

distance functions to create triangulated surface meshes of lattice geometries. The 

surface mesh can then be modified to apply localised surface defects. The surface mesh 

is converted into an FE mesh of linear tetrahedral elements via open-source MATLAB 

meshing toolbox, Iso2mesh. This signed distance function approach allows geometries to 

be easily adapted to any strut-based lattice structure. In this method, all lattice defects 

are defined using mathematical functions, which provides an intuitive and efficient 

approach for generating lattice FE meshes with defects – this is also preferable over the 

use of graphical user interfaces in traditional CAD software.  

This work aims to provide a framework for efficient generation of tetrahedral meshes of 

lattice structures suitable for parametric studies of a wide range of manufacturing 

defects. Although the authors’ main objective is to support the development of machine 

frames [12,13], this framework can be applied to many FE strut-based lattice studies.  

1.4 Structure of paper 

The structure of the paper is as follows: Section 2 defines signed distance functions and 

demonstrates how two-dimensional geometries are extracted using this method; Section 

3 extends signed distance functions into three dimensions and explains how lattice struts 

are modelled without defects; Section 4 gives the mathematical definitions for modelling 

waviness, radius variation, elliptical cross sections and texture bias in lattice struts; 

Section 5 describes how the tetrahedral meshes are generated and optimised; Section 6 

provides a summary of how this modelling framework is implemented; Section 7 

provides a brief FE study to serve as an example of applying the modelling framework; 

Section 8 then provides discussion and conclusion for the work in the paper. 

  



2 Signed distance functions 

 

 

Figure 2.1 – Diagrams explaining the basic operation of signed distance functions. Left: Calculation of 
Euclidean distance between all points in the domain and (𝑥0, 𝑦0), the circle of radius 𝑟 is found at 𝜙 = 𝑟. Right: 

Subtraction of constant 𝑟, the circle of radius 𝑟 is found at 𝜙 = 0. 

 

Signed distance functions (SDFs) have already been identified as a means of modelling 

lattice structures [30,31] – this section will explain their operation. 

SDFs operate by calculating the Euclidean distance between a given point in space and a 

predefined boundary. The sign of the distance denotes whether the point lies inside or 

outside of the predefined boundary, where common convention uses negative and 

positive signs, respectively. Thus, SDFs produce scalar fields, more specifically distance 

fields, inside which the predefined boundary is represented by the zero level set. For a 

simple example, we demonstrate how SDFs are used to model a circle. Consider the SDF 

𝜙(𝑥⃗) which calculates the Euclidean distance between the point (𝑥0, 𝑦0) and all (𝑥, 𝑦) points 

in the domain,  

 𝜙(𝑥⃗) = √(𝑥 − 𝑥0)
2 + (𝑦 − 𝑦0)

2. 2.1 

 

As shown in Figure 2.1a, the arrows at each (𝑥, 𝑦) point in the domain represent the 

Euclidean distance to the point (𝑥0, 𝑦0). The resulting distance field has radially increasing 

values from the origin. Therefore, the circle of radius 𝑟 is found at 𝜙(𝑥⃗) = 𝑟, the 𝑟th level 

set. 𝜙(𝑥⃗) = 𝑟 yields the set of points at an equal distance of 𝑟 from (𝑥0, 𝑦0). 𝜙(𝑥⃗) = 𝑟 is the 

boundary between two regions: one where 𝜙(𝑥⃗) < 𝑟 and 𝜙(𝑥⃗) > 𝑟, also shown in Figure 

2.1a. Remembering the aforementioned convention where the zero level set is used to 

create the geometry of interest, the distance field must be manipulated such that the 

circle of radius 𝑟 is the boundary between the regions where 𝜙(𝑥⃗) < 0 and 𝜙(𝑥⃗) > 0. In 

this example, the manipulation is straightforward - the SDF is altered as follows: 



 𝜙(𝑥⃗) = √(𝑥 − 𝑥0)
2 + (𝑦 − 𝑦0)

2 − 𝑟 = 0. 2.2 

 

The subtraction of the constant 𝑟 causes each value in the distance field to represent the 

Euclidean distance between the (𝑥, 𝑦) point and the circle of radius 𝑟. This is illustrated in 

Figure 2.1b, where the arrows within the circle represent negative distance values and 

are thus facing the opposite direction to the arrows outside of the circle. The circle of 

radius 𝑟 is now the interface between positive and negative regions, 𝜙(𝑥⃗) = 0 as required. 

Simplifying eq 2.2 into two terms helps to illustrate the general operation of SDFs,   

 𝜙(𝑥⃗) = 𝑑 − 𝑟 = 0. 2.3 

SDFs can be considered as having two stages of operation. The first stage – boundary 

definition (𝑑) – creates a distance field by calculating the Euclidean distances to a 

predefined boundary. The second stage – distance field manipulation (𝑟) – is where each 

value in the distance field is modified, creating positive and negative regions, such that 

the interface between those regions yields whichever geometry is desired. In the 

previous example, the boundary was defined as the point (𝑥0, 𝑦0); the manipulation of the 

distance field was a subtraction of 𝑟 from all values such that the desired circle is found 

at 𝜙(𝑥⃗) = 0. 

Exploring the stages of boundary definition and distance field manipulation allows the 

geometric complexity to be increased. For another simple example, the manipulation 

stage in eq. 2.2 can be modified to 

 𝜙(𝑥⃗) = √(𝑥𝑖 − 𝑥0)
2 + (𝑦𝑖 − 𝑦0)

2 − 𝑟𝑖 = 0 2.4 

 

where 

 𝑟𝑖 = 𝑓(𝜃). 2.5 

 

Figure 2.2 shows an example of a more complex shape, where the SDF for a circle has 

been modified to vary the radius as a function of 𝜃, where the radius increases linearly 

with 𝜃. Note the addition of the subscript 𝑖, indicating that eq 2.4 is computed iteratively 

across the domain. Again, the shape is represented by the boundary 𝜙(𝑥⃗) = 0. 

 

Figure 2.2 – An example of a more complex signed distance function where the radius  
𝑟𝑖 = 𝑓(𝜃). The boundary of the shape is still defined as 𝜙 = 0. The points inside and outside of the boundary are 

defined as 𝜙 < 0 and 𝜙 > 0, respectively.  



Additionally, combining multiple distance fields can increase geometric complexity. SDFs 

lend themselves to Boolean operations (unions, additions, subtractions, etc.) which are 

used in constructive solid geometry tools. For example, we generate two shapes, 𝜙1 and 

𝜙2, based on the SDF defined in eq 2.4 and produce the union of these two shapes by 

computing min(𝜙1, 𝜙2), as shown in Figure 2.3. Since negative distance values are used 

to define the points bounded within the geometry, computing the minimum gives 

precedence to the negative values and so the result combines the geometries from the 

two input distance fields. 

Geometries are extracted from the distance field by calculating the coordinates where 

the SDF 𝜙(𝑥⃗) = 0. This calculation is performed by linear interpolation between adjacent 

points where a sign change is detected in the distance field. Naturally, a domain of 

higher resolution is desirable as it reduces the distance over which the interpolation is 

computed and thus produces a more accurate geometry.  

 

 

Figure 2.3 – Two distance fields (𝜙1, 𝜙2) are combined by computing 𝑚𝑖𝑛 (𝜙1, 𝜙2) which performs a Boolean 

union. 

  



3 SDFs for ideal lattice structures 

The surface of a lattice strut is defined by the set of points at a distance 𝑟 from the 

strut’s medial axis – a line segment, as shown in Figure 3.1a. This surface can be 

modelled as the zero level set of the SDF that calculates the Euclidean distance between 

the line segment and each point in a 3D Cartesian grid. The SDF, in this case, is an 

extension of eq 2.2, where the boundary definition is modified from a single point to a 

line segment. As shown in Figure 3.1a, the similarity to eq 2.2 can be visualised in the 

cross-section of the strut, where 𝜙 < 0 inside the circle and 𝜙 > 0 outside. The SDF 𝜙(𝑥⃗) 

for the strut is given by 

 𝜙(𝑥⃗) = |𝑥⃗𝑖 − 𝜈𝑖| − 𝑟 = 0            𝑖 = 1,2, … ,𝑀 3.1 

where 𝑀 is the total number of points in the grid. All arrow notation (e.g. 𝜈𝑖) denotes 

coordinates in three axes, for example 

 𝜈𝑖 = (𝑥𝜈⃗⃗⃗𝑖
, 𝑦𝜈⃗⃗⃗𝑖

, 𝑧𝜈⃗⃗⃗𝑖
). 3.2 

To further explain the SDF, consider an arbitrary point 𝑥⃗𝑖 in the Cartesian grid. The 

Euclidean distance between 𝑥⃗𝑖 and the line segment (𝑙2 − 𝑙1) is given by |𝑥⃗𝑖 − 𝜈𝑖|, where 𝜈𝑖 

is the point on the line segment closest to 𝑥⃗𝑖. 𝜈𝑖 is calculated using 

and 𝑡𝑖  is termed as the intersection ratio. The intersection ratio describes where 𝜈𝑖 is 

located within the line segment, as a ratio of the vector (𝑙2 − 𝑙1). Thus, 0 ≤ 𝑡𝑖 ≤ 1 for all 

points on the line segment. The intersection ratio is calculated using 

 𝑡𝑖 =
(𝑙2 − 𝑥⃗𝑖) ∙ (𝑙2 − 𝑙1)

|𝑙2 − 𝑙1|
2 . 3.4 

 

In eq 3.4 𝑙2 and 𝑙1 define a line of infinite length, therefore, there are some iterations of 

𝑥⃗𝑖 where 𝑡𝑖 > 1 or 𝑡𝑖 < 0 , as shown in Figure 3.1b. Such cases identify when the point 𝜈𝑖 

extends beyond the line segment – to prevent this, the following condition is added 

 

Once the distance between a given point and the line segment has been calculated, 𝑟 is 

subtracted in order for the desired surface to be represented by 𝜙 = 0.  

The presented modelling approach for individual struts can be extended to unit cells and 

full lattice structures. One of the most direct approaches would be to compute the SDF 

over all the line segments in the geometry. However, if appropriate for an application, 

the distance field of one strut can be duplicated and recombined to build unit cells and 

full lattice structures. As shown in Figure 3.2, the BCC unit cell is modelled by computing 

the minimum of four distance fields, each of which represents an individual strut and is a 

rotated duplicate of the other. In this paper, lattice structures are then modelled by 

duplicating the unit cell and concatenating the distance fields. Note that the distance 

fields must be cropped at the points at which they should overlap, as illustrated in Figure 

3.3. 

 

 𝜈𝑖 = [𝑙1 + (𝑙2 − 𝑙1)𝑡𝑖] 3.3 

 𝑡𝑖 = {
0, for 𝑡𝑖 < 0
1, for 𝑡𝑖 > 1

 . 3.5 



 

Figure 3.1 – (a) illustration of a lattice strut modelled as the points at distance 𝑟 from the line segment. (b) 

illustration of how the intersection ratio is used in the distance calculation. At 𝑥1, 𝜈1 is located in between 𝑙2 and 

𝑙1 and therefore 0 < 𝑡1 < 1. At 𝑥2, a case is shown where the Euclidean distance would naturally cause 𝜈2 to 

extend beyond the line segment, 𝑡2 is therefore adjusted. 

 

 

 

 

Figure 3.2 – Boolean union performed to create BCC unit cell. The distance for the first strut (𝜙1) is duplicated 

and rotated to create three additional struts, 𝜙2, 𝜙3, 𝜙4. The unit cell (𝜙5) is created by 

computing 𝑚𝑖𝑛 (𝜙1,, 𝜙2, 𝜙3, 𝜙4). 

  



 

Figure 3.3 – (a) the distance field of the unit cell is duplicated and (b) appropriate gaps are cropped. 

  



4 SDFs for defects 

We now consider how to extend SDFs to model defects in lattice structures. Firstly, form 

defects (waviness, radius variation and elliptical cross sections) are considered, followed 

by localised surface defects (texture bias). 

4.1 Waviness 

To model waviness, the distance calculation and manipulation remain similar to that 

required for eq 3.1, however, the boundary definition is modified. As shown in Figure 

4.1, the line segment is now partitioned, creating additional vertices used to modify the 

strut’s medial axis. The vertices of the line segments are now defined as 

 𝑙𝑗 = (𝑥𝑙𝑗
, 𝑦𝑙𝑗

, 𝑧𝑙𝑗
)              𝑗 = 1,2, … , 𝑁 + 1 4.1 

where 𝑁 is the number of line segments. The line segments are stored in the matrix 𝑳, 

where 

 

𝑳 = [

𝐿1

𝐿2

⋮
𝐿𝑁

] =

[
 
 
 
 𝑙2 − 𝑙1

𝑙3 − 𝑙2
⋮

𝑙𝑁+1 − 𝑙𝑁]
 
 
 
 

. 

4.2 

 

The SDF must now compute the Euclidean distance between a given point and the 

closest line segment in 𝑳. This SDF is given by 

 𝜙(𝑥⃗) = min(𝑫𝑥𝑖
) − 𝑟 = 0 4.3 

where min(𝑫𝑥𝑖
) is the minimum of the distances between a given point  𝑥⃗𝑖 and all the line 

segments in 𝑳. To clarify, consider again an arbitrary point  𝑥⃗𝑖  in the Cartesian grid 

(Figure 4.1). We calculate the distance between 𝑥⃗𝑖 and all the line segments, which is 

stored in the vector  

 𝑫𝑥𝑖
= [𝑑1, 𝑑2, … , 𝑑𝑁]. 4.4 

Computing the min(𝑫𝑥𝑖
) gives the Euclidean distance to the closest line segment. Once 

this distance is found, a subtraction of 𝑟 is applied, for the same reasons as previously 

described in Section 2. 

 

Figure 4.1 – Illustration of the signed distance function used for modelling waviness. The strut’s medial axis 
has been modified. 



 

4.2 Radius variation 

To apply radius variation, the SDF will be similar to eq 4.3, but the 𝑟 term must be 

modified; in other words, the manipulation stage of the SDF must be changed. We 

require the radius of the strut to vary along the strut’s medial axis. Therefore, eq 4.3 is 

modified to  

 𝜙(𝑥⃗) = min(𝑫𝑥𝑖
) − 𝑟𝑖 = 0 4.5 

where 

    𝑟𝑖 = 𝑓(𝑡𝑖). 4.6 

The value of 𝑟𝑖 depends on the intersection ratio of the line segment closest to 𝑥⃗𝑖. 

Continuing with the notation from Section 4.1, we create a vector 𝑹 that describes the 

radius variation in the strut by assigning a radius value to each vertex 𝑙𝑗 of the line 

segments 

 𝑹 = [𝑅1, 𝑅2, … , 𝑅𝑁+1]. 4.7 

For every point 𝑥⃗𝑖 in the domain, we find the closest line segment 𝐿𝑗 and apply the 

following condition 

 

𝑟𝑖 = {

𝑅𝑗, 𝑖𝑓 𝑡𝑖 = 0

𝑅𝑗+1, 𝑖𝑓 𝑡𝑖 = 1

interpolate within 𝑹, 𝑖𝑓 0 <  𝑡𝑖 < 1

. 

4.8 

 

Recalling the definition of 𝜈𝑖 from eq 3.3, if 𝜈𝑖 is coincident with any of the vertices 𝑙𝑗, 

then either 𝑡𝑖 = 0 or 𝑡𝑖 = 1 will be true and thus the 𝑟𝑖 value will equal the value in 𝑹 

assigned to 𝑙𝑗. In all other cases, we interpolate within 𝑹. An example of eq. 4.8 is shown 

in Figure 4.2, where cubic interpolation is used. Lastly, because 0 ≤ 𝑡𝑖 ≤ 1 for all 𝑥⃗𝑖, there 

is currently no way of identifying the line segment to which 𝑡𝑖 is associated. Therefore, 

the following condition is added 

 𝑡𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 = 𝑗 − 1 + 𝑡𝑖 4.9 

where 𝑗 is the line segment closest to 𝑥⃗𝑖. 𝑡𝑎𝑑𝑗𝑢𝑠𝑡𝑒𝑑 is used in eq 4.8 instead of 𝑡𝑖, as shown 

in Figure 4.2. 

  

Figure 4.2 – Illustration of how radius variation is applied to the signed distance function. Left: Radius values 
are assigned to the vertices of the line segments. Right: An example of 𝑟𝑖 = 𝑓(𝑡𝑖). 
 



 

Although not a defect, the equations in this section could be used to apply a fillet 

between struts and nodes. Eq 4.6 could be defined such that the radii of the struts 

increase near lattice nodes. Applying fillets can improve the fatigue strength of lattice 

structures [32].  



4.3 Elliptical cross sections 

The versatility of SDFs can be further demonstrated by adapting them to model struts 

using elliptical cross sections (Figure 4.3a); the need for doing so being first identified by 

Lozanovski et al [22]. An ellipse with major axis 𝑎 can be defined as the set of points 

which satisfy the following equation  

 𝑟1 + 𝑟2 = 𝑎 4.10 

where 𝑟1 and 𝑟2 are the distances between the two fixed points in Figure 4.3b. Eq 4.10 is 

used to build an SDF which models struts with elliptical cross sections: 

 𝜙(𝑥⃗) = min (𝑫𝟏𝑥𝑖
) + min (𝑫𝟐𝑥𝑖

) − 𝑎𝑖 = 0. 4.11 

Note the similarities between eq 4.10 and eq 4.11. For every point in the domain 𝑥⃗𝑖, the 

distance between all the line segments in the two unconnected paths (blue and red lines) 

is determined and stored in 𝑫𝟏𝑥𝑖
 and 𝑫𝟐𝑥𝑖

. Computing the minimum of 𝑫𝟏𝑥𝑖
 and 𝑫𝟐𝑥𝑖

 gives 

the Euclidean distance between 𝑥⃗𝑖 and the closest line segment in each path - 

corresponding to 𝑟1 and 𝑟2 in eq 4.10. 

Combinations of defects can also be applied to these struts. For example, the positions 

of the line segments can be varied to model waviness in the struts (as shown in Figure 

4.3a) and the value of 𝑎𝑖 can be varied in a similar way to the method described for 𝑟𝑖 in 

Section 4.2, allowing the major axis of the ellipses to vary along the strut. 

 

 

 

Figure 4.3 – (a) Modelling struts with elliptical cross sections. (b) A diagram of an ellipse with major axis 𝑎. 

 

  



4.4 Texture bias 

Surface defects can be applied to the model by modifying the surface mesh produced 

from the SDF. A triangulated surface of the strut geometry is extracted from the 

distance field using the MATLAB function isosurface.m; this function uses the 

interpolation method described in Section 2. To model localised surface defects, 

displacements can be applied to specific points on the surface that meet a given criteria. 

Figure 4.4 shows a triangulated surface of a BCCZ unit cell where displacements have 

been applied to the downskin surface of the inclined struts. To apply these 

displacements, two characteristics must be defined for each point on the surface – the 

overhang angle of the strut and the up/downskin nature of the point; these 

characteristics are defined as 𝜃 and 𝛼 respectively, as illustrated in Figure 4.5. To 

calculate the overhang angle 𝜃 of a strut, we find the angle between the line segment 

and the positive z-axis (Figure 4.5a). Note that in cases where the strut has waviness, 

the waviness is ignored for the calculation of 𝜃. To characterise a point as up/downskin, 

we calculate the angle 𝛼 between the surface normal and the reference vector shown in 

Figure 4.5b - this reference vector can be considered as pointing in the upskin direction. 

Each point on the surface can, therefore, be calculated as up/downskin using the 

following angular ranges: 

where 𝛼 is calculated clockwise from the reference vector for surface normals on the 

right, and vice versa – thus 𝛼 does not exceed 180°. After characterising each point, 

localised surface defects can be modelled by building a function that applies 

displacements 𝛿 only to the points on the surface that meet a given criteria defined using 

𝜃 and 𝛼.  

Two methods for applying displacements have been considered, as shown in Figure 4.6. 

Firstly, pseudorandom displacements (Figure 4.6a-b). A displacement 𝛿 is applied to 

each point on the surface, where 

 

The displacement is randomly selected from a normal distribution with a mean 𝜇 = 0 and 

standard deviation 𝜎, where 

 

An example of eq. 4.14  is shown in Figure 4.6b; this function sets 𝜎 = 0 for all vertical 

struts (𝜃 = 0) and causes 𝜎 to increase linearly with 𝛼. Note that the example BCCZ unit 

cell contains struts with two overhang angles: 0° and ~55°. This approach is useful for 

fast generation of texture bias in strut surfaces, as eq. 4.14 allows for a simple definition 

of the surface texture, without having to define any specific displacements on the 

surface – the values are selected randomly. One drawback, however, is that having no 

control over the exact values of the displacements can result in highly different 

displacements being applied to adjacent points – this can adversely affect the quality of 

the surface and present tetrahedral meshing issues. Note that the likelihood of this 

problem occurring reduces at lower 𝜎 values and can become negligible. 

 𝑈𝑝𝑠𝑘𝑖𝑛: 0° ≤ 𝛼 ≤ 90° 4.12 

 𝐷𝑜𝑤𝑛𝑠𝑘𝑖𝑛: 90° < 𝛼 ≤ 180°  

 𝛿 = 𝜇 ± 𝜎. 4.13 

 𝜎 =  𝑓(𝛼, 𝜃). 4.14 



The second approach for applying displacements uses a function to predefine all the 

displacement values (Figure 4.6c-d). Predefining the displacements provides greater 

control and allows for texture bias which is locally smooth, thus preventing large 

changes in adjacent points. The predefined approach is a two-step process. Firstly, a 

simulated surface (𝜓) is generated to describe the general distribution of the texture bias 

in a given strut, where 

 

where 𝑡 is the intersection ratio, as defined in Section 3 (note that 𝑡 is not required in eq 

4.14 because the random selection inherently applies variation along the strut’s length). 

An example of 𝜓 in shown in Figure 4.6c, where 

 

The frequency coefficients 𝜔𝛼 , 𝜔𝑡 in the sine terms control the number of peaks in the 𝛼 

and 𝑡 axes, respectively – their amplitudes being given by 𝐵. Texture bias can then be 

modelled using the exponential term (a Gaussian function), which applies damping in the 

𝛼 axis. The Gaussian reduces the function to zero at upskin angles (0° ≤ 𝛼 ≤ 90°). Lastly, 

𝜓 is multiplied by a scaling factor Δ which calculates the displacements 𝛿 applied to 

specific struts, depending on overhang angle:   

An example of 𝑓(𝜃) is shown in Figure 4.6d which is a ramp function that sets all 

displacements to zero for 𝜃 < 45° and linearly increases the scaling factor for increasing 

𝜃 > 45°, thus increasing the downskin texture bias of the struts with greater overhang 

angles. Note that the applied displacements are symmetric about the reference vector 

show in Figure 4.5b, as 𝛼 does not exceed 180°.  

 

 𝜓 =  𝑓(𝛼, 𝑡) 4.15 

 𝜓 =  𝑓(𝛼, 𝑡) = 𝐵 sin(𝜔𝛼𝛼) sin(𝜔𝑡𝑡) exp (−
(𝛼−𝛼0)2

2𝜎𝑦
2 ). 

4.16 

 𝛿 =  𝜓 × Δ 4.17 

 Δ =  𝑓(𝜃). 4.18 



 

Figure 4.4 – Triangulated surface of BCCZ unit cell. Displacements have been applied to the downskin points. 

 

 

 

 

Figure 4.5 – Illustrations explaining the calculation of (a) overhang angle 𝜃 and (b) up/downskin angle 𝛼.  



 

Figure 4.6 – Methods for applying displacements to the strut surface. Left: pseudorandom displacements are 
selected from normal distribution (a) with standard deviation 𝜎 where 𝜎 =  𝑓(𝛼, 𝜃), as shown in (b). Right: 
simulated surface 𝜓 (c) is generated and multiplied by a scaling factor 𝛥 (d). 
 

 

  



5 FE mesh generation 

 

The surface mesh must be converted into a tetrahedral mesh in order to be used for FE 

modelling. This conversion is performed using open-source MATLAB meshing toolbox, 

Iso2mesh [33]. Iso2mesh communicates directly with MATLAB’s isosurface.m function. 

Isosurface.m outputs a three-column matrix of (𝑥, 𝑦, 𝑧) coordinates and a three-column 

triangulation matrix which indexes the triangular faces of the surface mesh – these are 

the inputs for Iso2mesh. We use the Iso2mesh function ‘cgals2m’ that operates using 

embedded CGAL meshing algorithms to create the output mesh [34]. The output mesh is 

created using a restricted Delaunay tetrahedralisation (RDT). 

To create the tetrahedral mesh, the RDT first computes a set of sample points on the 

input surface and creates a 3D triangulation of these sample points. Additional points are 

then iteratively created and refined until a given criteria on the size and shape of the 

mesh elements is satisfied [34]. The output mesh is defined by a new three-column 

matrix that includes the new (𝑥, 𝑦, 𝑧) points in the tetrahedral mesh, and a four-column 

matrix that indexes the individual tetrahedra. An example of the conversion from surface 

mesh to tetrahedral mesh is shown in Figure 5.1. 

To constrain the output mesh, we modify two parameters. The first parameter controls 

the size of the triangular faces on the surface, therefore, controlling how well the input 

surface is preserved in the tetrahedralisation. This surface constraint is termed 𝑟𝑎𝑑𝑏𝑜𝑢𝑛𝑑 

(short for radius boundary) and it is the upper bound on the radius of the circumcircle 

for each of the faces on the surface of the output mesh. The second parameter 𝑚𝑎𝑥𝑣𝑜𝑙 

(short for maximum volume) controls the size of all the elements in the mesh and is the 

upper bound on the volume of the circumsphere for each of the elements. Using 

𝑟𝑎𝑑𝑏𝑜𝑢𝑛𝑑 and 𝑚𝑎𝑥𝑣𝑜𝑙 allow for a graded mesh, where smaller elements are on the 

surface to better approximate the geometry, and large elements are within the body. 

To demonstrate how appropriate meshing parameters are selected, we will use an 

example of the BCCZ unit cell. To select a suitable 𝑟𝑎𝑑𝑏𝑜𝑢𝑛𝑑 value, a comparison is 

performed between the volumes enclosed by the input surface mesh and the output 

mesh. The percentage error 𝜖 between these two volumes is given by 

 

where 𝑉𝑚 and 𝑉𝑠 are the volumes of the output tetrahedral mesh and the input surface 

mesh, respectively. Table 1 illustrates the effect of selected 𝑟𝑎𝑑𝑏𝑜𝑢𝑛𝑑 values on the error 

𝜖, where 𝑟𝑎𝑑𝑏𝑜𝑢𝑛𝑑 has been normalised with the strut’s radius (𝑟𝑎𝑑𝑏𝑜𝑢𝑛𝑑/𝑟). Ten meshes 

were created for each 𝑟𝑎𝑑𝑏𝑜𝑢𝑛𝑑 value, and the mean and standard deviations of the 

errors are calculated. Averaging is required because the RDT does not provide a single 

unique solution, therefore, some variance exists between output meshes with the same 

input parameters. As shown in Table 1, the mean error reduces to below 1% at a 

normalised 𝑟𝑎𝑑𝑏𝑜𝑢𝑛𝑑 of 0.2, showing good agreement between the input and output 

meshes. The low standard deviation values confirm relatively high repeatability in the 

output meshes. 

Consideration must also be given to the shape of the mesh elements. Reducing 𝑟𝑎𝑑𝑏𝑜𝑢𝑛𝑑 

may result in a steep gradient between the sizes of the surface and body elements. A 

steep gradient may have a detrimental effect on the shape of some tetrahedra, creating 

low quality elements. To prevent low quality elements, the 𝑚𝑎𝑥𝑣𝑜𝑙 parameter is used to 

reduce the overall size of the elements, thus reducing the gradient between the size of 

 
𝜖 = (1 −

𝑉𝑚
𝑉𝑠

) × 100 
5.1 



the surface and body elements. The shape quality of each element is quantified by 

comparing each element to the equilateral tetrahedron derived from the element’s 

circumsphere. The quality value is then calculated as the quotient of these two volumes, 

as shown in Figure 5.2. This quality value will be between 0 and 1, where 1 indicates the 

highest quality i.e. the tetrahedral element is an equilateral tetrahedron. 

To investigate mesh quality, the 𝑟𝑎𝑑𝑏𝑜𝑢𝑛𝑑/𝑟 parameter is fixed at 0.2, and 𝑚𝑎𝑥𝑣𝑜𝑙 is 

varied. The 𝑚𝑎𝑥𝑣𝑜𝑙 values have been normalised using the volume of the sphere with 

radius equal to the strut’s radius. To aid in visualising the effect of 𝑚𝑎𝑥𝑣𝑜𝑙 on mesh 

quality, we calculate the distance between each element’s centroid and the closest line 

segment. This distance value can be used to indicate whether the element is at the 

surface of the mesh (high distance value) or deep within the body (low distance value). 

The histograms in Figure 5.3 show the effect of 𝑚𝑎𝑥𝑣𝑜𝑙 on the distribution of mesh 

quality. At higher 𝑚𝑎𝑥𝑣𝑜𝑙 values, low quality surface elements dominate the distribution 

(Figure 5.3a-b). As 𝑚𝑎𝑥𝑣𝑜𝑙 is decreased, more elements of lower volume are used and 

the distribution improves (Figure 5.3c-d). 

 

 

Figure 5.1 – Left: triangulated surface mesh; the output of isosurface.m. Right: tetrahedral mesh; the output 
of Iso2mesh. 

 

 

 

Radbound/r 1 0.5 0.2 0.1 

Mean error (%) 15.8 4.18 0.68 0.17 

Std dev (%) 1.2 0.7 0.52 0.21 

 

Table 1 – Mean percentage error between the volumes of the input surface mesh and output tetrahedral mesh. 
Standard deviation taken from 10 repeats for each radbound/r value (percentage of the mean). 

 



 

Figure 5.2 – Mesh quality calculation. 

  



 

 

 

Figure 5.3 – Effect of 𝑚𝑎𝑥𝑣𝑜𝑙 on the quality of mesh elements. 

  



6 Implementation 

 

This section provides a summary of the method presented in this paper for modelling 

both form and surface defects in strut-based lattice structures using tetrahedral meshes. 

The following points follow the information shown in Figure 6.1. 

• The first step is the signed distance function, which outputs a 3D distance field based 

on a calculation of the Euclidean distance between all points in the domain and the 

line segments used to define the strut’s medial axis. 

• The distance field is input into isosurface.m, which determines the coordinates at 

which the SDF = 0. Isosurface.m outputs a surface mesh and indexing matrix. 

• If surface defects are to be applied, the coordinates of the surface mesh are input 

into the surface defects function, which modifies the position of points in a given 

area. 

• The coordinates of the surface mesh and the indexing matrix are input into 

Iso2mesh, using appropriate 𝑟𝑎𝑑𝑏𝑜𝑢𝑛𝑑 and 𝑚𝑎𝑥𝑣𝑜𝑙 values. Iso2mesh outputs the 

coordinates of the new tetrahedral mesh and an element indexing matrix. 

• Lastly, the outputs from Iso2mesh are used to check the quality of the individual 

elements. 

These modelling functions provide full control over the definition of defects within the 

lattice geometry and are therefore suitable for conducting parametric studies of lattice 

behaviour in the presence of defects. Additionally, these functions are compatible with 

any measurement process (e.g. XCT, focus variation) which can quantify the geometry 

of a lattice structure – the selection of the modelling parameters can be informed by 

measurement data, enabling a more realistic representation of the defects in the lattice 

struts. 

 

 

Figure 6.1 – Flow chart of the modelling process. 

 

  



7 FE study: texture bias 

 

As a demonstration, we perform an FE parametric study to investigate the impact of 

texture bias on the compressive Young’s modulus of two popular lattice structures: BCCZ 

and octet-truss. Figure 7.1 shows the two lattice structures and their dimensions. 

Texture bias is modelled using the method from Section 4.4, where a simulated surface 

is used to apply displacements to the strut surfaces. We simulate the texture bias by 

defining a simulated surface 𝜓 which applies peaks and troughs to one side of the lattice 

strut, thus replicating the general discrepancy between upskin and downskin surfaces. 

The simulated surface 𝜓 is defined using eq 4.16 where 𝜔𝛼 = 𝜔𝑡 = 8, 𝜎𝑦 = 𝜋/5 and 𝛼0 = 0 

for upskin bias, and 𝛼0 = 𝜋 for downskin bias. 𝜓 has a form similar to that in Figure 4.6c. 

In this parametric study, the amplitude 𝐵 of 𝜓 is the parameter being investigated, 

where 𝐵 is increased through seven states for this study, 𝐵 = 0.1, 0.2, … , 0.7. The 

displacements 𝛿 applied to the struts are then calculated using 

 

where 

 
𝛾 = {

0.1, if 𝜓 > 0
1, if 𝜓 ≤ 0

; 7.2 

 

 Δ = {
1, if 𝜃 > 0
0, if 𝜃 = 0

. 7.3 

 

𝛾 reduces the values of the positive displacements so that the function predominantly 

applies negative displacements that reduce the radius of the strut surfaces. Δ excludes 

the vertical struts (𝜃 = 0) from the texture bias. For each value of 𝐵, five meshes are 

created, to be used for averaging the results. Iso2mesh parameters 𝑟𝑎𝑑𝑏𝑜𝑢𝑛𝑑 and 𝑚𝑎𝑥𝑣𝑜𝑙 

were both set to 0.2. 

Commercial FE software, Abaqus, was used to perform the simulations. A script was 

developed in MATLAB to create the FE meshes, and to create and run the Abaqus input 

files. As shown in Figure 7.1, the upper and lower faces are flattened in order to apply 

boundary conditions. The nodes on the bottom face (red) are constrained in all degrees 

of freedom. Compression is applied by displacing the nodes on the top face (yellow) a 

tenth of the lattice height (~2 mm) in the negative z-direction. The material used is 

Ti6Al4V with Young’s modulus 126 GPa and Poisson ratio 0.32. We extract the reaction 

force 𝐹 from the top face (yellow) and calculate the Young’s modulus 𝐸 with the following 

equation 

where 𝐿 is the original length (height) of the lattice structure, 𝐴 is the cross-sectional 

area of the lattice and 𝑈 is the displacement applied to the nodes on the top face. 

Figure 7.2 shows the relationship between the predicted Young’s modulus of the lattices 

and the amplitude of the texture bias. Both plots show lower Young’s modulus for 

downskin bias, with some divergence between upskin and downskin upon increasing 

amplitude. The results show the octet-truss structure to be more sensitive than BCCZ to 

the texture bias, as shown in Table 2, which lists the percentage change in Young’s 

modulus between the lowest and highest amplitudes applied to the surfaces.  

 𝛿 = 𝜓 × 𝛾 × Δ, 7.1 

 𝐸 =  𝐹𝐿/𝐴𝑈 7.4 



 

 

 

 

Figure 7.1 – Tetrahedral meshes of BCCZ and octet-truss lattices. (a) Downskin texture bias has been applied 
to the BCCZ lattice; (b) upskin texture bias has been applied to the octet-truss. 

 



 

Figure 7.2 – Simulation results showing the effect of texture bias on the Young’s modulus of (a) BCCZ and (b) 
octet-truss lattices. Error bars are the standard deviations from five repeats. 

 

 

 BCCZ Octet 

Downskin 2.31 8.50 

Upskin 2.09 7.92 
Table 2 - Percentage reduction in compressive Young's modulus. 

 

  



8 Discussion and conclusion 

 

This paper has presented an FE framework for modelling form and surface defects in 

strut-based lattice structures. Intuitive mathematical definitions have been provided for 

modelling strut waviness, radius variation, elliptical cross-sections and texture bias. 

Conversion from surface mesh to tetrahedral mesh was performed via open-source 

MATLAB toolbox, Iso2mesh. Simple mesh quality tools were developed to aid in 

optimising Iso2mesh parameters. A parametric FE study was performed to simulate the 

impact of texture bias on the compressive Young’s modulus of the BCCZ lattice and 

octet-truss lattice. 

8.1 Defect modelling 

The modelling framework presented in this paper provides a high level of control over 

the form and surface of lattice struts. The mathematical definitions for the defects are 

well suited for FE parametric studies – individual variables from the underlying functions 

can be isolated and studied, as demonstrated in this paper. This modelling framework 

could be easily adapted to other types of defects not considered in this paper, such as 

notched or completely broken struts. The high geometric control of this approach could 

also be used to improve lattice designs, for example by applying fillets, which can 

improve fatigue strength.  

8.2 FE study 

The texture bias study showed the octet-truss to demonstrate a higher sensitivity to 

texture bias, with a greater reduction in compressive Young’s modulus than the BCCZ 

lattice. These results are expected, because all the struts in the octet-truss are inclined 

and experience a bending load, whereas the BCCZ is reinforced with axially loaded 

vertical struts. The divergence between the upskin and downskin plots in Figure 7.2 

suggests that downskin defects impact the Young’s modulus more strongly in both lattice 

structures. However, the maximum difference between the upskin and downskin plots is 

less than 1%, which may be negligible, depending on the application. Nevertheless, this 

texture bias study is useful for quantifying how much more sensitive the octet-truss is to 

texture bias than the BCCZ lattice. Visual inspection of Figure 7.2 suggests a linear 

Young’s modulus response of the octet-truss, in contrast to the BCCZ response which is 

notably less linear – the source of this behaviour is unclear and may be due to the 

number of repeat measurements. 

8.3 Limitations 

Regarding the SDF, increasing the domain resolution and/or the number of line 

segments in the strut can cause the SDF to become computationally expensive. 

Replicating the real AM process, where multiple discontinuities are applied in each sub-

millimetre layer, may be unfeasible. Therefore, as the computational load increases, it 

becomes increasingly important to utilise the design’s symmetry and duplicate/transform 

the underlying distance fields where possible – defects may also need duplicating, which 

undermines the model’s representation of the as-built lattice. 

Considering the FE modelling stage, the use of tetrahedral elements allows for greater 

control over the geometry, however, they are significantly more computationally 

expensive than beam elements. Increasing the tessellation further may require 

homogenisation techniques (as demonstrated elsewhere, [15] for example). Increasing 

the tessellation is an important step in determining whether the results from the study in 

Section 7 have converged – additionally, the seemingly non-linear BCCZ response may 

not manifest at higher tessellations. 



8.4 Future work 

This work can be continued in several ways. Further parametric studies can be 

conducted to investigate the impact of different defects on specific lattice behaviour. The 

modelling of defects could be improved by using measurement data to inform the 

selection of parameters in the underlying functions. Note that the simulated surface used 

in the FE study (eq 7.1) was built using an arbitrary function sufficient for the generation 

of graded peaks and valleys on the surface. Future modelling of texture bias could use a 

simulated surface possessing statistical properties obtained from focus variation 

measurement data of lattice struts, for example. Mechanical testing of BCCZ and octet-

truss lattices will be crucial for validating the accuracy of this model. Higher tessellation 

lattice structure models will be tested, to investigate the convergence of mechanical 

properties - homogenisation techniques may also be investigated. 

This modelling framework can also be extended beyond the study of defects on 

compressive properties, for example, the impact of texture bias on heat transfer or fluid 

flow could be investigated using this approach. The presented modelling framework is 

versatile and will hopefully be used for improving the understanding of AM lattice 

structures in a range of applications. 
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