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Abstract

Landslides, rockfalls, and iceberg calving impacting into a water body gener-
ate large landslide-tsunamis posing a serious hazard in lakes and reservoirs.
These waves can impact and even overtop dams as in the 1963 Vajont dis-
aster in Italy. However, estimating the effects of tsunamis on dams, e.g.
pressures and forces, and 3D effects is challenging. An accurate prediction of
these effects is also important for a range of coastal and offshore applications.
The present study focuses on the numerical modelling of landslide-tsunamis
impacting dams with the open source toolbox solids4foam. After a valida-
tion with theoretical, experimental, and numerical results, 5th order Stokes,
cnoidal, and solitary waves were simulated in 72 2D experiments with dams
of steep to vertical inclinations. The wave loading on dams was found to be in
agreement with predictions based on an existing empirical approach, signifi-
cantly expanding its limited validation conditions. New empirical equations
are suggested to predict the wave run-up height together with the overtopping
volume and depth. These address the cases where no empirical equations are
available or existing equations result in large deviations from the numerical
results. Novel insight in the dynamic pressure is provided, supported by
new semi-empirical equations. Further, simulations in 3D were performed
to quantify the effects of the dam curvature and asymmetrical wave impact
angles. Both effects combined induce an increase in the run-up height at dam
flanks of up to 32%. Such findings support the design of dams and tsunami
hazard assessment.
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1. Introduction1

1.1. Background2

Landslide-tsunamis, also called landslide-generated impulse waves, are3

generated by landslides, rockfalls, and iceberg calving in water bodies such4

as lakes and reservoirs (Heller and Hager, 2010; Heller et al., 2016; Bullard5

et al., 2019; Evers et al., 2019; Meng et al., 2020; Heller et al., 2021; Rauter6

et al., 2021; Ruffini et al., 2021). The energies of such gravity-driven masses7

are transferred into waves propagating across water bodies and potentially8

interacting with dams. This may result in significant run-ups and even over-9

toppings (Kobel et al., 2017; Evers and Boes, 2019; Evers et al., 2019).10

Several destructive landslide-tsunamis have been documented in the recent11

past. Among these, the one generated in the Vajont reservoir in Italy, in12

1963, caused approximately 2000 casualties (Panizzo et al., 2005b). More13

recently, the 2014 Lake Askja event on Iceland resulted in a run-up height of14

71 m (Gylfadóttir et al., 2017). Such events represent a persistent danger in15

regions with a large number of lakes, fjords, and/or reservoirs such as China16

and Norway.17

Studies into the risk of tsunamis must be carried out for large water18

bodies (Swiss Federal Office of Energy, 2015), including tsunami impact and19

dam overtopping. In addition to the hydrostatic force from the still water,20

tsunami forces may be relevant (Ramsden, 1996) and an accurate prediction21

is important for the design of dams and a range of further coastal and offshore22

structures, e.g. oil and gas rigs, offshore wind turbine platforms, breakwaters,23

flood protection systems, and wave energy converters. Nevertheless, the esti-24

mation of tsunami forces is still associated with large uncertainties. Available25

prediction methods are based on a small number of 2D laboratory experi-26

ments (Ramsden, 1996). Moreover, 3D effects, e.g. the dam curvature and/or27

asymmetrical wave impact angles, often have to be neglected due to a lack28

of knowledge (Heller et al., 2009). Wave run-ups are also important for the29

design of dams, e.g. to prevent dam overtoppings. This may cause severe30

damage to the dam, e.g. at the crest or downstream slope, and/or to the31

downstream area.32

The present study focuses on the numerical investigation of tsunamis im-33

pacting dams to enhance hazard assessment. Tsunamis are modelled with34
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idealised wave types representing a wide range of impulse waves, e.g. gener-35

ated by earthquakes, landslides, and icebergs. Computational fluid dynamics36

(CFD) shows a great potential in modelling tsunamis (Yavari-Ramshe and37

Ataie-Ashtiani, 2016), waves impacting walls (He and Kashiwagi, 2012; Chen38

et al., 2014; Didier et al., 2014; Hu et al., 2016), and impulsive wave forces39

acting on recurved parapets (Castellino et al., 2018; Martinelli et al., 2018;40

Castellino et al., 2021; Dermentzoglou et al., 2021). Mesh-based methods,41

e.g. the Finite Volume Method (FVM, Tuković et al., 2018), and mesh-free42

methods (particle-based), e.g. Smoothed Particle Hydrodynamics (SPH, Di-43

dier et al., 2014), have been successfully applied. However, mesh-based meth-44

ods are more computationally efficient and demonstrate a good convergence45

behaviour (Yavari-Ramshe and Ataie-Ashtiani, 2016).46

Recently, new approaches have been developed for modelling waves gener-47

ated by rigid bodies such as landslides. Chen et al. (2020) and Romano et al.48

(2020) presented new methods based on the Immersed Boundary Method49

and Overset Mesh Technique, respectively, in the OpenFOAM framework.50

Lagrangian approaches, e.g. the Particle Finite Element Method, have also51

been applied as they are efficient in solving large deformations (Franci et al.,52

2020; Mulligan et al., 2020). Furthermore, a new multi-domain method was53

developed by Di Paolo et al. (2021) to simulate wave-structure interactions in54

OpenFOAM. The present study relies on an available FVM toolbox in foam-55

extend 4.0 (FE 4.0), capable of simulating both the fluid and structure.56

1.2. Previous work57

An accurate prediction of the effects of tsunamis on dams is still chal-58

lenging. The total pressure p at the dam is composed of the dynamic pd and59

hydrostatic components. An analytical formulation of pd for linear waves60

propagating offshore in a water body was developed by Dean and Dalrymple61

(1991) (Section 3.2.3). Sainflou (1928) derived an analytical solution for pd62

from nonlinear and standing waves on a vertical wall. Tadjbakhsh and Keller63

(1960) provided the theoretical pd and water surface elevation η in function64

of the time t and the spatial coordinate x for periodic waves impacting a65

vertical wall. As the methods of Sainflou (1928) and Tadjbakhsh and Keller66

(1960) were originally developed for wind waves, they may be inappropriate67

to predict wave pressures for more extreme cases, such as tsunamis.68

Landslide-tsunamis can be approximated with Stokes (Dean and Dalrym-69

ple, 1991), cnoidal (Dingemans, 1997), solitary (Boussinesq, 1871), and bore70

(Le Méhauté, 1976) waves (Heller and Hager, 2011; Heller and Spinneken,71
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2015; Xue et al., 2019). These different wave types result in different effects72

when impacting dams. Bore-like waves are typically created in the genera-73

tion zone and transform into cnoidal- or solitary-like waves further offshore74

(Heller and Hager, 2011) or they are generated during wave breaking near75

the shore. Wave breaking rarely occurs at a dam as the water depth tends to76

increase and the wave amplitude tends to decrease towards the dam; hence,77

solitary-like waves represent the most extreme case in most situations (Heller78

et al., 2009; Kobel et al., 2017).79

A mathematical investigation of solitary waves impacting a vertical wall80

was conducted by Cooker et al. (1997). The numerically deduced values of81

the wave force and the run-up height R were successfully validated with the82

numerical results of Fenton and Rienecker (1982). However, no prediction83

method for the pressure distribution at the wall was provided.84

Ramsden (1996) conducted laboratory experiments in a 0.610 m (height)85

× 0.396 m (width) × 36.6 m (length) wave tank to investigate the effects86

of solitary waves on a vertical wall. The horizontal (subscript H) force FH87

and bending moment MH relative to the foundation resulting from the soli-88

tary wave and hydrostatic pressure from the still water combined were mea-89

sured. In an effort to present a coherent methodology to predict the effects90

of tsunamis in lakes and reservoirs, Heller et al. (2009) approximated the91

empirical data of Ramsden (1996). They found for a wave amplitude a to92

water depth h ratio range 0 ≤ a/h ≤ 0.693

FH = [1− 1.5(a/h)]1/6(1/2)ρwg(2a+ h)2, (1)94

95

MH = [1− 1.5(a/h)]1/6(1/6)ρwg(2a+ h)3 (2)96

with the water (subscript w) density ρw and the gravitational acceleration97

g. Eqs. (1) and (2) provide the force and moment per unit width of the dam98

based on a triangular distribution of the pressure99

p(z) = [1− 1.5(a/h)]1/6ρwg(2a− z) (3)100

with a maximum water level of 2a + h and z as the vertical coordinate.101

This is reduced to a trapezoidal distribution in the case of wave overtoppings102

(Appendix A), i.e. for a dam height l ≤ (2a+h), the triangular section above103

the dam crest is removed (Heller et al., 2009). This results in the reduced104

(subscript red) force FH,red (Eq. A.1) and moment MH,red. This approach105

was taken over by Evers et al. (2019) in their effort to update the manual106
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Heller et al. (2009). Eqs. (1) and (2) require further validation as they rely107

on a limited number of experiments and wave conditions.108

The most recent prediction methods for R and dam overtopping were109

summarised by Evers et al. (2019). For R, the semi-empirical equation of110

Evers and Boes (2019) was proposed and for the wave overtopping volume111

V , duration and the maximum wave overtopping depth d0, the methods of112

Kobel et al. (2017) were recommended. Unfortunately, the empirical equation113

for V cannot be applied if a is larger than the freeboard f , being one of the114

shortcomings addressed in the present work. These methods will be compared115

and discussed with the results of the present article in Sections 3 and 4.116

1.3. Aims and structure117

The present study aims to:118

• Provide new physical insight into tsunamis impacting dams of steep to119

vertical inclinations based on 2D and 3D numerical modelling.120

• Provide insight and propose a new semi-empirical approach to predict121

the dynamic pressure of tsunamis on dams in analogy to the theory of122

Dean and Dalrymple (1991).123

• Expand the validation conditions of the prediction methods of Evers124

et al. (2019) for tsunami forces on dams with and without overtopping.125

• Provide a new empirical equation for the run-up height to support126

tsunami hazard assessment.127

• Provide new empirical equations for the overtopping volume and depth128

for cases where the equations of Kobel et al. (2017) cannot be applied or129

result in significantly different predictions from the numerical results.130

The remainder of this article is organised as follows. In Section 2 the nu-131

merical toolbox is addressed along with the numerical set-ups and the test132

programme. The validation of the numerical toolbox with laboratory data,133

an analytical solution and another numerical solver is presented in Section 3.134

Thereafter, the investigation of tsunami forces, run-ups, overtoppings, and135

dynamic pressures for waves with and without overtopping in 2D is addressed.136

A discussion of the results and the 3D simulations can be found in Section137

4 followed by the main conclusions in Section 5. The appendices include the138

overtopping wave force method of Evers et al. (2019) (Appendix A), the139
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convergence tests (Appendix B), and the dynamic pressure (Appendix C)140

for overtopping waves.141

2. Methodology142

The open source toolbox solids4foam (Cardiff et al., 2018) implemented in143

FE 4.0 (OpenFOAM extension, 2016) was used in the present study to model144

tsunamis impacting dams. This toolbox solves fluid-solid interaction prob-145

lems with a Finite Volume discretisation for both domains and a partitioned146

coupling approach is applied.147

2.1. Governing equations of fluid148

The governing equations of an incompressible Newtonian fluid are the149

continuity and the Reynolds-averaged Navier-Stokes (RANS) equations150

∇ · ū = 0 (4)151

152

ρ∂ū

∂t
+ ρ(ū · ∇)ū = −∇p̄+ ρ∇ · (µ∇ · ū− u′u′) + ρg. (5)153

In Eqs. (4) and (5) ū = (ūx, ūy, ūz) is the mean fluid velocity vector, p̄ the154

mean pressure, ρ the fluid density, µ the fluid dynamic viscosity, u′u′ the tur-155

bulent stress tensor (with u′u′ = 0 for laminar flow) and g the gravitational156

acceleration vector. Based on the Boussinesq approximation (Jasak, 1996)157

u′u′ = νt(∇ · ū + (∇ · ū)T ) +
2

3
ktI, (6)158

where I is the identity matrix and νt and kt are the kinematic turbulent159

viscosity and the turbulent kinetic energy per unit mass defined by the se-160

lected turbulence model in FE 4.0 (Ferziger, 1987). For the simulations of161

the present study, the laminar flow model has been used (Streeter and Wylie,162

1985). This assumption provides accurate results while reducing the associ-163

ated computational costs, as demonstrated in the validation tests (Section164

3.1.1 and 3.1.3), with a tendency to operate on the safe side.165

The solver interFoam is applied in FE 4.0 to solve Eqs. (4) and (5). These166

are discretised into a set of algebraic equations based on the spatial and tem-167

poral partition of the domain using the cell-centered FVM and solved with168

the PIMPLE loop (Aguerre et al., 2013). Time integration is governed by169
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the Courant-Friedrichs-Lewy (CFL) convergence condition (Courant et al.,170

1928), which is expressed in two dimensions as171

C =
ūx∆t

∆x
+
ūz∆t

∆z
≤ 1. (7)172

In Eq. (7), C is the Courant number, ∆t the time step and ∆x and ∆z are173

the cell sizes in the x and z direction, respectively. Once the solver started,174

the initial ∆t was continuously adapting to satisfy the CFL condition.175

The Volume of Fluid (VOF) method (Hirt and Nichols, 1981) is employed176

in interFoam to solve water-air flows based on the fraction of volume α; α177

varies from 0 to 1, with α = 0 denoting air, α = 1 water and 0 < α < 1 the178

air-water interface. In the present study, α = 0.5 was selected to track the179

water surface. The fluid properties ρ and µ are evaluated as180

ρ = ρwα + ρa(1− α) (8)181

182

µ = µwα + µa(1− α) (9)183

with the subscript a standing for air. Once the fluid velocity field is solved,184

α is updated through the following transport equation over time185

∂α

∂t
+∇ · (ūα) +∇ · [α(1− α)ur] = 0. (10)186

The artificial compression term ∇ · [α(1 − α)ur], including the compression187

velocity vector ur, was introduced by Weller et al. (1998) to reduce the188

numerical diffusion.189

Wave generation was performed with the toolbox waves2Foam (Jacob-190

sen et al., 2012). Several wave theories are implemented in waves2Foam,191

including linear, Stokes, cnoidal, and solitary wave theory. The governing192

equations are implemented as in FE 4.0 with the only difference that Eq.193

(5) is written in terms of the pressure in excess to the hydrostatic one. The194

wave generation is based on the relaxation zone technique, consisting of a195

relaxation function applied to evaluate ū and α inside the relaxation zone196

(Jacobsen et al., 2012). In the present study, a relaxation zone of 3 times the197

wave length L was used in all the 2D tests (Fig. 1a).198

2.2. Numerical set-up and test programme199

The numerical set-up consisted of a 2D wave channel with a rigid dam200

(Fig. 1a). The dam with height l = 50.00 m and thickness s = 2.50 m was201
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located 4L from the upstream boundary of the wave flume. Water depths of202

h = 25, 36, and 48 m were used (Table 1), resulting in relative submergences203

of the dam of h/l = 0.50, 0.72, and 0.96 with a minimum freeboard of204

f = l − h = 2 m, satisfying the criterion of the Bureau of Reclamation205

(2012). The simulations involved a range of wave types impacting dams of206

inclinations β = 60, 75, and 90◦. The wave types and corresponding wave207

features used in the simulations are shown in Table 1 where H is the wave208

height and T the wave period.209

In the cnoidal and Stokes wave tests a resolution of ∆x = L/310 and210

∆z = 50.00 cm, with ∆x = L/1240 and ∆z = 12.50 cm in the L/4 ×211

80 m refined area, was employed. In the solitary wave tests, the domain212

was discretised with square cells of ∆x = ∆z = 25.00 cm and a higher213

resolution of ∆x = ∆z = 6.25 cm in a 25 m × 80 m area in front of the214

dam (Fig. 1a). Finer resolutions were investigated in a few tests, requiring215

higher computation times without any significant difference in the results216

(Appendix B.1).217

Table 1
The test programme for the 2D tests. Values marked with * were observed at x = −hcotβ
in simulations conducted without the dam and are slightly different, due to bottom friction,
from the round values used at the input.

Parameter Symbol Unit Range Dimensionless range

Water depth h m 25, 36, 48 - -
Dam height l m 50 - -

Dam inclination β ◦ 60, 75, 90 - -
Stokes 5th H m 6.56 to 6.86* H/h 0.13 to 0.26
order waves T s 15, 20 T (g/h)0.5 6.8 to 12.5

Cnoidal waves
H m 5.56 to 6.60* H/h 0.13 to 0.26
T s 15 to 30 T (g/h)0.5 7.2 to 18.8

Solitary waves a m 2.53 to 15.70* a/h 0.10 to 0.60

Some initial tests were run with and without solving the governing equa-218

tions of the solid. The computation times decreased by approximately 60%219

for the latter cases, and negligible differences (≈ 1 to 2%) were observed in220

the wave forces on the dam. Consequently, all tests in Table 1 were con-221

ducted by solving the fluid governing equations only. The simulations were222

conducted on the High Performance Computing cluster Augusta at the Uni-223
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versity of Nottingham using 40 Central Processing Unit (CPU) cores and 120224

GB of memory. Stokes and cnoidal wave tests (≈ 0.4 million of cells) took225

approximately 12 h of computation time to simulate 140 to 200 s. A simu-226

lation time of 25 s for a solitary wave test (≈ 1.3 millions of cells) required227

approximately 6 h of computation time.228

2.2.1. 3D simulations229

In order to provide some insight into the effects of the curvature of the230

dam and/or asymmetrical wave impact angles, 3D simulations were also con-231

ducted. The numerical set-up consisted of a 50 m wide wave tank with a 50232

m high dam and h = 25 m (Fig. 1). Solitary waves with a/h = 0.30 and233

propagation angles of γ = 0 and 30◦ (Fig. 1c,d) impacting gravity and arch234

dams (Fig. 1a,b) were simulated, resulting in 4 tests. A straight axis was235

assumed for the gravity dam (Fig. 1a,c) and the upstream face of the arch236

dam (Fig. 1b,d) was designed with vertical and horizontal radii of 30 and237

115 m (Bureau of Reclamation, 2013). The domain was discretised with238

square cells of ∆x = ∆y = ∆z = 25.00 cm and with a higher resolution of239

∆x = ∆y = ∆z = 6.25 cm in a refined area in front of the dam (Fig. 1a,b).240

For γ = 0◦, only half of the domain (0 m ≤ y ≤ 25 m) was simulated given241

the symmetry of the wave field (≈ 40 million cells). The boundary condition242

for the plane y = 0 m was set as ”symmetryPlane” (OpenFOAM documenta-243

tion, 2020). At y = 25 m, the ”noSlip” and ”zeroGradient” conditions were244

used for the velocity and pressure fields. These simulations were conducted245

using 40 CPU cores and 600 GB of memory, requiring approximately 6 days246

of computation time to simulate 10 s.247

For γ = 30◦, the whole domain was used (≈ 75 million cells). At y = −25248

and 25 m, the boundary conditions were set as ”noSlip” for the velocity and249

”zeroGradient” for the pressure (OpenFOAM documentation, 2020). Given250

the high computational costs, the wave front was located 50 m upstream of251

the dam (Fig. 1) to reduce the length of the domain and the time of simu-252

lation. A simulation time of 5 s took approximately 6.5 days of computation253

time with 80 CPU cores and 600 GB of memory.254
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Fig. 1. Numerical set-ups: (a) 2D tests, (b,c) lateral and (d,e) top views of the 3D tests
with (b,d) showing the gravity and (c,e) the arch dam.

3. Results255

3.1. Validation of the numerical toolbox256

3.1.1. Comparison with experiments and an analytical solution257

The numerical toolbox was validated with the laboratory measurements258

of Mallayachari and Sundar (1995) and the analytical solution of Tadjbakhsh259

and Keller (1960) for linear waves impacting a vertical wall. The numerical260

simulations were conducted with the identical set-up as in Mallayachari and261

Sundar (1995). A mesh resolution of ∆x = ∆z = 0.0015 m was employed,262

resulting from the convergence analysis in Appendix B.2. The dynamic pres-263

sure pd (Dean and Dalrymple, 1991), defined as264

pd(z) =

{
p(z) for 0 < z ≤ η,

p(z) + ρgz for − h ≤ z ≤ 0,
(11)265
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where p(z) is the measured pressure in the simulations, is compared with the266

experimental and analytical results for two selected tests with intermediate-267

water waves in Fig. 2.268

The analytical solution plin takes only the linear term into account whereas269

pnonlin considers up to the third order term (Tadjbakhsh and Keller, 1960).270

The normalised root mean square error271

nRMSE =

√
1
Nd

∑Nd

i (pd,ref,i − pd,num,i)2

(pd,num,max − pd,num,min)
(12)272

was computed, with the experimental or analytical (subscript ref) and the273

numerical (subscript num) value, respectively, Nd is the number of consid-274

ered pd values and the subscripts max and min stand for the maximum275

and minimum values. Eq. (12) was applied for z ≤ 0 m only, due to the276

lack of experimental data for z > 0 m. In addition, the analytical solu-277

tion does not result in atmospheric pressure (pd = 0) as observed in the278

simulations at z = η (Fig. 2). In both experiments the numerical toolbox279

captures the experimental data and the analytical model well. This resulted280

in nRMSE = 0.14 and 0.08 for the experimental data in Fig. 2a,b, respec-281

tively, and nRMSE = 0.07 to 0.14 and 0.02 to 0.21 for the analytical solution282

in Fig. 2a,b, respectively.283

}

(a) (b)

Fig. 2. Comparison of the numerical pressure pd/(ρgH) versus z/h with laboratory mea-
surements (Mallayachari and Sundar, 1995) and analytical plin and pnonlin (Tadjbakhsh
and Keller, 1960) for (a) H = 0.023 m and T = 0.950 s and (b) H = 0.048 m and T = 0.873
s (after Attili et al., 2020).
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3.1.2. Comparison with numerical solutions284

The time series of the solitary wave forces F at a vertical dam were285

compared with the numerical results of Cooker et al. (1997). The numerical286

simulations herein were performed with the set-up shown in Fig. 1a, for287

0.1 ≤ a/h ≤ 0.5. The dimensionless force F/(ρgh2) versus the dimensionless288

time (t − t0)(g/h)0.5 is shown in Fig. 3, where t0 is the instant when the289

maximum R occurs. The present study is in good agreement with Cooker290

et al. (1997), showing a maximum deviation of only 5% for a/h = 0.5 at291

t = t0. In further agreement, F is maximum at t = t0 for a/h ≤ 0.3, while a292

double peak is observed in proximity of t = t0 for a/h ≥ 0.4 (Fig. 3).293

a/h = 0.1

0.2

0.3

0.4

0.5

Fig. 3. Comparison of the time series of the dimensionless forces F/(ρgh2) at the dam
with that of Cooker et al. (1997) for a/h = 0.1, 0.2, 0.3, and 0.5.

3.1.3. Validation for overtopping waves with laboratory experiments294

The numerical solver was validated with 2 laboratory experiments of Ko-295

bel et al. (2017) for the overtopping volume V and depth d0 of solitary waves296

impacting a vertical dam. The numerical set-up consisted of a 2D wave flume297

with a 0.30 m high plate representing the dam and h = 0.25 m. A mesh res-298

olution of ∆x = ∆z = 1.50 mm was employed (Appendix B).299
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Fig. 4. Comparison between laboratory (Kobel et al., 2017) and numerical snapshot series
of a solitary wave impact on a vertical dam with overtoppings with a/h = 0.30. The units
of the x and z axes are m.
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The comparison between laboratory and numerical results for experiment300

1 (Table 2) is shown in Fig. 4 for a section of the wave flume of approxi-301

matively 0.85 m × 0.30 m. The free water surface is compared at several302

adjusted times τ = t − td0, with td0 as the time during the maximum d0.303

This reveals that the main features of the phenomenon are captured by the304

simulation. The experimental (subscript exp) and numerical V /h2 and d0/h305

are addressed in Table 2. The numerical V /h2 and d0/h are well predicted306

in both experiments with a maximum deviation of 14%.307

Table 2
Overview of the main parameters in the comparison with experiments of Kobel et al.
(2017).

Experiment a/h
V exp

h2
V num

h2
∆V

d0,exp
h

d0,num
h

∆d0

1 0.30 0.25 0.27 8% 0.28 0.27 4%

2 0.50 0.55 0.60 9% 0.56 0.64 14%

3.2. No overtopping308

The tsunamis travelled along the numerical flume, impacted and run-up309

the dam before being reflected. This is shown in the snapshot series in Fig.310

5 for a solitary wave with a/h = 0.31 and β = 90◦.311
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(a)

(c)

(e)

(b)

(d)

(f)

Fig. 5. Snapshot series of a solitary wave impact on a dam without overtopping with
a/h = 0.31 with (a,c,e) pressure contours in MPa and (b,d,f) mean velocity ū =

√
ū2x + ū2z

contours.

3.2.1. Run-up312

The simulations to investigate the run-up heights R at the dam were313

conducted with smooth slopes. Although they do not represent all types of314

dam surfaces, Teng et al. (2000) found that the effects of the roughness on315

R can be neglected for relatively steep slopes β ≥ 20◦.316

The maximum R/h observed in each test is shown in Fig. 6a versus a/h.317

In agreement with Cooker et al. (1997), the instant t0 (Section 3.1.2) does not318

necessarily coincide with t when the maximum F is observed (Fig. 3). R/h319

increases with a/h following approximatively a linear trend (Fig. 6a). Some320

of the cnoidal wave tests with β = 60 or 75◦ show larger values compared321

to the other tests for the same a/h. This is due to the smaller β resulting322

in larger R, as also observed for the solitary tests (Fig. 6a) and the splash323
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generated during the wave impacts in these simulations.324

Using the linear trend between R and a/h shown in Fig. 6a, R/h was325

approximated as326

R

h
=

9

4

(
90

β

)1/3
a

h
, (13)327

where the pre-term and exponent were optimised through a regression analy-328

sis based on the least-square approach algorithm trust-region (Fig. 6b). The329

coefficient of determination330

R2 = 1−
∑

i (ynum,i − ypred,i)
2∑

i (ynum,i − ȳ)2
, (14)331

was computed with ynum,i as the numerical values, ȳ as the mean of the332

numerical values and ypred,i as the predicted values (subscript pred).333

(a) (b)

+20%

 20%

Fig. 6. (a) Relative run-up height R/h and (b) (R/h)(β/90)1/3 with Eq. (13) (R2 = 0.94)
versus the relative wave amplitude a/h.

3.2.2. Force and bending moment334

The horizontal force FH and bending moment MH are compared with335

predictions based on Evers et al. (2019). For the tests with β = 60 and 75◦,336

FH = F sinβ and MH = FHzH were computed, with zH as the elevation of the337

resultant of FH from −h. FH and MH are normalised with the hydrostatic338

force Fh = (1/2)ρg(2a + h)2 and moment Mh = (1/6)ρg(2a + h)3, respec-339

tively. FH/Fh and MH/Mh are shown with double logarithmic axes in Fig.340

7 together with the predictions from Evers et al. (2019) (Eqs. 1 and 2) and341

the experimental data of Ramsden (1996).342
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Eqs. (1) and (2) predict the numerical FH and MH well, operating on343

the safe side, and most of the data are within the ±10% bounds (Fig. 7).344

The 4 tests conducted with Stokes waves represent less extreme cases with345

approximately 10% smaller wave loadings than predicted with Evers et al.346

(2019) (Fig. 7). Marginally higher values for FH and MH of the cnoidal waves347

for larger T are observed. However, this dependence on T may be neglected348

for the investigated range 7.2 ≤ T (g/h)0.5 ≤ 18.8 such that Eqs. (1) and349

(2) deliver also good approximations for cnoidal waves. The solitary wave350

loadings on the dam are in good agreement with Eqs. (1) and (2).351

(a)

+10%

 10%

(b)

+10%

 10%

Fig. 7. Comparison of the horizontal dimensionless (a) force FH/Fh and (b) moment
MH/Mh at the dam versus a/h with predictions from Evers et al. (2019) and data of
Ramsden (1996).

3.2.3. Dynamic pressure352

The total pressure p at the wall is composed of the dynamic pd and hydro-353

static −ρgz components. The component pd represents the excess pressure354

due to the waves, corresponding to p above (z > 0) and to p+ ρgz below the355

still water surface (z ≤ 0) (Eq. 11).356

According to Dean and Dalrymple (1991), the pressure field of linear357

waves propagating offshore in a water body can be determined from the358

unsteady Bernoulli equation resulting in pd = Kp(z)p(z = 0), for z ≤ 0. Kp359

is the pressure response factor360

Kp(z) =
cosh[k(h+ z)]

cosh(kh)
, (15)361
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where k = 2π/L is the wave number. Kp reaches the maximum value of 1 at362

z = 0 and decreases for z < 0 proportionally to cosh(h+ z).363

The unsteady Bernoulli equation can also be used to describe the pressure364

field of waves impacting walls (Tadjbakhsh and Keller, 1960). In order to365

define pd of nonlinear waves impacting dams, in analogy to Dean and Dal-366

rymple (1991), the pressure response factor at the wall (subscript w) Kpw is367

introduced herein such that368

pd(z) =

{
p(z) for z > 0,

Kpwp(z = 0) for − h ≤ z ≤ 0,
(16)369

where p(z) can be predicted with Eq. (3) (Evers et al., 2019).370

Despite of the different conditions compared to linear waves propagating371

offshore in a water body, Kpw in the numerical tests showed similar trends as372

Kp (Eq. 15) and are approximated in function of a/h, z/h and a coefficient373

A as374

Kpw(a/h, z/h) =
cosh[A(a/h)(1 + z/h)]

cosh[A(a/h)]
. (17)375

A was optimised for each test with a least squares regression analysis resulting376

in 1.28 ≤ A ≤ 15.06. Eq. (17) captures the numerical results well with377

coefficients of determination of R2 = 0.95 to 1.00, as shown in Fig. 8 for 4378

representative tests.379

To eventually express Kpw as a function of a/h and z/h only, the coeffi-380

cients A were defined separately for Stokes and cnoidal (Eq. 18) and solitary381

waves (Eq. 19) with382

A = (a/h)−1 and (18)383

384

A = (a/h)−2/3. (19)385

Eq. (19) captures the data within deviations of ±20% for the solitary waves386

(Fig. 9b), while larger deviations are observed for Eq. (18) for Stokes and387

cnoidal waves (Fig. 9a). However, most of the data lie within the ±30%388

bounds. Combining Eq. (17) with Eqs. (18) and (19) results in389

Kpw(z/h) =
cosh(1 + z/h)

cosh(1)
, for Stokes and cnoidal waves and (20)390

391

Kpw(a/h, z/h) =
cosh[(a/h)1/3(1 + z/h)]

cosh[(a/h)1/3]
, for solitary waves. (21)392
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a/h = 0.16

0.1
7

0.
42

0.
10

Cnoidal
wave

Solitary
wave

Fig. 8. Distribution of the pressure response factor at the wall Kpw with z/h for β = 90◦

and Eq. (17) for a/h = 0.10 (R2 = 1.00), 0.16 (R2 = 1.00), 0.17 (R2 = 1.00), and 0.42
(R2 = 1.00) and A = 3.47, 5.79, 4.45, and 1.28, respectively.

+20%

 20%

(b)(a)

+30%

 30%

Fig. 9. Coefficient A versus the relative wave amplitude a/h and (a) Eq. (18) for Stokes
and cnoidal waves (R2 = 0.59) and (b) Eq. (19) for solitary waves (R2 = 0.72).

Eq. (21) shows that Kpw decays slower with z/h for smaller a/h than in393

Eq. (20). Kpw for Stokes and cnoidal waves is a function of z/h only and394

would coincidence with Eq. (21) for a→ h. Therefore, Eq. (21) operates on395

the safe side for a/h < 1 and can be used for Stokes and cnoidal waves also,396

i.e. the wave type does not need to be determined.397
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To summarise, semi-empirical equations for the pressure response factor398

at the wallKpw were presented in this Section 3.2.3. These Eqs. (20) and (21),399

combined with the prediction of the total pressure p from Evers et al. (2019)400

(Eq. 3), directly provide the dynamic component of the pressure pd (Eq. 16).401

To confirm these equations, the numerical p(z) and pd(z) are compared with402

predictions of Evers et al. (2019) (nRMSE = 0.017 to 0.043) and Eq. (16)403

(nRMSE = 0.04 to 0.14) in Fig. 10 for 4 representative tests. The good404

agreement confirms the suitability of the new semi-empirical equations for405

engineering applications.406

(c) (d)

(a) (b)

Fig. 10. Comparison of the total p/(ρgh) and dynamic pressure pd/(ρgh) with predictions
from Evers et al. (2019) (Eq. 3) and Eq. (16) for cnoidal waves with a/h = 0.10 and (a)
β = 90 and (b) 60◦ and solitary waves with a/h = 0.20 and (c) β = 90 and (d) 60◦.
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3.3. Overtopping waves407

3.3.1. Force and bending moment408

In 37 of the 72 tests (Table 1) R exceeded the freeboard f and the waves409

overtopped the dam, as shown in Fig. 11 for a solitary wave with a/h = 0.28,410

f = 14 m, and β = 90◦. In these cases, only a part of the wave loading is411

transferred on the dam (Appendix A). The ratios FH,red/Fh and MH,red/Mh412

versus a/h are shown in Fig. 12a,c. Moreover, Fig. 12b,d shows FH,red/Fh and413

MH,red/Mh versus f/h. FH,red/Fh and MH,red/Mh decrease with increasing414

a/h for a constant f/h, except for the solitary wave test with a/h = 0.6 and415

β = 90◦, whereas larger f/h result in larger wave loadings for a constant a/h416

(Fig. 12b,d).417

0.0
0.1
0.2
0.3
0.4

0.0

0.1

0.2

0.3
0.4

0.0
0.1
0.2
0.3
0.4

(a)

(c)

(e)

(b)

(d)

(f)

Fig. 11. Snapshot series of a solitary wave impact on a dam with overtopping with
a/h = 0.28 with (a,c,e) pressure contours in MPa and (b,d,f) mean velocity ū contours.
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(a) (b)

(c) (d)

a/
h =

 0.
21

a/h
 =

 0.
21

0.389

f/h = 0.042

f/h = 0.042

0.389

1.00

1.00

+15%

 15%

+15%

 15%

(e) (f)

Fig. 12. Overtopping waves: relative reduced horizontal force FH,red/Fh versus (a) a/h
and (b) f/h, moment MH,red/Mh versus (c) a/h and (d) f/h, and comparison of the
predicted (Evers et al., 2019) and numerical (e) FH,red/Fh and (f) MH,red/Mh at the
dam.

Fig. 12e,f shows FH,red and MH,red versus the predicted values for FH,red418

and MH,red based on Evers et al. (2019). Their method disregarding the419
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top part of the pressure distribution on FH and MH (Appendix A) agrees420

with the numerical results. This method results in predictions of FH,red and421

MH,red on the safe side for most of the experiments with deviations of up to422

approximately 15 and 20%, respectively (Fig. 12e,f).423

Only the 3 solitary waves with a/h = 0.6 are underestimated, namely by424

up to 19%, compared to the numerical results (Fig. 12e,f). In these extreme425

cases, due to the relatively large wave steepness a/L ≈ 0.065 (with L from426

Eq. 25), surging breaking was initiated in proximity of the dam. Surging427

breakers usually occur in proximity of steep slopes and are characterised428

by little foam (Galvin, 1968). Surging breaking may be the reason for the429

observed deviations.430

3.3.2. Overtopping431

The overtopping volume per unit dam width V and the maximum over-432

topping depth over the dam crest d0 were also investigated. The numerical433

toolbox was first validated with the laboratory experiments of Kobel et al.434

(2017) (Section 3.1.3). V was evaluated at the upstream corner of the dam435

crest as436

V =
∑

t

q(t) + q(t+ 1)

2
∆t, (22)437

with the discharge per unit dam width q(t) defined as
∑

zūx(z)∆z, for f ≤438

z ≤ (f + d0).439

V /h2 and d0/h are shown in function of a/h in Fig. 13. Both V /h2 and440

d0/h increase with increasing a/h for a constant f/h, except for the solitary441

wave with a/h = 0.6 and β = 90◦. In this test the splash generated during442

wave impact may explain the relatively larger values of d0/h compared to443

the remaining tests (Fig. 13b).444

In addition to a/h, β and f/h have also a significant effect on the inves-445

tigated parameters. Smaller β result in smaller V /h2 and larger d0/h (Fig.446

13a), while both V /h2 and d0/h decrease with increasing f/h. An exception447

is once more the solitary wave with a/h = 0.6 and β = 90◦.448

For the Stokes and cnoidal wave tests, the effects of T on V and d0 are449

also important. They become even more relevant in combination with the450

effects of a/h and β. In the cnoidal wave tests with β = 90◦, an increase of451

T by 33% results in a 25% larger V . The same increase of T resulted in 77452

and 96% greater V for β = 60 and 75◦, respectively.453
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+15%

 15%

+20%

 20%

f/h
 =

 0
.0

42
0.389

1.000 f/h
 = 0.389

 0.042

1.
00

0

(a) (b)

(c) (d)

Fig. 13. Relative overtopping (a) volume V /h2 and (b) maximum depth d0/h versus
a/h and correlations of (c) V /h2 with Eq. (23) (R2 = 0.99) and (d) d0/h with Eq. (24)
(R2 = 0.96).

V /h2 and d0/h can be predicted with the empirical equations of Kobel454

et al. (2017) (Eqs. 26 and 27). They are compared with the present data in455

Section 4.3. However, for a ≤ f , Eq. (26) cannot be applied and Eq. (27)456

is in poor agreement with the present study. Based on the numerical data,457

V /h2 and d0/h were approximated for a ≤ f in function of a, f , h, and β as458

V

h2
= 44

(a
h

)10.6(f
h

)−7.5(
β

90

)−0.1
and (23)459

460

d0
h

= 24
(a
h

)7.1(f
h

)−4.5(
β

90

)1.5

. (24)461

24



These correlations were optimised with a least-squares regression analysis462

and are shown in Fig. 13c,d together with the numerical data. The afore-463

mentioned effects of each parameter are consistent with the pre-sign of the464

exponents in Eqs. (23) and (24) and for both equations the most dominant465

parameter resulted in a/h, followed by f/h.466

4. Discussion of results467

4.1. Validation of the available prediction method and limitations468

The prediction method for tsunami forces on dams of Evers et al. (2019)469

was validated for a wide range of wave conditions and dam inclinations with470

72 numerical tests (Figs. 7 and 12e,f). The numerical experiments repli-471

cate hypothetical, yet realistic, cases at real-world scale without scale ef-472

fects (Heller, 2011; Bredmose et al., 2015). To apply Eqs. (1) and (2) and473

the equations for waves with overtoppings (Appendix A) in nature, the474

dimensionless wave parameters need to be within the investigated ranges,475

i.e., 0.07 ≤ a/h ≤ 0.60, 0.13 ≤ H/h ≤ 0.26, and 7.2 ≤ T (g/h)0.5 ≤ 18.8,476

for 5th order Stokes, cnoidal and/or solitary waves, and dam inclinations of477

60◦ ≤ β ≤ 90◦.478

Table 3 includes some historical subaerial landslide-tsunamis. The di-479

mensionless maximum a/h and T (g/h)0.5 for these events are all within the480

limits of the present study, apart from T (g/h)0.5 of the Lake Askja event.481

Further, the investigated values for β in the present study are typical for482

concrete dams.483

Table 3
Main parameters of some subaerial landslide-tsunami events.

Event h [m] a/h [-] T (g/h)0.5 [-] References

Pontesei Lake,
1959

47 0.40 Not
available

Panizzo et al. (2005a)

Cabrera Lake,
1965

50 to 200 0.125 to 0.500 Not
available

Watt et al. (2009)

Chehalis Lake,
2007

120 0.47 9.35 Wang et al. (2015);
Evers (2017)

Lake Askja,
2014

138 0.25 6.30 Gylfadóttir et al. (2017);
Ruffini et al. (2019)
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4.2. Run-up height484

Predictions with Eq. (13) are compared with laboratory measurements of485

Street and Camfield (1967), Maxworthy (1976), and Müller (1995) (Table 4)486

in Fig. 14a. Only data within the limitations of β of the present study were487

selected. The predicted R/h capture the experimental R/h and most of the488

tests lie within ±20% of the prediction.489

Fig. 14b shows the predicted R/h with the equations included in Table 4490

versus the numerical R/h from the present study. Hall and Watts (1953) and491

Evers and Boes (2019) expressed R/h as a function of a/h and β only, while492

Müller (1995) includes H/h, H/L, and β (Table 4). This requires the wave493

length for solitary waves, which can be approximated as (Lo et al., 2013)494

L = 2πh/(0.75a/h)0.5. (25)495

Table 4
Predictions and limitations of the run-up height R in the present and other studies.

Reference R/h Limitations

Hall and Watts (1953) 3.05 tan(β)−0.13
(a
h

)1.15 tan(β)0.02
0.050 ≤ a/h ≤ 0.564,
10◦ ≤ β ≤ 45◦

Street and Camfield
(1967)

No empirical equation available 0.100 ≤ a/h ≤ 0.645,
β = 90◦

Maxworthy (1976) No empirical equation available 0.118 ≤ a/h ≤ 0.665,
β = 90◦

Müller (1995) 1.25

(
H

h

)5/4(
H

L

)−3/20(
90◦

β

)1/5

0.011 ≤ a/h ≤ 0.521,
18.4◦ ≤ β ≤ 90◦

Evers and Boes (2019) 2
a

h
exp

(
0.4

a

h

)(90◦

β

)0.20

0.007 ≤ a/h ≤ 0.690,
10◦ ≤ β ≤ 90◦

Eq. (13)
9

4

(
90

β

)1/3
a

h
0.100 ≤ a/h ≤ 0.420,
60◦ ≤ β ≤ 90◦

Hall and Watts (1953) are applied for β = 60 and 75◦ only, as their496

equation involves the tangent of the inclination β preventing estimates for497

β = 90◦. The equation of Hall and Watts (1953) underestimates the numeri-498

cal R/h by up to 64%, apart from a few tests. These deviations are partially499
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due to the violation of the limitations of β (Table 4). The equation of Müller500

(1995) successfully predicts most of the cnoidal wave tests, while the solitary501

waves are underestimated by up to 42%. Similar agreements are achieved by502

Evers and Boes (2019) and Eq. (13) based on the numerical R/h. Most of503

the tests show relatively small deviations and only a few cases are underesti-504

mated, namely by up to 39% by the equation of Evers and Boes (2019) and505

by up to 32% by Eq. (13) (Fig. 14b).506

(a) (b)
+15%

 15%
+20

%

 20%

Fig. 14. Predicted relative run-up heights Rpred/h (a) based on Eq. (13) versus the
experimental Rexp/h of Street and Camfield (1967), Maxworthy (1976), and Müller (1995)
with β = 90◦ and (b) based on Hall and Watts (1953), Müller (1995), Evers and Boes
(2019), and Eq. (13) (Table 4) versus the numerical Rnum/h of the present study.

4.3. Overtopping507

The overtopping volume V and the maximum overtopping depth over the508

dam crest d0 (Section 3.3.2) are compared with the empirical predictions of509

Kobel et al. (2017), which are510

V = 1.35
( a
H

)1.5 [a
h

(
h

l

)(2h/a)(β/90)0.25 (
a− f
s

)0.12
]0.7

h2 and (26)511

512

d0 = 1.32

[
a

h

(
h

l

)4[(β/90)−0.21−a/h]( β

90

)0.16
]
l. (27)513

The comparison is shown in Fig. 15. For a ≤ f , overtoppings occur due514

to the increase in η once the wave is reflected at the dam and V /h2 cannot be515

predicted with Eq. (26). Instead, Eq. (23) can be used. Eq. (26) successfully516

27



captures the numerical results, with most of the data showing a deviation517

on the safe side of less than 15%. Stokes and cnoidal waves show relatively518

large deviations with overestimations of up to 75%; these are attributed to519

the fact that Eq. (26) is based on solitary wave laboratory tests.520

Fig. 15b shows the predicted d0/h with Kobel et al. (2017) and Eq. (24),521

applicable for a ≤ f only, versus the numerical d0/h. Eq. (27) agrees with522

the numerical results for the tests with a > f , showing the largest deviations523

of up to 36% for the Stokes and cnoidal wave tests, once more because Eq.524

(27) is based on a different wave type. Most of the tests with a ≤ f (encir-525

cled data in Fig. 15b) are overpredicted by Eq. (27) with relatively large526

deviations. Eq. (24) results in smaller deviations, however, the prediction of527

the overtopping waves with a ≤ f remains even then challenging. Table 5528

shows a summary of the most suitable equations for the prediction of wave529

run-ups and overtoppings.530

Note that the new methods introduced herein also provide good estimates531

of non-breaking tsunami forces, pressures, and overtoppings for a range of532

steep to vertical coastal engineering structures. Therefore, such estimates533

support tsunami hazard assessment in coastal environments in general.534

(a) (b)
+15%

 15%

+15%

 15%

Fig. 15. Comparison of the predicted and numerical relative overtopping (a) volume
V /h2 and (b) maximum depth d0/h with encircled data predicted by Kobel et al. (2017)
for a ≤ f .
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Table 5
Summary of the most suitable equations to predict landslide-tsunami run-ups and over-
toppings.

No Overtopping

overtopping a ≤ f a > f

Run-up height R Eq. (13) - -

Overtopping
volume

V - Eq. (23) Eq. (26) (corresponding to
Eq. 2 in Kobel et al., 2017)

Overtopping
depth

d0 - Eq. (24) Eq. (27) (corresponding to
Eq. 4 in Kobel et al., 2017)

4.4. 3D simulations to investigate 3D effects535

4.4.1. Symmetrical wave impact angle536

For the gravity dam with normal wave impact (γ = 0◦, Fig. 1b,d) the dif-537

ferent boundary conditions used at y = 0 and 25 m result in small deviations538

of the main parameters, e.g. p and α, across the dam width (Section 2.2.1).539

R/h is constant across y/h and Rmax/h = 0.68 agrees with the predicted540

value of 0.68 from Eq. (13) (Fig. 16).541

Fig. 16. Maximum relative run-up height Rmax/h versus y/h for the gravity dam and
R/h versus y/h for the arch dam at t = 6.8 s, with a/h = 0.3 and γ = 0◦.
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Fig. 16 shows η/h across the arch dam (Fig. 1c,e) with γ = 0◦ during542

Rmax/h at y = 25 m. The dam curvature induces an increase in R/h of543

approximately 10% close to the lateral flanks of the reservoir. At y = 0 m,544

Rmax/h = 0.66 at t = 6.2 s, which is still well captured by Eq. (13) with545

β = 90◦. At y = 25 m, Rmax/h = 0.72 is delayed and approximately 9%546

larger than at y = 0 m (Fig. 16).547

For the arch dam, the force vector per unit dam width F was calculated548

as549

F(y, t) =
∑N

i
p(y, zi, t)ni∆z, (28)550

with p(y, zi, t) as the numerical pressure at the cell (y, zi), N as the number551

of p(z) values, and ni as the normal vector to the dam surface. Similarly, the552

force vector acting over the entire dam is553

F3D(t) =
∑N

i

∑P

j
p(yi, zj, t)ni,jSi,j, (29)554

with p(yi, zj, t) as the numerical pressure at the cell (yi, zj), N and P as the555

number of p values along y and z, and Si,j as the cell area. Hence, the556

horizontal components FH and FH,3D were calculated as the resultant of the557

x and y components.558

Fig. 17a,b shows FH/Fh versus y/h for the gravity and arch dam. The559

gravity dam shows constant values of FH/Fh across the width with the max-560

imum FH/Fh overestimated by only 1.3% by the prediction based on Evers561

et al. (2019) (Eq. 1). A larger FH/Fh in proximity of the flanks acts on the562

arch dam (Fig. 17b). However, the effect of the curvature on FH/Fh may563

be neglected as the deviations between y = 0 and 25 m are only up to 4.7%564

and the maximum FH/Fh is only 1.3% greater compared to the prediction565

based on Evers et al. (2019) (Eq. 1). The maximum force acting over the566

whole dam FH,3D was normalised with bFh/2, with the dam width b = 50 m.567

This resulted in 0.89 and 1.01, for the gravity and arch dam, respectively,568

and p/(ρgh) during the maximum F3D is shown in Fig. 17c,d.569

4.4.2. Asymmetrical wave impact570

Fig. 18 shows a snapshot series in the xy plane for the gravity dam and571

asymmetrical wave impact. In these tests the wave travelled along the wave572

tank with direction γ = 30◦ (Fig. 1). The wave was reflected by the tank573

boundary at y = −25 m (y/h = −1) with a concentration of energy at the574

corresponding dam corner. Diffraction occurred at the opposite side of the575
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wave tank with lateral spread of the wave energy. The solitary wave impact576

on the gravity and arch dam, respectively, for asymmetrical wave impact, are577

shown in Fig. 19.578

(a) (b)

(c) (d)

Fig. 17. Symmetrical wave impact (γ = 0◦): dimensionless force FH/Fh versus the
relative dam width y/h at the (a) gravity and (b) arch dam and pressure p/(ρgh) versus
y/h and z/h during the maximum force at the (c) gravity and (d) arch dam.

The concentration of energy at the dam flank at y/h = −1, resulted in579

a significant increase of R/h for both the gravity and arch dam. For the580

gravity dam, R/h overall increases across the dam width (Fig. 19a,b,c).581

For t ≥ 2.5 s, R/h is approximately constant at −1.00 ≤ y/h ≤ −0.75,582

reaching the maximum R/h = 0.82 at t = 3.0 s. This is 64 and 21% larger583
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compared to the maximum R/h at y/h = 1 and the prediction with Eq.584

(13), respectively. The effect of the asymmetrical wave impact is even more585

relevant in combination with the effect of the curvature of the dam. As586

revealed by Fig. 19d,e,f, R/h reaches the maximum of 0.90 at y/h = −1 and587

t = 4.0 s for the arch dam, which is 32% larger than the prediction with Eq.588

(13). The maximum R/h = 0.55 at y/h = 1 occurs at t = 3.0 s and is 63%589

smaller than at y/h = −1.590

(a) (b)

D
am

D
am

D
am

D
am

(c) (d) t    2.0 s=

 t    0.0 s=

 t    3.0 s=

 t    1.0 s=

Fig. 18. Snapshot series with surface elevation contours in m of a solitary wave impact
on the gravity dam with a/h = 0.3 and γ = 30◦ at t = (a) 0.0, (b) 1.0, (c) 2.0, and (d)
3.0 s.

Fig. 20a,b shows FH/Fh versus y/h for the gravity and arch dams. FH/Fh591

increases with smaller y/h for the gravity dam, reaching a maximum of 0.91592

at y/h = −1. FH/Fh is approximately constant for the arch dam at 0.6 <593

y/h ≤ 1.0, decreases for 0.3 ≤ y/h ≤ 0.6 and increases for y/h < 0.3,594

reaching the maximum FH/Fh = 0.97 at y/h = −1. The gravity and arch595

dams show similar values of FH/Fh for y/h > 0.6, while the curvature of596

the arch dam induces larger FH/Fh in proximity of the flank at y/h = −1.597

Although FH may not be normal to the dam axis, due to γ 6= 0◦ and the598
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curvature of the dam, the maximum FH/Fh is once more well predicted by599

Eq. (1) for both the gravity and arch dams, with small underestimations of a600

maximum of 7%. The maximum FH,3D/(bFh) resulted in 0.87 and 0.88 and601

the contours of p at t during the maximum F3D are shown in Fig. 20c,d.602

(a) (b) 

 t    3.0 s=  t    4.0 s

(c) 

=

 t    2.0 s= t    2.0 s=

 t    2.0 s=

 t    3.0 s=  t    4.0 s=

(d) (e) (f) 

Fig. 19. Snapshot series of a solitary wave impact on the (a,b,c) gravity and (d,e,f) arch
dams with a/h = 0.3 and γ = 30◦ at t = 2, 3, and 4 s.

As discussed above, the boundaries of the reservoir confine the tsunami603

with a significant concentration of energy in proximity of the dam. The dam604

curvature and asymmetrical wave impact resulted both in higher R at the605

dam flanks. These two effects combined resulted in an increase of R of up606

to 32%. In contrast, these 3D effects can be neglected for FH . Although in607

nature some reservoirs have a similar geometry as the one investigated in608

the present study, e.g. the Derwent reservoir in England and the Luzzone609

reservoir in Switzerland, in most cases, the reservoir geometry is less idealised.610

Furthermore, the waves may approach the dam with a more extreme angle611

than γ = 30◦ and the bathymetry may not be flat. Therefore, the wave612

behaviour can be more complex (Couston et al., 2015; Ruffini et al., 2019).613
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(c) (d)(c)

(a) (b)

Fig. 20. Asymmetrical wave impact (γ = 30◦): dimensionless force FH/Fh versus the
relative dam width y/h at the (a) gravity and (b) arch dam and pressure p/(ρgh) versus
y/h and z/h during the maximum force at the (c) gravity and (d) arch dam.

5. Conclusions614

The present article aimed to investigate landslide-tsunamis impacting615

dams with the numerical toolbox solids4foam in foam-extend. This investiga-616

tion was motivated by the limited validation of available prediction methods617

for tsunami pressures and forces on dams, which is also a drawback for a618

range of offshore and coastal engineering applications. Moreover, additional619

methods to predict the overtopping waves under certain conditions were re-620

quired.621
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The numerical toolbox solids4foam was successfully validated with avail-622

able laboratory measurements, an analytical model, and a numerical solution623

for pressures, forces, and overtoppings of waves impacting a vertical wall. A624

total of 72 2D numerical experiments with 5th order Stokes, cnoidal, and soli-625

tary waves impacting dams of inclinations 60◦ ≤ β ≤ 90◦ were performed.626

The tsunami forces and moments on dams were in agreement with predictions627

based on Evers et al. (2019), extending their validation ranges.628

New empirical equations for the wave run-up heights R, overtopping vol-629

umes V , and maximum depths over the dam d0 were proposed. R was ex-630

pressed in function of the wave amplitude relative to the water depth a/h631

and β (Eq. 13). V and d0 were expressed in function of a, h, f, and β (Eqs.632

23 and 24) for the tests with a ≤ f . Larger waves resulted in larger V and633

d0. In contrast, V and d0 decreased with increasing freeboard f for a given634

wave (Fig. 13). A summary of the most suitable equations to predict R, V ,635

and d0 is shown in Table 5. Further, a new semi-empirical approach for the636

dynamic pressure of tsunamis impacting dams was presented in Section 3.2.3.637

This approach, combined with the prediction of the total pressure from Evers638

et al. (2019), provides the dynamic component of the pressure.639

Furthermore, a total of 4 3D simulations were conducted with either a640

straight or an arch dam impacted by solitary waves normal or at an angle641

of 30◦ (Section 4.4). For a normal wave impact, the curvature of the dam642

induced larger R at the dam flanks of up to 9%, while the effects on the force643

can be neglected such that the 2D equations of Evers et al. (2019) apply. For644

a solitary wave with asymmetrical wave impact of 30◦, R was 21 and 32%645

larger for the gravity and arch dam, respectively, compared to the prediction646

for normal wave impact.647

Future work will focus on waves interacting with flexible structures. The648

effects of the structural deformation on the wave field will be investigated649

together with scale effects for both rigid and flexible structures.650
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Appendix A. Overtopping wave forces at dams662

Waves overtop a dam when the run-up height R exceeds the freeboard663

f . For f < 2a, Evers et al. (2019) followed Heller et al. (2009) by suggesting664

a reduction of the force effects due to hydrostatic and wave pressures by665

removing the triangular section of the pressure above the dam crest (Fig.666

3.11b in Evers et al., 2019). This results in a trapezoidal distribution of the667

pressure and the reduced horizontal force per unit dam width is668

FH,red =
(h+ f)

2

[
pK +

2FH
2a+ h

]
. (A.1)669

In Eq. (A.1) FH is the force that would act on the dam without overtopping670

(Eq. 1) and pk is the pressure at the dam crest671

pK =
2FH

(2a+ h)2
(2a− f). (A.2)672

Appendix B. Convergence tests673

Appendix B.1. Convergence of the main tests674

The numerical set-up used for the main tests and its discretisation is675

presented in Section 2.2. Convergence tests with a solitary wave of a/h = 0.31676

have been conducted to find the optimal cell sizes. Resolutions of ∆x = ∆z =677

50.000, 25.000, 12.500, 6.250, and 3.125 cm have been investigated. The finest678

resolutions ∆x = ∆z = 12.500, 6.250, and 3.125 cm were applied in a 25 m679

× 80 m area in front of the dam and ∆x = ∆z = 25.000 cm was used in the680

rest of the domain (Fig. 1a). The convergence is shown here in terms of the681

force682

F (t) =
∑N

i

p(zi, t) + p(zi+1, t)

2
∆z, (B.1)683

with p(zi, t) as the numerical pressure at a certain height z and N as the684

number of p(z) values. The maximum F/(ρgh2/2) versus ∆x (= ∆z) is shown685

in Fig. B.1a.686

The values of F/(ρgh2/2) increase with decreasing cell sizes and the de-687

viations between each ∆x and ∆x/2 decrease for smaller ∆x (Fig. B.1a).688

∆x = ∆z = 6.250 cm was used for the main tests as convergence is achieved,689

resulting only in a 0.18% smaller value for F/(ρgh2/2) than for ∆x = ∆z =690

3.125 cm and requiring only 1/6 of the computation time.691
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Appendix B.2. Convergence of the validation tests692

The numerical set-up for the validation tests in Section 3.1.1 has the same693

geometry as the experimental set-up of Mallayachari and Sundar (1995). The694

domain was discretised with squared cells and mesh resolutions of ∆x =695

∆z = 6.00, 3.00, 1.50, and 0.75 mm were investigated. The last two were696

applied only in a L/4 × 0.630 m area in front of the plate and ∆x = ∆z =697

3.00 mm was used in the rest of the domain.698

Convergence tests were performed for the experiment shown in Fig. 2a. F699

on the plate is shown in Fig. B.1b in function of the mesh sizes. Considering700

the small increment of F/(ρgh2/2) of 1.4% between ∆x = ∆z = 1.50 and 0.75701

mm (Fig. B.1b), the larger computational efforts and some instability issues702

which occurred for ∆x = ∆z = 0.75 mm, ∆x = ∆z = 1.50 mm resulted in703

the optimal resolution.704

(a) (b)

Fig. B.1. Convergence tests of the relative force F/(ρgh2/2) with the mesh size ∆x = ∆z
for the (a) main and (b) validation tests.

Appendix C. Overtopping waves: dynamic pressure705

The dynamics of the overtopping water may have a significant effect on706

pd due to the additional water depth and larger velocities ux(z) in proximity707

of the crest compared to the waves which do not overtop. Fig. C.1a,b shows708

the distribution of p and pd in 2 solitary wave tests with a/h = 0.21, at709

h = 36 and 48 m, respectively. Due to the larger f/h of the test in Fig. C.1a710

compared to Fig. C.1b, smaller values of p were observed in proximity of the711

dam crest. In other words, a larger d0 was observed in Fig. C.1b, resulting712

in a larger p at the dam crest compared to Fig. C.1a.713
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For the Stokes and cnoidal wave tests, with 0.07 ≤ a/h ≤ 0.08 and714

f/h = 0.042, Kpw is poorly captured by Eq. (20) with nRMSE of up to 3.13715

(Fig. C.1c). For the solitary wave tests with 0.21 ≤ a/h ≤ 0.44 and 0.389 ≤716

f/h ≤ 1.000, the overtopping dynamics does not modify the pressure field717

significantly. In these cases, Kpw is captured by Eq. (21) with nRMSE =718

0.06 to 0.41 for most tests apart from two with 0.79 and 1.86. For larger719

values of a/h and/or smaller f/h a different trend of Kpw(z) is observed. In720

these cases, Kpw is larger then 1, reaches a peak in proximity of z/h = −0.20721

and decreases then, as shown in Fig. C.1d for some representative tests. This722

trend is likely due to the larger d0 compared to the cases with smaller a/h723

and/or larger f/h.724

(c) (d) a/h = 0.11

0.16 0.21

0.32a/h
 = 0.07

0.07

0.
08

(a) (b)
Dam crest

Dam crest

Fig. C.1. Total pressure p and dynamic pressure pd at the dam in two overtopping tests
with a/h = 0.21 and β = 90◦ with (a) f/h = 0.389 and (b) f/h = 0.042 and pressure
response factor at the wall Kpw versus z/h for f/h = 0.042 for some representative (c)
cnoidal and (d) solitary wave overtopping tests for β = 90◦.
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The pressure p(z) can be approximated with the trapezoidal distribution725

proposed by Evers et al. (2019) (Appendix A) for engineering applications726

with wave overtoppings. For 0.21 ≤ a/h ≤ 0.44 and 0.389 ≤ f/h ≤ 1.000,727

the component pd can be predicted as for waves without overtopping (Eq.728

16) with Kpw defined in Eq. (21). For larger a/h and/or smaller f/h, it is729

challenging to find an expression for Kpw(z) (Fig. C.1c,d). However, a good730

preliminary estimation of pd can be achieved in these cases by subtracting731

the hydrostatic component of the pressure from p(z) (Eq. 11).732
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Notation733

A Coefficient of the pressure response factor at the wall
a Wave amplitude, m
b Dam width, m
C Courant number
d0 Maximum wave overtopping depth, m
F Force vector on dam per unit width resulting from a tsunami and hydro-

static pressure, N/m
F3D Force vector on dam resulting from a tsunami and hydrostatic pressure,

N
F Force on dam per unit width resulting from a tsunami and hydrostatic

pressure, N/m
Fh Hydrostatic force per unit width due to still water, N/m
f Freeboard, m
g Gravitational acceleration vector, m/s2

g Gravitational acceleration, m/s2

H Wave height, m
h Water depth, m
I Identity matrix
Kp Pressure response factor
k Wave number, 1/m
kt Turbulent kinetic energy per unit mass, m2/s2

L Wave length, m
l Dam height, m
Mh Bending moment per unit width relative to the foundation due to the

hydrostatic pressure, Nm/m
N, P Numbers of the considered pressure values
Nd Number of the considered dynamic pressure values
n Normal vector to the dam surface
nRMSE Normalised Root Mean Square Error
p Total pressure, N/m2

p̄ Mean total pressure, N/m2

pd Dynamic pressure, N/m2

pk Pressure at the dam crest resulting from a tsunami and hydrostatic pres-
sure with overtopping, N/m2

plin Linear dynamic wave pressure of Tadjbakhsh and Keller (1960), N/m2

pnonlin Nonlinear dynamic wave pressure of Tadjbakhsh and Keller (1960), N/m2
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q Discharge per unit dam width, m2/s
R Wave run-up height, m
R2 Coefficient of determination
S Cell area, m2

s Dam thickness, m
T Wave period, s
t Time, s
t0 Instant during the maximum run-up, s
td0 Instant during the maximum wave overtopping depth, s
ū Mean fluid velocity vector, m/s
u′u′ Turbulent stress tensor, N/m2

ur Compression velocity vector, m/s
ū Mean fluid velocity, m/s
ūx, ūy, ūz Mean fluid velocity component along x-, y-, z-axis, m/s
V Overtopping volume per unit dam width, m3/m
x, y, z x-, y-, z-axis, m
ȳ Mean of the numerical values
zH Elevation of the resultant of FH from the dam foundation, m
α Fraction of volume
β Dam inclination, ◦

γ Wave propagation angle, ◦

∆d0 Deviation between the experimental and numerical maximum wave over-
topping depth, %

∆t Time step, s
∆V Deviation between the experimental and numerical overtopping volume

per unit dam width, %
∆x,∆y,∆z Cell sizes, m
η Water surface elevation, m
µ Fluid dynamic viscosity, Ns/m2

νt Kinematic turbulent viscosity, m2/s
ρ Fluid density, kg/m3

τ Adjusted time, s

Subscripts734

a Air
exp Experimental
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H Horizontal
max Maximum
min Minimum
num Numerical
pred Predicted
red Reduced
ref Reference solution
w Wall, water

Abbreviations735

CFD Computational Fluid Dynamics
CFL Courant-Friedrichs-Lewy
CPU Central Processing Unit
FE 4.0 Foam-Extend 4.0
FVM Finite Volume Method
PIMPLE Combination of Pressure Implicit Splitting Operator (PISO) and Semi-

Implicit Method for Pressure-Linked Equations (SIMPLE)
RANS Reynolds-Averaged Navier–Stokes
SPH Smoothed Particle Hydrodynamics
VOF Volume Of Fluid
2D Two-dimensional (channel)
3D Three-dimensional (basin)
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Tuković, Z., Karač, A., Cardiff, P., Jasak, H., Ivanković, A., 2018. Open-923
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