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Conical intersections between electronic potential energy surfaces are paradigmatic for the study of non-
adiabatic processes in the excited states of large molecules. However, since the corresponding dynamics
occurs on a femtosecond timescale, their investigation remains challenging and requires ultrafast spectroscopy
techniques. We demonstrate that trapped Rydberg ions are a platform to engineer conical intersections and to
simulate their ensuing dynamics on larger length and time scales of the order of nanometers and microseconds,
respectively; all this in a highly controllable system. Here, the shape of the potential energy surfaces and the
position of the conical intersection can be tuned thanks to the interplay between the high polarizability and
the strong dipolar exchange interactions of Rydberg ions. We study how the presence of a conical intersection
affects both the nuclear and electronic dynamics demonstrating, in particular, how it results in the inhibition of
the nuclear motion. These effects can be monitored in real time via a direct spectroscopic measurement of the
electronic populations in a state-of-the-art experimental setup.

Introduction.— The Born-Oppenheimer (BO) approxima-
tion is a cornerstone of modern solid state and molecular theo-
ries [1, 2]. It provides a simple description of many electronic
systems in which nuclei move on a single potential energy
surface (PES) generated by the electronic dynamics. Never-
theless, non-adiabatic phenomena, which fall outside the va-
lidity regime of the BO approximation, are ubiquitous in many
fundamental chemical processes [3]. Among them, conical
intersections (CIs), which occur when two (or more) PESs are
degenerate within a given sub-manifold of the nuclear coordi-
nates, are at basis of many fundamental photo-chemical pro-
cesses in large molecules [2, 4, 5]. They provide a fast and ra-
diationless de-excitation mechanism between intra-molecular
electronic states [6, 7], which contributes to the stability of
DNA [8], to the mechanism of vision [9–11], and to photo-
synthesis [12]. Importantly, CIs are tightly linked to the emer-
gence of geometric phase (GP) effects: during the motion on a
path that encircles a CI, both the electronic and nuclear wave-
functions acquire an extra phase factor of 𝜋, which results in
observable interference phenomena [13–19]. In the last decade
a number of theoretical and computational tools confirmed the
existence of CIs and their importance in photo-chemical reac-
tions [2, 5, 20], though their experimental observation remains
rather elusive. Indeed, since processes in which they are in-
volved occur typically on a femtosecond timescale, ultrafast
and broadband spectroscopy techniques are required to detect
them directly [21–24]. In recent years, ultracold gases have
been proposed as a tool to study CIs in the laboratory [25–27],
with Rydberg atoms [28, 29] suggested as a quantum simulator
for the dynamics in the neighborhood of a CI [30, 31].

In this work we show that trapped Rydberg ions offer ideal
properties for controlling and investigating the quantum many-
body dynamics near a CI. They combine the high degree of
control typical of trapped ion setups with tunable dipole-dipole
interactions, enabled by the possibility to individually excite

FIG. 1. Conical intersection in a system of two Rydberg ions. (a)
Two ions are confined by a harmonic trapping potential in the 𝑋 − 𝑍

plane. From the ground state |𝑔〉, each ion is excited to the two Ryd-
berg states |↓〉 = |𝑛𝑆〉 and |↑〉 = |𝑛𝑃〉. Due to different polarizabilities,
ions in Rydberg states experience a state-dependent trapping potential
along 𝑋 , with frequencies 𝜔↓,↑

𝑋
, and different equilibrium positions.

When excited to the pair states |𝜋1〉 = |↑↓〉 and |𝜋2〉 = |↓↑〉, ions inter-
act through the exchange interaction 𝑉ex, whose strength depends on
their separation 𝑟 . A static offset electric field E allows to control the
transverse equilibrium position of the ions. (b) The interplay between
the exchange interaction and the state-dependent confinement shifts
the energies of the states |𝜋1〉 (dashed curve) and |𝜋2〉 (solid curve).
This results in a conical intersection in the potential energy surfaces
𝑈− (red) and 𝑈+ (blue) which, in the reference frame of the center of
mass of the system, occurs at the ions’ relative equilibrium separation
𝑟0
𝑥,𝑧 . See text for details.

each ion to a high-lying Rydberg level [32–41]. Moreover,
due to the interplay between the state-dependent polarizability
of Rydberg states and the radiofrequency electric field of the
Paul trap, Rydberg ions feature a controllable state-dependent
trapping potential [42, 43]. We show that this mechanism,
in the presence of two different Rydberg states and combined
with strong dipolar exchange interactions between two Ryd-
berg ions, can be exploited to realize a minimal instance of
a CI, consisting of two electronic states and two non-trivial
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nuclear coordinates [2], shown in Fig. 1. The PESs and the
position of the CI are controlled by the exchange interactions
and an external electric field, allowing one to realize various
scenarios which occur, e.g., in photo-chemical processes, but
on nanometer length and microsecond time scales. The high
degree of control over the vibrational motion of the ions makes
it possible to minimize decoherence effects stemming from the
coupling to additional rovibrational nuclear degrees of free-
dom. The latter, which cannot be avoided in real molecules, af-
fects the dynamics across a CI on a sub-picoseconds timescale
and hinders the experimental observation of coherent quantum
effects [44–46]. To demonstrate the capabilities of our ap-
proach, we investigate effects induced by the GP in a feasible
experimental setup: We show that the destructive interference
between the paths encircling the different sides of a CI results
in the localization of the nuclear wavepacket. This GP effect
can be directly observed via a measurement of the electronic
state population and does not require the spatially resolved
detection of each ion.

Equations of motion.— We consider a system of two Ryd-
berg ions of mass 𝑚 in a linear Paul trap. The latter gives rise
to an effective harmonic trapping potential with frequencies
𝜔𝑋,𝑌 ,𝑍 [42, 43, 47]. For the sake of simplicity, we assume
𝜔𝑌 � 𝜔𝑋 > 𝜔𝑍 , so that the motion of the ions is confined
to the 𝑋 − 𝑍 plane, with the 𝑍−axis being the longitudinal
one; see Fig. 1. The potential energy of the two trapped ions
is 𝑉trap = 𝑚 [𝜔2

𝑋
(𝑋2

1 + 𝑋2
2 ) + 𝜔2

𝑍
(𝑍2

1 + 𝑍2
2 )]/2 + 𝑘𝑒2/𝑟 , where

the last term corresponds to the repulsive Coulomb interac-
tion [with 𝑘 = 1/(4𝜋𝜖0) being the Coulomb constant]. Here,
r = R1 −R2, with R𝑖 = (𝑋𝑖 , 𝑍𝑖), 𝑖 ∈ {1, 2}, the nuclear co-
ordinates in the laboratory frame. From their ground state |𝑔〉,
the ions can be excited to the two Rydberg levels |𝑛𝑆〉 = |↓〉
and |𝑛𝑃〉 = |↑〉, with 𝑛 being the principal quantum number,
both of which can be coupled by a microwave (MW) field with
Rabi frequency Ω. Rydberg-excited ions interact via the ex-
change interaction potential𝑉ex (𝑟) · (𝜎1

+ ⊗𝜎2
− +𝜎1

− ⊗𝜎2
+ ), with

𝜎𝑖
± acting on the 𝑖−th ion as 𝜎𝑖

+
��↓𝑖〉 =

��↑𝑖〉 and 𝜎𝑖
−
��↑𝑖〉 =

��↓𝑖〉.
Furthermore, due to the large polarizability of Rydberg lev-
els (denoted by 𝜌𝜎 , with 𝜎 ∈ {↓, ↑}), ions in the Rydberg
states experience an additional transverse trapping potential
𝛿𝑉trap,𝜎 = −2𝜌𝜎𝐴

2 (𝑋2
1 + 𝑋2

2 )/𝑚, where 𝐴 is the gradient of
the radio-frequency field of the Paul trap [42, 43]. Finally, the
transverse equilibrium positions of the ions is controlled via
a static offset electric field E along the 𝑋−axis, which results
in the potential energy contribution 𝑉mm = 2𝑒E(𝑋1 + 𝑋2). In
what follows we will focus on the dynamics in the spin sub-
space Hsp, which is spanned by the ion pair states |𝜋1〉 = |↑↓〉
and |𝜋2〉 = |↓↑〉. The latter define the so-called diabatic basis
of the system [30, 31]. In this subspace, we define the Pauli
operators 𝑆0 = |𝜋1〉 〈𝜋1 | + |𝜋2〉 〈𝜋2 |, 𝑆𝑥 = |𝜋1〉 〈𝜋2 | + |𝜋2〉 〈𝜋1 |,
and 𝑆𝑧 = |𝜋1〉 〈𝜋1 | − |𝜋2〉 〈𝜋2 |.

The system is most conveniently analyzed in the center of
mass (CM) reference frame, with R = (𝑋, 𝑍) = (R1 +R2)/2
and r = (𝑥, 𝑧) the CM and the relative coordinates, respec-

tively. In terms of the latter, the full system Hamiltonian is

𝐻 =

(
−
∇2
R

2𝑀
− ∇2

r

2𝜇

)
⊗ 𝑆0 + 𝐻spin, (1)

where the first term accounts for the total kinetic energy, with
𝑀 = 2𝑚 and 𝜇 = 𝑚/2 the CM and reduced mass, respectively.
The potential energy contributions are contained in 𝐻spin =

𝐻0
spin + 𝐻1

spin, with

𝐻0
spin = (𝑉CM +𝑉rel) ⊗ 𝑆0, (2a)

𝐻1
spin = 𝑉ex (𝑟) ⊗ 𝑆𝑥 + 𝐻CM−rel. (2b)

Here, by defining the polarizabilities 𝜌± = 𝜌↑ ± 𝜌↓, we have

𝑉CM =
𝑀

2

(
𝜔2

𝑋𝑋
2 + 𝜔2

𝑍 𝑍
2
)
+ 2𝑒E𝑋 − 𝐴2𝜌+𝑋

2, (3a)

𝑉rel =
𝜇

2

(
𝜔2

𝑋𝑥
2 + 𝜔2

𝑍 𝑧
2
)
+ 𝑘𝑒2

𝑟
− 𝐴2𝜌+

𝑥2

4
. (3b)

The terms in Eq. (3a) [Eq. (3b)] correspond to the trap-
ping potential, the electrostatic potential associated with the
static electric field E [the repulsive Coulomb potential], and
the additional transverse trapping potential due to the Ry-
dberg state-dependent polarizabilities, respectively. Finally,
𝐻CM−rel = 𝐴2𝜌−𝑋𝑥 ⊗ 𝑆𝑧 describes the coupling between the
electronic and nuclear motions arising from the unequal po-
larizabilities of the Rydberg states.

For typical experimental values of system parameters, 𝐻1
spin

represents a small perturbation to 𝐻0
spin. Hence, we first per-

form a harmonic approximation around the equilibrium posi-
tions of the ions as determined by 𝐻0

spin, which are denoted by
R0 = (𝑋0, 0) and r0 = (0, 𝑧0). Then, by expanding 𝐻1

spin to
the first order in the displacementsQ = R−R0 and q = r−r0,
we get

𝐻spin = 𝑆(Q, q) ⊗ 𝑆0 + 𝐺 (Q, q) ⊗ 𝑆𝑧 +𝑊 (q) ⊗ 𝑆𝑥 , (4)

where (Q, q) = (𝑄𝑥 , 𝑄𝑧 , 𝑞𝑥 , 𝑞𝑧) and

𝑆(Q, q) = 1
2
𝑀Q𝑇K𝑄Q + 1

2
𝜇q𝑇K𝑞q, (5a)

𝐺 (Q, q) = 𝛼2𝜌− (𝑄𝑥 + 𝑋0)𝑞𝑥 , (5b)

𝑊 (q) = 𝑉0
ex + ∇r𝑉ex (𝑟) |r=r0 · q ≡ 𝑉0

ex + 𝐹𝑧 (r0)𝑞𝑧 . (5c)

Here, we have introduced the dynamical matrices K𝑄

𝛼𝛽
=

𝑀−1𝜕𝑅𝛼 ,𝑅𝛽
𝑉CM |R0 ,r0 and K𝑞

𝛼𝛽
= 𝜇−1𝜕𝑟𝛼 ,𝑟𝛽𝑉rel |R0 ,r0 , with

𝛼, 𝛽 ∈ {𝑥, 𝑧}.
CIs occur at positions (Q∗, q∗) such that 𝐺 (Q∗, q∗) =

𝑊 (q∗) = 0 [2, 19]. From Eq. (5) we obtain two possibilities:
𝑄∗

𝑥 = −𝑋0, 𝑞∗𝑧 = −𝑉0
ex/𝐹𝑧 (r0) or 𝑞∗𝑥 = 0, 𝑞∗𝑧 = −𝑉0

ex/𝐹𝑧 (r0).
The latter case is of particular interest since it can be studied
entirely in the CM reference frame. This is seen as follows: a
CI occurs in the branching plane, which is the subspace of the
nuclear coordinates where the degeneracy between the PESs
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is lifted linearly [48]. For a generic CI located at (Q∗, q∗), the
latter is spanned by the vectors u = g(Q∗, q∗)/|g(Q∗, q∗) |
and v = w(Q∗, q∗)/|w(Q∗, q∗) |, with

g(Q, q) = ∇Q,q𝐺 (Q, q) = 𝛼2𝜌− (𝑞𝑥 , 0, 𝑄𝑥 + 𝑋0, 0), (6a)

w(Q, q) = ∇Q,q𝑊 (q) = 𝐹𝑧 (r0) (0, 0, 0, 1), (6b)

being the gradients of 𝐺 (Q, q) and 𝑊 (q). Considering the
CI located at q∗ = (0,−𝑉0

ex/𝐹𝑧 (r0)), one finds u = (0, 0, 1, 0)
andv = (0, 0, 0, 1). Hence, the corresponding branching plane
coincides with the subspace of the relative nuclear coordinate
and the position of the CI is not affected by the CM degrees of
freedom. Two examples of PESs in the neighborhood of the
CI are shown in Fig. 2 for different values of𝑉0

ex. Moreover, by
denoting with ℓ𝑄𝑥 = (ℏ/𝑀K𝑄

𝑥𝑥)1/2 the characteristic oscillation
length associated with the motion of the CM, one typically
finds 𝑋0 � ℓ

𝑄
𝑥 . Thus, along the transverse direction, the CM

performs small oscillations around its equilibrium position 𝑋0

which, in turn, results only in a little deformation of the PESs.
To inspect the main effects induced by the CI we can therefore
neglect the motion of the CM, set Q = 0 in Eq. (5), and
hereinafter omit the dependence from Q.

CI induced dynamics in the nuclear motion.— In the spirit
of the Born-Huang approach [49], the nuclear motion of the
ions is determined by the PESs given by the eigenvalues of the
electronic Hamiltonian of Eq. (4),

𝑈± (q) = 𝑆(q) ±
√︁
[𝐺 (q)]2 + [𝑊 (q)]2, (7)

where the coordinates of the ions are treated as fixed param-
eters. The corresponding eigenstates, which define the elec-
tronic adiabatic basis, are given by [30, 31]

|𝜑+ (q)〉 = cos[Λ(q)] |𝜋1〉 + sin[Λ(q)] |𝜋2〉 , (8a)
|𝜑− (q)〉 = − sin[Λ(q)] |𝜋1〉 + cos[Λ(q)] |𝜋2〉 , (8b)

where Λ(q) is fixed by tan[2Λ(q)] = 𝑊 (q)/𝐺 (q). Note that
if q is varied along a close path encircling the CI, the angle
Λ(q) changes only by 𝜋 instead of 2𝜋: the states |𝜑± (q)〉
acquire an extra phase of 𝜋, known as the GP [14, 15, 19].

For the sake of simplicity, we first consider a suitably tai-
lored exchange interaction potential such that𝑉0

ex = 0 [40, 50].
In this case, the CI occurs at q∗ = 0 and the PESs, shown in
Fig. 2(a), are symmetric under the reflections q → −q. As
a consequence, the two paths connecting the two minima of
𝑈− (q) and encircling the CI from opposite sides are identical.
This represents the ideal setting to investigate dynamical ef-
fects induced by the presence of a CI and, in particular, those
related to the GP. To do so, we consider the following protocol:
First, we excite adiabatically both ions from the ground state
|𝑔〉 to the |↓〉 Rydberg state (see Fig. 1). In the CM reference
frame, the corresponding equilibrium nuclear wavefunction
𝜙ss

rel (q) is a Gaussian centered around (𝑞0
𝑥,ss, 0) [50]. Here, we

set 𝑞0
𝑥,ss so that 𝜙ss

rel (q) is peaked in one of the two minima of
𝑈− (q) [see Fig. 2(a)]. As explained in the Supplemental Ma-
terial (SM) [50], this allows us to maximize the visibility of the

FIG. 2. Potential energy surfaces in the branching plane. Plot
of the eigenvalues of Eq. (4) (i.e., the PESs) 𝑈± (q) as a function
of the displacements 𝑞𝑥 and 𝑞𝑧 . (a) For 𝑉0

ex/ℎ = 0, a CI occurs at
q∗ = (0, 0) while for (b) 𝑉0

ex/ℎ = 2𝜋 × 0.3 MHz the CI is shifted to
q∗ = (0,−𝑉0

ex/𝐹𝑧 (r0)) (see text for details). Here, we considered
88Sr+ Rydberg ions, with 𝑚 = 87.9× 1.66× 10−27 Kg, and set 𝜔𝑋 =

2𝜋 × 1.6 MHz, 𝜔𝑍 = 2𝜋 MHz, E = 2.529 V/m (resulting in 𝑋0 =

−0.024 𝜇m), 𝜌↓ = 8.9 × 10−31 C2m2/J, 𝜌↑ = −3.8 × 10−30 C2m2/J
(corresponding to Rydberg |𝑛𝑆〉 and |𝑛𝑃〉 states with 𝑛 = 50), and
𝐹𝑧 (r0) = 2𝜋 × 20 MHz/𝜇m.

GP effects thanks to symmetries of the system. Then, to initiate
the dynamics in the spin subspace Hsp, we temporarily turn on
a MW field coupling the |↓〉 and |↑〉 states (see Fig. 1) in such a
way that the electronic state is fully transferred to the lower PES
eigenstate |𝜑− (q)〉. After that, the MW field is turned off. The
subsequent dynamics in the subspace Hsp is then governed by
𝐻rel = −∇2

q/(2𝜇)⊗𝑆0+𝐻spin [see Eqs. (4) and (5)], with the ini-
tial state given by |𝜓0 (q)〉 = |𝜓(q, 𝑡 = 0)〉 = 𝜙ss

rel (q) |𝜑− (q)〉.
We now inspect the time evolution of the populations of

the two PESs, �̃�𝜇 (𝑡), and of the diabatic basis states, 𝑛𝑘 (𝑡).
These can be obtained by expanding the full time dependent
wavefunction as

|𝜓(q, 𝑡)〉 =
∑︁
𝑘=1,2

𝜙𝑘 (q, 𝑡) |𝜋𝑘〉 =
∑︁
𝜇=±

𝜙𝜇 (q, 𝑡)
��𝜑𝜇 (q)

〉
, (9)

where the coefficients 𝜙𝑘 (q, 𝑡) [𝜙𝜇 (q, 𝑡)] represent the dia-
batic (adiabatic) nuclear wavefunction components. Hence,
the populations of the diabatic and adiabatic states are given
by 𝑛𝑘 (𝑡) =

∫
|𝜙𝑘 (q, 𝑡) |2 𝑑2q and �̃�𝜇 (𝑡) =

∫
|𝜙𝜇 (q, 𝑡) |2 𝑑2q,

respectively.
To identify the effects induced by the CI, we compare the

exact dynamics of the system, which takes into account the
presence of the two crossing PESs, with a BO approximation,
in which the nuclear motion takes place on the lower PES only.
In both cases, the nuclear dynamics is obtained by solving nu-
merically the time-dependent Schrödinger equation associated
with 𝐻rel in the diabatic representation via a Crank-Nicholson
scheme [50, 51].

In the BO approximation, the nuclei oscillate around the
equilibrium position r0 of the relative motion and in the CM
reference frame the nuclear density N(q, 𝑡) = ∑

𝑘 |𝜙𝑘 (q, 𝑡) |2
moves from one minimum of 𝑈− (q) to the other. The effects
of this motion can be directly observed in the time evolution
of the diabatic populations 𝑛𝑘 (𝑡), which can be monitored
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FIG. 3. Dynamics of the diabatic and adiabatic populations. Time evolution of the populations 𝑛𝑘 (𝑡) of the diabatic states |𝜋1〉 (blue curve)
and |𝜋2〉 (yellow curve) in the (a) BO approximation, (b) exact dynamics with 𝑉0

ex/ℎ = 0, and (c) exact dynamics with 𝑉0
ex/ℎ = 2𝜋 × 0.3 MHz.

In (b, c), the populations of the adiabatic states, �̃�− (𝑡) (red curves) and �̃�+ (𝑡) (green curves) are also shown. (b): The complete destructive
interference between the two paths surrounding the CI results in the freezing of the nuclear motion in the CM reference frame. (c): A finite 𝑉0

ex
shifts the CI and breaks the perfect symmetry between the two paths observed in (b). As a consequence, the nuclear wavepacket can move to
the other local minimum of 𝑈− (q) and the diabatic populations 𝑛𝑘 (𝑡) swap with each other. The bottom row illustrates some snapshots of the
dynamics of the nuclear density N(q, 𝑡) in the CM reference frame associated with the various time evolutions shown in the upper row (see the
corresponding marks). Here, red contours display the behavior of |𝑈+ (q) −𝑈− (q) |, with darker tones corresponding to |𝑈+ (q) −𝑈− (q) | → 0.
In all panels, the system is initialized in the state |𝜓0 (q)〉, with 𝑞0

𝑥,ss = −0.011 𝜇m. Other parameters are as in Fig. 2.

in real-time via a spectroscopic measurement of the Rydberg
states. As shown in Fig. 3(a), the oscillatory motion of the
nuclear density gives rise to large oscillations in 𝑛𝑘 (𝑡). This
changes drastically when the exact dynamics in the presence
of the CI at q∗ = 0 is considered. Due to the symmetry of the
PESs, in moving from one minimum of𝑈− (q) to the other, the
nuclear wavepacket splits evenly on the two paths encircling
the CI on the opposite sides. The relative GP accumulated
in this motion around the CI on the two paths differs by 𝜋

and results in a perfect destructive interference at the other
minimum of 𝑈− (q). As a consequence, the nuclei are inhib-
ited from moving: the nuclear density N(q, 𝑡) is stuck in the
initial minimum of 𝑈− (q). This has direct impact on the dia-
batic populations, shown in Fig. 3(b), which exhibit only small
oscillations around their initial values.

To confirm that the observed behavior is entirely due to the
GP, we have also considered a BO approximation in which the
diagonal BO correction terms have also been included. The
latter take into account the additional potential energy barrier
induced by the presence of the CI [19, 52]. As shown in the
SM [50], the inclusion of the diagonal BO correction does not
prevent the oscillatory dynamics of the nuclei (and of diabatic
populations) but only results in a slight increase of the period
of the oscillations.

Controlling the CI.— So far we considered the case in which
the CI is located at the saddle point of 𝑈− (q) and the PESs
are highly symmetric around the CI. This was achieved with
a fine-tuned exchange interaction potential, such that 𝑉0

ex = 0.
We now examine the more general case with 𝑉0

ex ≠ 0. This
leads to a scenario common to many real molecules, in which
CIs are located on the slope of (asymmetric) PESs [53–55].

As shown in Eq. (5c), a finite value of𝑉0
ex allows one to control

the coordinate 𝑞∗𝑧 of the CI. In this case, the symmetry of the
PESs around the CI is broken and the paths encircling the
two sides of the CI are no longer equivalent [Fig. 2(b)]. This
provides a clear demonstration of the fact that the freezing of
the nuclear motion is due to a perfect destructive interference
caused by a GP. Indeed, when 𝑉0

ex ≠ 0, the initial nuclear
wavefunction splits in two wavepackets with different weights
and the interference between the two paths encircling the CI
occurs only partially. As a consequence, the nuclear density
N(q, 𝑡) can now move from one minimum of 𝑈− (q) to the
other and the time evolution of the diabatic populations differs
significantly from the one of Fig. 3(b): as shown in Fig. 3(c),
𝑛1 (𝑡) and 𝑛2 (𝑡) oscillate and swap with each other after a time
interval proportional to 𝑉0

ex.

Conclusions.— We have demonstrated that a minimal setup
of two trapped Rydberg ions can be exploited to engineer a
CI in a highly tunable system. An external static electric
field and a tailored exchange interaction potential between
Rydberg states fully control the shape of the two crossing
PESs and the location of the CI. The high degree of control
on the electronic and vibrational states of the ions makes it
possible to simulate the dynamics of a wavepacket around
the CI. We have shown that interference effects due to the
GP near a CI inhibit the movement of nuclear wavepackets.
This phenomenon has a direct impact on the populations of
the Rydberg states and can thus be readily observed through a
spectroscopic measurement. Extending this study to many-ion
systems would make it possible to analyze the dynamics near
CIs in more complex environments, such as in the presence of
dissipation induced by coupling to many phonon modes [44–
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Supplemental Material for "Exploring the many-body dynamics near a conical intersection with
trapped Rydberg ions"

In this Supplemental Material we provide additional details on the preparation of the initial state for the
system dynamics of Fig. 3 of the main text, the tailored exchange interaction potential we used in Eq. (5) of the
main text, and the inclusion of the diagonal contributions to the Born-Oppenheimer approximation.

INITIALIZATION OF THE NUCLEAR WAVEPACKET

In this section, we discuss the initialization protocol for the two-ion system for the dynamics shown in Fig. 3 of the main text.
First, both the ions are excited from their ground state |𝑔〉 to the |↓〉 = |𝑛𝑆〉 state. Here, the full system Hamiltonian has the same
form as Eq. (1) of the main text,

𝐻ss =

(
−
∇2
R

2𝑀
− ∇2

r

2𝜇

)
⊗ 𝑆0 + 𝐻ss

spin, (S1)

but without the exchange interaction and the coupling between the centre of mass (CM) and relative coordinates. In particular,

𝐻ss
spin = (𝑉CM +𝑉rel) ⊗ 𝑆0, (S2)

with

𝑉 ss
CM =

𝑀

2

(
𝜔2

𝑋𝑋
2 + 𝜔2

𝑍 𝑍
2
)
+ 2𝑒E𝑋 − 2𝛼2𝜌𝑠𝑋

2, (S3a)

𝑉 ss
rel =

𝜇

2

(
𝜔2

𝑋𝑥
2 + 𝜔2

𝑍 𝑧
2
)
+ 𝑘𝑒2

𝑟
− 2𝐴2𝜌𝑠

𝑥2

4
. (S3b)

The CM and relative equilibrium positions of the ions, R0
ss and r0

ss, respectively, are determined by the solutions of the equations
∇R𝑉

ss
CM |R0

ss
= 0 and ∇r𝑉

ss
rel |r0

ss
= 0. By symmetry consideration, they can be written as R0

ss = (𝑋0
ss, 0) and r0

ss = (0, 𝑧0
ss). Here,

𝑋0
ss depends on the external electric field E while 𝑧0

ss is determined by the interplay between the Coulomb repulsion and the
trapping potential. Expanding Eq. (S3) around ions’ equilibrium positions and defining the CM and relative displacements from
the latter as Qss = Rss −R0

ss and qss = r − r0
ss, one gets

𝑉 ss
CoM +𝑉 ss

rel ≈
1
2
𝑀Q𝑇

ssK
𝑄
ss Qss +

1
2
𝜇q𝑇ssK

𝑞
ssqss, (S4)

where the dynamical matrices K𝑄
ss and K𝑞

ss are given by

(K𝑄
ss )𝛼𝛽 =

1
𝑀

𝜕2𝑉 ss
CoM

𝜕𝑅𝛼
𝜕𝑅𝛽

����
R0

ss ,r
0
ss

and (K𝑞
ss)𝛼𝛽 =

1
𝜇

𝜕2𝑉 ss
rel

𝜕𝑟𝛼𝜕𝑟𝛽

����
R0

ss ,r
0
ss

. (S5)

In particular, from Eq. (S3) we obtain

K𝑄
ss =

(
𝜔2

𝑋
− 4𝐴2

𝑀
𝜌𝑠 0

0 𝜔2
𝑍

)
, (S6a)

K𝑞
ss =

(
𝜔2

𝑋
− 𝛼2

𝜇
𝜌𝑠 − 𝑘𝑒2

𝜇 |𝑧0
ss |3

0
0 𝜔2

𝑍
+ 2𝑘𝑒2

𝜇 |𝑧0
ss |3

)
. (S6b)

http://dx.doi.org/ 10.1063/1.4945817
http://dx.doi.org/ 10.1063/1.4945817
http://dx.doi.org/ 10.1146/annurev.physchem.57.032905.104612
http://dx.doi.org/ 10.1146/annurev.physchem.57.032905.104612
http://dx.doi.org/ 10.1126/science.aat0049
http://dx.doi.org/ 10.1126/science.aat0049
http://dx.doi.org/10.1038/s41467-020-17745-w
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Therefore, being K𝑄
ss and K𝑞

ss diagonal, Eq. (S4) can be written as a sum of harmonic potentials with renormalized trapping
frequencies,

𝑉CoM +𝑉rel ≈
1
2
𝑀

[(
�̃�
𝑄

𝑋

)2
𝑄2

ss,𝑥 +
(
�̃�
𝑄

𝑍

)2
𝑄2

ss,𝑧

]
+ 1

2
𝜇

[ (
�̃�
𝑞

𝑋

)2
𝑞2

ss,𝑥 +
(
�̃�
𝑞

𝑍

)2
𝑞2

ss,𝑧

]
, (S7)

where

�̃�
𝑄

𝑋
=

√︂
𝜔2

𝑋
− 4𝐴2

𝑀
𝜌𝑠 , �̃�

𝑄

𝑍
= 𝜔𝑍 , �̃�

𝑞

𝑋
=

√︄
𝜔2

𝑋
− 𝛼2

𝜇
𝜌𝑠 −

𝑘𝑒2

𝜇 |𝑧0
ss |3

, and �̃�
𝑞

𝑍
=

√︄
𝜔2

𝑍
+ 2𝑘𝑒2

𝜇 |𝑧0
ss |3

. (S8)

The (nuclear) ground-state wavefunction associated with this potential is thus given by

Φss (Q, q) = 𝜙ss
CoM (Q)𝜙ss

rel (q), (S9)

with

𝜙ss
CoM (Q) =

exp

[
− 1

2

(
𝑄𝑥

ℓ
𝑄
ss,𝑥

)2
− 1

2

(
𝑄𝑧

ℓ
𝑄
ss,𝑧

)2
]

√︃
𝜋ℓ

𝑄
ss,𝑥ℓ

𝑄
ss,𝑧

and 𝜙ss
rel (q) =

exp
[
− 1

2

(
𝑞𝑥−𝑞0

𝑥

ℓ
𝑞
ss,𝑥

)2
− 1

2

(
𝑞𝑧

ℓ
𝑞
ss,𝑧

)2
]

√︃
𝜋ℓ

𝑞
ss,𝑥ℓ

𝑞
ss,𝑧

, (S10)

where ℓ
𝑄
ss,𝛼 = (ℏ/𝑀�̃�

𝑄
𝛼 )1/2 and ℓ

𝑞
ss,𝛼 = (ℏ/𝜇�̃�𝑞

𝛼)1/2 are the typical harmonic oscillator lengthscales. In Eq. (S10), we have also
included the displacements 𝑞0

ss,𝑥 , which is crucial for the investigation of the effects induced by the conical intersection (CI) in
the main text. The latter can be achieved, e.g., by exciting the transverse breathing mode of the two-ion system or by modifying
the electric field E = (E, 0) to E = (E + 𝐶𝑥, 𝐶𝑧), with 𝐶 being a constant. In the latter case, it is possible to show that in order
to obtain a finite 𝑞0

ss,𝑥 of the order of few nanometers the corrections to the analysis above [and, in particular, to Eq. (S6)] are
negligible.

We conclude this section by discussing the relationship between the initial Gaussian nuclear wavefunction and the symmetry
properties of the system. We recall that, in the CM reference frame and neglecting the motion of the CM, the dynamics of the
system is governed by 𝐻rel = −∇2

q/(2𝜇) ⊗ 𝑆0 + 𝐻spin, with 𝐻spin given in Eq. (1) of the main text. In general, the eigenstates of
𝐻rel are given by

𝐻rel
��𝜓𝐸 (q)

〉
= 𝐸

��𝜓𝐸 (q)
〉
, (S11)

with
��𝜓𝐸 (q)

〉
belonging to the Hilbert space H = Hq ⊗ Hspin. In the adiabatic representation, the eigenstate

��𝜓𝐸 (q)
〉

can be
written as ��𝜓𝐸 (q)

〉
=

∑︁
𝜇=±

𝜙𝐸
𝜇 (q)

��𝜑𝜇 (q)
〉
, (S12)

with
��𝜑𝜇 (q)

〉
defined in Eq. (8) of the main text. The functions 𝜙𝐸

𝜇 (q) are called nuclear wavefunctions, despite one has to keep
in mind that they are not proper wavefuctions on Hq [13].

From Eq. (5) of the main one can verify that, for 𝑉0
ex = 0, the parity operator P implementing the spatial reflection q → −q

is a symmetry of the system, i.e., [𝐻ref ,P] = 0. Therefore, it is possible to find a basis in H , denoted by {
��𝜒𝐸

+ (q)
〉
,
��𝜒𝐸

− (q)
〉
},

such that

𝐻rel
��𝜒𝐸

± (q)
〉
= 𝐸

��𝜒𝐸
± (q)

〉
, (S13a)

P
��𝜒𝐸

± (q)
〉
= ±

��𝜒𝐸
± (q)

〉
, (S13b)

where, in the adiabatic basis, ��𝜒𝐸
± (q)

〉
=

∑︁
𝜇=±

𝜉𝐸∓,𝜇 (q)
��𝜑𝜇 (q)

〉
. (S14)

Due to the presence of the CI at q = 0 and of the associated geometric phase, one has P
��𝜑𝜇 (q)

〉
= −

��𝜑𝜇 (q)
〉
, ∀q. Therefore,

to preserve the single-valuedness of
��𝜒𝐸

± (q)
〉
, the functions 𝜉𝐸±,𝜇 (q) must obey the identity P𝜉𝐸±,𝜇 (q) = ∓𝜉𝐸±,𝜇 (q), i.e., 𝜉𝐸+,𝜇 (q)

[𝜉𝐸−,𝜇 (q)] is even (odd) with respect to the transformation q → −q.
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We can now focus on the initial state, |𝜓0 (q)〉 = 𝜙ss
rel (q) |𝜑− (q)〉. Since 𝜙ss

rel (q) is a Gaussian peaked in one of the two minima
of the lower potential energy surface (PES), the initial state |𝜓0 (q)〉 can be expanded to a high degree of approximation on the
basis {

��𝜒𝐸
+ (q)

〉
,
��𝜒𝐸

− (q)
〉
} as

|𝜓0 (q)〉 ≈
∑︁
𝐸

𝑐𝐸 (0)
(��𝜒𝐸

+ (q)
〉
+

��𝜒𝐸
− (q)

〉)
, (S15)

with 𝑐𝐸 (0) a given coefficient. Note that the choice of the sign between the
��𝜒𝐸

± (q)
〉

states is arbitrary and the expansion with
the − sign would result in the state in which the nuclear wavefunction is centered in the other minimum of 𝑈− (q). Indeed, the
equally weighted superpositions 𝜉𝐸+,𝜇 (q) ± 𝜉𝐸−,𝜇 (q) are non-vanishing in one of the two minima of 𝑈− (q) only. Since |𝜒± (q)〉
are eigenstates of 𝐻rel, the initial wavefunction |𝜓0 (q)〉 evolves in time as

|𝜓0 (q, 𝑡)〉 ≈
∑︁
𝐸

𝑐𝐸 (𝑡)
(��𝜒𝐸

+ (q)
〉
+

��𝜒𝐸
− (q)

〉)
, (S16)

with 𝑐𝐸 (𝑡) = 𝑒𝑖𝐸𝑡𝑐𝐸 (0). This implies that |𝜓0 (q, 𝑡)〉 is an equally weighted superposition of
��𝜒𝐸

+ (q)
〉

and
��𝜒𝐸

− (q)
〉
∀𝑡 and,

hence, it remains in the same minimum of 𝑈− (q) up to very long timescales.
In the case with 𝑉0

ex ≠ 0, P is no longer a symmetry of the system and, in general, its eigenstates |𝜒± (q)〉 are not eigenstates
of 𝐻rel. Thus, the time evolved initial nuclear wavepacket cannot be written in the form of Eq. (S16): |𝜓0 (q, 𝑡)〉 is not an equally
weighted superposition of the states |𝜒± (q)〉 and, in general, it is not constrained to remain in one of the minima of 𝑈− (q).

MICROWAVE DRESSED EXCHANGE POTENTIAL

In this section we provide additional details about the microwave (MW) dressing scheme employed to engineer the exchange
interaction potential 𝑉ex (𝑟) we used in Eq. (5) of the main text. We consider a pair of 88Sr+ trapped Rydberg ions, and focus
on their Rydberg states |𝑛𝑆〉 = |↓〉 = (0, 1)𝑇 and |𝑛𝑃〉 = |↑〉 = (1, 0)𝑇 (with 𝑛 a positive integer). The latter interact through a
conventional exchange interaction potential

Vex = �̃�ex (𝑟) (𝜎1
+ ⊗ 𝜎2

− + 𝜎1
− ⊗ 𝜎2

+ ), (S17)

with �̃�ex (𝑟) = 𝐶3/𝑟3 and 𝑟 = |r | being the distance between the ions. The corresponding eigenstates are |𝑛𝑆𝑛𝑆〉, |−〉 =

(|𝑛𝑆𝑛𝑃〉 − |𝑛𝑃𝑛𝑆〉)/
√

2, |+〉 = ( |𝑛𝑆𝑛𝑃〉 + |𝑛𝑃𝑛𝑆〉)/
√

2, |𝑛𝑃𝑛𝑃〉. In particular, the eigenvalues 𝐸± (𝑟) associated with |−〉 and |+〉
are shown in Fig. S1 (dashed lines). Note that 𝐸+ (𝑟) > 𝐸− (𝑟), ∀𝑟 .

We now consider the following MW dressing scheme. First, we add a bichromatic MW field coupling the state |𝑛𝑃〉 to another
state |𝑛′𝑆〉, with 𝑛′ ≠ 𝑛, by a two-photon transition. The two frequencies of the bichromatic field are chosen so that they have
opposite and symmetric detuning with respect to the |𝑛𝑃〉 to |𝑛′𝑆〉 transition. Thus, the bichromatic MW field causes no shift to
the |𝑛𝑃〉 level of a single ion. However, in the presence of interactions between the |𝑛𝑃〉 and |𝑛′𝑆〉 states of a two-ion system, the
pair state |𝑛𝑃𝑛′𝑆〉 + |𝑛′𝑆𝑛𝑃〉 is shifted. As a consequence, the bichromatic MW field is no longer symmetrically detuned with
respect to the transition from |𝑛𝑃𝑛𝑃〉 to |𝑛𝑃𝑛′𝑆〉 + |𝑛′𝑆𝑛𝑃〉 and causes a shift of these two levels. In our two-state description,
this energy shift can be effectively modeled by adding a contribution 𝛿VPP = 𝛿𝐸PP |𝑛𝑃𝑛𝑃〉 〈𝑛𝑃𝑛𝑃 | to the two-ion Hamiltonian.

Next, we add another red-detuned MW field coupling single-ion |𝑛𝑆〉 and |𝑛𝑃〉 states with Rabi frequency ΩMW and detuning
ΔMW. The single-ion Hamiltonian is

𝐻MW =
1
2

(
ΔMW ΩMW
ΩMW −ΔMW

)
. (S18)

The overall Hamiltonian for the two-ion system thus reads

𝐻ex = 𝐻
(1)
MW ⊗ I2 + I2 ⊗ 𝐻

(2)
MW + Vex + 𝛿VPP, (S19)

with I2 the 2 × 2 identity matrix. The red-detuned MW field couples the |𝑛𝑆𝑛𝑆〉 and |+〉 states. Since |𝑛𝑃𝑛𝑃〉 is far detuned
(due to the presence of the bichromatic MW field), this coupling results in a shift of the |+〉 state. On the contrary, |−〉 is not
coupled to any state by the red-detuned MW field and does not experience any shift. In particular, when Δ < 0, the energy of
|+〉 is lowered in a such a way that 𝐸+ (𝑟) and 𝐸− (𝑟) cross at a given ion-ion distance 𝑟∗ [see solid curves in Fig. S1(a)]. The
effective two-ion exchange potential 𝑉ex (𝑟) is readily obtained by subtracting 𝐸+ (𝑟) and 𝐸− (𝑟) and it is shown in Fig. S1(b).
Clearly, 𝑉ex (𝑟∗) = 0, with 𝑟∗ denoted by the vertical dashed line in panels (b) and (c). By properly tuning ΩMW and ΔMW it
possible to make 𝑟∗ coinciding with the distance 𝑟0 between the ions in their equilibrium positions (see main text). In particular,
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FIG. S1. MW dressed potential. (a) Eigenvalues of Vex, 𝐸− (𝑟) (dashed light blue) and 𝐸+ (dashed light red) (corresponding to the states |−〉
and |+〉), as a function of the ion-ion distance 𝑟 . A bichromatic MW field shifts the energy of the |𝑛𝑃𝑛𝑃〉 state by 𝛿𝐸PP = 2𝜋×697.94 MHz (not
shown). In the presence of second red-detuned MW field with Rabi frequency ΩMW = 2𝜋 × 43 MHz and detuning ΔMW = −2𝜋 × 50 MHz, the
energy of the bare eigenvalue 𝐸+ (𝑟) is lowered (solid red), while the one of 𝐸− (𝑟) is unchanged (solid blue). (b) Effective exchange interaction
potential 𝑉ex (𝑟) as a function of the ion-ion distance 𝑟 , obtained by subtracting the shifted values of 𝐸+ (𝑟) and 𝐸− (𝑟) given by the solid curves
of panel (a). (c) Gradient |∇r𝑉ex (𝑟) | as a function of 𝑟. In panels (b) and (c), the vertical dashed line corresponds to 𝑟 = 4.3 𝜇m ≈ 𝑟0, where
𝑉ex (𝑟0) = 0 and |∇r𝑉ex (r) |r=r0 ≠ 0. In all panels, 𝑛 = 50 and 𝐶3 = 697.94 MHz 𝜇m3.

from Fig. S1(c), one can see that this dressing scheme allows us to obtain a gradient |F (r0) | = |∇r𝑉ex (𝑟) |r=r0 of the order of
2𝜋 × 20 MHz/𝜇m, as the one we employed in the main text.

Note that the potential 𝑉ex (𝑟) shown in Fig. S1(b) does not vanish at infinity distance, as it should. The reason of this fact is
that, in our model, we assumed that the effect of the bichromatic MW field is to induce a large shift in the energy of the |𝑛𝑃𝑛𝑃〉
state. As a consequence, since |𝑛𝑃𝑛𝑃〉 is out of resonance, the second red-detuned MW field of Eq. (S19) only couples |𝑛𝑆𝑛𝑆〉 to
|+〉, allowing us to realize the crossing between 𝐸+ (𝑟) and 𝐸− (𝑟) shown in Fig. S1(a). However, the assumption that the |𝑛𝑃𝑛𝑃〉
level is shifted away from the other states by a significant amount of energy relies on the fact that the bichromatic MW coupling
strength between |𝑛′𝑆𝑛′𝑆〉 and |𝑛𝑃𝑛𝑃〉 is not zero which, in turn, requires a finite interaction between the |𝑛′𝑆〉 and |𝑛𝑃〉 Rydberg
states. This condition can only be satisfied at finite distances. Therefore, in the long distance limit, the shift of the |𝑛𝑃𝑛𝑃〉 state
(and, consequently, the one of |+〉) will vanish in such a way that 𝑉ex (𝑟) → 0 for 𝑟 → ∞.

BORN-OPPENEHIMER APPROXIMATION WITH THE DIAGONAL CORRECTION

Finally, in this section we briefly comment about the Born-Oppenheimer (BO) approximation we used in the main text and,
in particular, on the inclusion of the diagonal BO correction (DBOC). First, we write the total wavefunction of the system in the
adiabatic representation [19, 31],

|Ψ(q, 𝑡)〉 =
∑︁
𝜇=±

𝜙𝜇 (q, 𝑡)
��𝜑𝜇 (q)

〉
, (S20)

where
��𝜑𝜇 (q)

〉
are the eigenstates of the spin Hamiltonian 𝐻spin and are given in Eq. (8) of the main text, while 𝜙𝜇 (q, 𝑡) are

the nuclear wavefunction components. The time evolution of |Ψ(q, 𝑡)〉 is governed by the Schrödinger equation 𝑖𝜕𝑡 |Ψ(q, 𝑡)〉 =
𝐻 |Ψ(q, 𝑡)〉, with 𝐻 the full system Hamiltonian defined in Eq. (1) of the main text. Substituting in the latter the adiabatic
representation given in Eq. (S20), we obtain the following coupled equations governing the evolution of the adiabatic components
of the nuclear wavefunction 𝜙𝜇 (q, 𝑡) [30],

𝑖𝜕𝑡𝜙𝜇 (q, 𝑡) =
[
−
∇q

𝑚
+𝑉𝜇 (q)

]
𝜙𝜇 (q, 𝑡) +

∑︁
𝜈

𝐷𝜇𝜈 (q)𝜙𝜈 (q, 𝑡), (S21)

where the non-adiabatic couplings are defined as

𝐷𝜇𝜈 (q) = − 1
𝑚

[〈
𝜑𝜇 (q) |∇2

q |𝜑𝜈 (q)
〉
+ 2

〈
𝜑𝜇 (q) |∇q |𝜑𝜈 (q)

〉
· ∇q

]
. (S22)
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FIG. S2. Dynamics of the diabatic population in the BO and BO+DBOC approximation. Time evolution of the populations 𝑛𝑘 (𝑡) of the
diabatic states |𝜋1〉 (blue curve) and |𝜋2〉 (yellow curve) in the (a) BO approximation [same as Fig. 3(a) of the main text] and (b) BO+DBOC
approximation with 𝑉0

ex = 0. (b) Despite the presence of the addition potential energy contribution due to the DBOC, the diabatic populations
still oscillate and swap with each other. The only difference with respect to the BO approximation of panel (a) is that the period of the
oscillations is slightly increased. The system is initialized on the lower PES in the state |𝜓0 (q)〉 (see main text), with 𝑋0

ss = −0.024 𝜇m,
𝑍0

ss = 0 𝜇m, 𝑥0
ss = −0.011 𝜇m, and 𝑧0

ss = 4.31 𝜇m. Other parameters are as in Fig. 2 of the main text.

In the BO approximation the last term in Eq. (S21) is neglected and the dynamics of the nuclear wavefunctions on the two
potential energy surfaces (PESs) are decoupled. Focusing on the case with 𝑉0

ex = 0, the DBOCs are given by the diagonal
elements of the non-adiabatic coupling matrix [19, 52],

𝐷𝜇𝜇 (q) = − 1
𝑚

〈
𝜑𝜇 (q) |∇2

q |𝜑𝜇 (q)
〉
= −[∇qΛ(q)]2 =

1
4𝑚

𝑞2
𝑥 + 𝑞2

𝑧

(𝛾𝑞2
𝑥 + 𝛾−1𝑞2

𝑧)2
, (S23)

where we used Eq. (8) of the main text and defined 𝛾 = 𝛼2𝜌−𝑋0/𝐹𝑧 (r0). In the presence of the DBOC, the motions of the
two adiabatic components of the nuclear wavefunction 𝜙𝜇 (q, 𝑡) are still decoupled but now they take place on the modified
PESs �̃�𝜇 (q) = 𝑉𝜇 (q) + 𝐷𝜇𝜇 (q). Note that 𝐷𝜇𝜇 (q) → ∞ for q → q∗ = 0: the DBOC introduces an additional effective
repulsive potential that takes into account the divergence of the non-adiabatic couplings at the CI. It is well-established that the
DBOC overestimates the potential energy contribution due to the CI which, in general, is compensated by geometric phase (GP)
effects [19, 52]. Thus, studying the system dynamics in the BO+DBOC approximation represents a “worst” case scenario and it
allows us to assess whether the localization effect we observed in the system exact dynamics is due to the additional repulsive
potential arising at the CI or to purely GP effects. By comparing the time evolution of the diabatic populations 𝑛𝑘 (𝑡) in the BO
and BO+DBOC approximations in Fig. S2, one can notice that the only effect of the additional potential barrier introduced by the
DBOC is to increase slightly the period of the oscillations. This, indeed, confirms that the localization of the nuclear wavepacket
is entirely due to the GP.


