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Periodically driven coherent conductors provide a universal platform for the development of quantum
transport devices. Here, we lay down a comprehensive theory to describe the thermodynamics of these
systems. We first focus on moderate thermoelectrical biases and low driving frequencies. For this linear
response regime, we establish generalized Onsager-Casimir relations and an extended fluctuation-
dissipation theorem. Furthermore, we derive a family of thermodynamic bounds proving that any local
matter or heat current puts a nontrivial lower limit on the overall dissipation rate of a coherent transport
process. These bounds do not depend on system-specific parameters, are robust against dephasing, and
involve only experimentally accessible quantities. They thus provide powerful tools to optimize the
performance of mesoscopic devices and for thermodynamic inference, as we demonstrate by working out
three specific applications. We then show that physically transparent extensions of our bounds hold also for
strong biases and high frequencies. These generalized bounds imply a thermodynamic uncertainty relation
that fully accounts for quantum effects and periodic driving. Moreover, they lead to a universal
and operationally accessible bound on entropy production that can be readily used for thermodynamic
inference and device engineering far from equilibrium. Connecting a broad variety of topics that range
from thermodynamic geometry over thermodynamic uncertainty relations to quantum engineering, our
work provides a unifying thermodynamic theory of coherent transport that can be tested and utilized with
current technologies.
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Quantum Physics, Statistical Physics

I. INTRODUCTION

Transport is a thermodynamic process, where gradients
in intensive parameters such as chemical potential and
temperature drive currents of extensive quantities like
matter and energy. In macroscopic systems at high temper-
atures, this phenomenon can be understood as a result of
frequent collisions between classical particles, which lead
to random but biased changes of their direction of motion.
This mechanism is know as diffusive transport [1].
Reducing the temperature of the system increases the mean
free path that particles can travel between consecutive
collisions. When this length scale becomes comparable to
the dimensions of the conductor, as occurs in nanoscale

structures at millikelvin temperatures, coherent transport
sets in [2]. This regime is governed by the laws of quantum
mechanics and can no longer be described in terms of
collisions between particles with well-defined positions
and momenta.
Instead, coherent transport can be seen as arising from

the unitary propagation of beams of carriers that are emitted
and absorbed by distant thermal reservoirs and undergo
elastic scattering within the conductor. This approach goes
back to the pioneering work of Landauer [3] and has since
evolved into a standard theoretical tool of mesoscopic
physics [2,4]. In particular, it has been extended to systems
that are subject to oscillating electromagnetic fields, where
the scattering of beams is still coherent but no longer
elastic, since carriers can exchange discrete amounts of
energy with the driving fields [5–8].
On the experimental side, technological progress has

made it possible to realize and control periodically driven
coherent conductors with a high degree of precision. Today,
these systems provide us with a versatile platform to test the
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basic principles of thermodynamics at small length and
energy scales and to develop new mesoscopic devices such
as parametric quantum pumps, which can be used to realize
dynamical single-electron sources [9–19] as well as for
metrological applications [20–22], and adiabatic quantum
motors, which may provide motive power to future nano-
machines [23–26].
These endeavors will require a powerful theoretical

framework to describe the thermodynamics of coherent
transport in the presence of both thermochemical biases and
periodic driving. A suitable starting point for such a theory is
provided by Onsager’s irreversible thermodynamics [27–
29]. The key idea of this approach is to describe irreversible
processes in terms of two types of variables: thermodynamic
forces, which drive the process, and currents, which corre-
spond to the system’s response. This concept is universal in
that it can be applied to macroscopic [27–29] and meso-
scopic [30,31] systems alike. Moreover, it can be consis-
tently expanded to include periodic driving. Specifically, in
the context of coherent transport, this generalization can be
achieved by introducing an additional force, which is
proportional to the frequency of the applied fields, and an
additional current, which corresponds to the flux of photons
that is absorbed by the carriers inside the conductor [32].
Here, we show that this framework can further be

underpinned by rigorous generalizations of two cornerstone
results of classical irreversible thermodynamics: the
Onsager-Casimir relations [27–29,33], which explain the
interdependence between linear-response coefficients as a
consequence of microscopic time-reversal symmetry, and
the fluctuation-dissipation theorem, which connects these
coefficients to equilibrium current fluctuations [34,35].
Focusing on moderate electric and thermal biases and
slowly varying driving fields, we then set out to derive
our first key result, the relations

σ ≥
N

4KxxðN − 1Þ ðJ
x
αÞ2; ð1Þ

which bound the overall dissipation σ caused by a coherent
transport process in an N-terminal conductor in terms of
any period averaged matter current Jρα or heat current Jqα.
The coefficients Kρρ and Kqq thereby depend only on the
equilibrium temperature and chemical potential of the
conductor. These bounds are stronger than the second
law, which only requires σ ≥ 0, and universal in that they
do not involve any system-specific parameters.
In the second part of this article, we extend our theory to

systems that are driven far away from equilibrium. This
endeavor leads to our second key result, the relation

σ ≥
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðPρρ

ααþ2Tα=hÞ2þ2ψ�ðJραÞ2
q

− ðPρρ
ααþ2Tα=hÞ; ð2Þ

which makes it possible to bound the total dissipation rate σ
by measuring the average Jρα and the zero-frequency noise

Pρρ
αα of a single matter current along with the temperature Tα

of the corresponding reservoir; h denotes Planck’s constant
and ψ� ≃ 8=9 is a numerical factor. Quite remarkably, the
bound (2) holds for any coherent multiterminal conductor,
arbitrary strong thermochemical biases, and arbitrary fast
periodic driving fields.
Covering both thermal and mechanical driving, the

relations (1) and (2) lead to nontrivial bounds on the
figures of merit of cyclic nanomachines based on coherent
conductors. In this respect, they advance an active line of
research, which has so far mainly focused on steady-state
devices and is driven by two major motivations [36–49].
First, universal bounds on figures such as efficiency or
power consumption make it possible to quantitatively
compare and optimize different theoretical models of
mesoscopic devices. Second, such relations can be used
in experiments to estimate quantities that cannot be
measured directly, a strategy known as thermodynamic
inference [50]. As we show by working out three specific
applications, our theory provides powerful tools for both of
these purposes. In particular, we provide a detailed analysis
of parametric quantum pumps, for which we uncover a
close connection between our approach and the concepts of
thermodynamic geometry, a framework that recently
proved very useful for optimizing slowly driven quantum
thermal machines [51–55].
We proceed as follows. In Sec. II, we review the

essentials of the scattering approach to coherent transport
in periodically driven conductors and show how it can be
furnished with a thermodynamic structure. We then work
out the linear-response theory for this framework and lay
down the corresponding generalizations of the Onsager-
Casimir relations and the fluctuation-dissipation theorem in
Sec. III. In Sec. IV, we derive the key relation (1) and
discuss its range of validity. The purpose of Sec. V is to
demonstrate the versatile applicability of our linear-
response results. To this end, we consider three different
mesoscopic devices. As an introductory example, we
analyze a simple model of a quantum generator, whereby
we prove that our new bounds are tight. We then move on to
parametric quantum pumps, for which we derive an explicit
optimization principle by connecting our theory to the
framework of thermodynamic geometry. Furthermore, we
show how our bounds can be used for thermodynamic
inference. Finally, we further illustrate this technique by
applying it to adiabatic quantum motors. In the second
major part of this article, Sec. VI, we show how the bounds
(1) can be extended beyond the limits of the linear-response
regime and derive our second key relation (2). We then put
these results in context with recent developments on
thermodynamic uncertainty relations. To this end, we work
out a case study, which proves that our bounds on entropy
production go significantly beyond earlier results. Finally,
we discuss the implications of our theory for autonomous
coherent conductors. We summarize our work in Sec. VII.
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II. SCATTERING APPROACH

Scattering theory provides an elegant tool to describe
coherent transport in periodically driven mesoscopic
systems. In this approach, the conductor is divided into
a sample region, where carriers may be subject to a
periodically modulated potential and an external magnetic
field, and a set of ideal leads. Each lead is connected to a
reservoir, which injects a continuous beam of thermalized,
noninteracting carriers. These beams propagate coher-
ently through the system before being reabsorbed by the
reservoirs; see Fig. 1. The emerging matter and energy
currents are thus determined by the inelastic scattering
amplitudes of the driven sample and the chemical poten-
tials and temperatures of the reservoirs. In the following,
we provide a brief review of this framework and its
thermodynamic interpretation. Further details may be
found in Refs. [5–8].

A. Mean currents and fluctuations

In the Heisenberg picture, the matter and energy currents
that enter the system through the terminal α correspond to
time-dependent operators Ĵρα;t and Ĵεα;t. The mean values
and fluctuations of these currents are given by the general
expressions

Juα ¼ lim
t→∞

1

t

Z
t

0

dt0hĴuα;t0 i ð3aÞ

Puv
αβ ¼ lim

t→∞

1

t

Z
t

0

dt0
Z

t

0

dt00hðĴuα;t0 − JuαÞðĴvβ;t00 − JvβÞi; ð3bÞ

where u; v ¼ ρ, ε and angular brackets indicate the average
over all quantum states of the injected carriers. Since the
carriers are noninteracting, this average can be evaluated by
treating the incoming beams as ideal fermionic quantum
gases, which leads to the generalized Landauer-Büttiker
formula,

Juα ¼
1

h

Z
∞

0

dE
X
β

X
n

ðξuEδαβδn0 − ξuEnjSαβEn;Ej2ÞfβE; ð4Þ

for the mean currents with ξρE ¼ 1 and ξεE ¼ E. Here, we
have introduced the shorthand notation En ≡ Eþ nℏω,
where ℏ ¼ h=2π denotes the reduced Planck constant and
ω≡ 2π=T the frequency of periodic driving fields acting
on the sample. Thermodynamics enters Eq. (4) via the
Fermi functions,

fαE ≡ 1

1þ exp½ðE − μαÞ=Tα�
; ð5Þ

where μα and Tα are the chemical potential and temperature
of the reservoir α and Boltzmann’s constant is set to 1
throughout. The properties of the sample are encoded in the
Floquet scattering amplitudes SαβEn;E. These objects describe
the transmission of an incoming carrier with energy E from
the terminal β to the terminal α under the absorption of n
photons with energy ℏω. Note that, for simplicity, we
assume that each lead supports only one transport channel.
Furthermore, we use the convention that the photon-
counting index runs over all integers and that the
Floquet scattering amplitudes are zero if one of their
energy arguments is negative.
The current fluctuations (3b) can be evaluated in the

same way as the mean currents. The resulting formula
involves two contributions, Puv

αβ ¼ Duv
αβ þ Ruv

αβ, which are
given by

Duv
αβ ¼

1

h

Z
∞

0

dE
X
n

ðAuv;αβ
n;E þ Avu;βα

n;E þ δαβB
uv;α
n;E Þ; ð6aÞ

Ruv
αβ ¼

1

2h

Z
∞

0

dE
X
γδ

X
n

Cuα;γδ
n;E Cvβ;γδ�

n;E ; ð6bÞ

with

Auv;αβ
n;E ≡ ξuEξ

v
Eδαβδn0f

0α
E − ξuEnξ

v
EjSαβEn;Ej2f0βE ; ð7aÞ

Buv;α
n;E ≡X

γ

ξuEnξ
v
EnjSαγEn;Ej2ðf0γE − f0αEnÞ; ð7bÞ

Cuα;βγ
n;E ≡X

m

ξuEmS
αγ
Em;EnS

αβ�
Em;EðfβE − fγEnÞ; ð7cÞ

FIG. 1. Scattering approach to coherent transport. The figure
shows a three-terminal conductor with two driving fields as a
generic example for a multiterminal conductor. The system
consists of a sample S, which is subject to a constant magnetic
field B, and three reservoirs with chemical potentials μ1, μ2, μ3
and temperatures T1, T2, T3. Each reservoir injects a beam of
carriers, which consists of a thermal mixture of plane waves
propagating toward the sample. At the sample, each incoming
beam is scattered into three outgoing beams. The phase relation
between incoming and outgoing carriers is preserved, while their
energy can change due to the exchange of photons with the
periodic driving fields V1 and V2.
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and f0αE ≡ fαEð1 − fαEÞ. The thermal, or Nyquist-Johnson,
noise Duv

αβ thereby arises from thermal fluctuations in the
injected beams of carriers and vanishes in the zero-temper-
ature limit. By contrast, the shot noise Ruv

αβ stems from the
probabilistic nature of carrier transmissions through the
sample, and therefore persists at zero temperature.

B. Unitarity and time-reversal symmetry

The Floquet scattering amplitudes generally depend on
the structure of the sample and the applied driving proto-
cols Vt, where V ≡ fVjg denotes the set of external control
parameters. Still, they obey two universal relations, which
follow from fundamental principles. First, the unitarity
conditions, X

α

X
n

SαβEn;ES
αγ�
En;Em ¼ δβγδm0; ð8aÞ

X
α

X
n

SβαE;EnS
γα�
Em;En ¼ δβγδm0; ð8bÞ

ensure the conservation of probabilities in individual scat-
tering events. Second, the invariance of Schrödinger’s
equation under time reversal implies the symmetry

SαβEn;E ¼ TBTVS
βα
E;En; ð9Þ

where the symbolic operators TB and TV indicate the
reversal of external magnetic fields and driving protocols,
respectively. Note that, while the unitarity conditions (8)
apply to the scattering amplitudes of any given sample, the
symmetry relation (9) connects the scattering amplitudes of
two different systems that are related to each other by time
reversal.

C. Thermodynamics

The thermodynamics of coherent transport can be
developed from the conservation laws,X

α

Jρα ¼ 0 and Πac þ
X
α

Jεα ¼ 0; ð10Þ

which can be easily verified using generalized Landauer-
Büttiker formula (4) and the unitarity conditions (8). They
reflect the fact that neither matter nor energy is accumulated
in the sample over a full cycle. The quantity

Πac ≡ −
X
α

Jεα ¼
1

T

Z
∞

0

dE
X
αβ

X
n

njSαβEn;Ej2fβE ð11Þ

thereby corresponds to the average mechanical power that
is absorbed by the carriers from the driving fields.
Combining the conservation laws (10), leads to the first

law of thermodynamics:

Πac þ Πel ¼ −
X
α

Jqα: ð12Þ

Here, the electrical power Πel, which is generated by matter
currents flowing in the direction of chemical potential
gradients, and the heat currents entering the conductor from
the reservoirs, Jqα, are given by

Πel ≡
X
α

μαJ
ρ
α and Jqα ≡ Jεα − μαJ

ρ
α: ð13Þ

Since the transfer of carriers through the system is coherent,
and thus reversible, dissipation occurs only in the reservoirs
due to the influx and outflux of heat. Hence, the total rate of
entropy production is given by

σ≡−
X
α

Jqα=Tα

¼ 1

h

Z
∞

0

dE
X
αβ

X
n

�
En−μα
Tα

−
E−μβ
Tβ

�
jSαβEn;Ej2fβE: ð14Þ

This expression is non-negative for any temperature and
chemical potential profiles and any set of Floquet scattering
amplitudes [8]. The scattering formalism is therefore
consistent with the second law of thermodynamics, which
requires σ ≥ 0.

III. LINEAR RESPONSE

In irreversible thermodynamics, transport is described in
terms of thermodynamic forces, or affinities, which corre-
spond to gradients of intensive variables, such as temper-
ature, and currents of extensive quantities like energy [29].
Every affinity forms a conjugate pair with a specific current
such that the products of these pairs add up to the total rate
of entropy production in the system. Close to equilibrium,
the currents become linear functions of the affinities with
the corresponding response coefficients obeying two uni-
versal relations: the Onsager-Casimir symmetry, which
connects reciprocal coefficients [27,28,33], and the fluc-
tuation-dissipation theorem, which relates them to equilib-
rium current fluctuations [34,35]. These results are well
established for stationary coherent transport in mesoscopic
systems [30,31,56]. In the following, we show how they
can be extended to systems with periodic driving by further
developing the approach that was proposed in Ref. [32].

A. Affinities

The affinities for the matter and heat currents are given
by the thermochemical gradients,

Fρ
α ≡ ðμα − μÞ=T and Fq

α ≡ 1=T − 1=Tα; ð15Þ

where μ and T are the reference chemical potential and
temperature. Using these definitions and the conservation
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laws (10), the total rate of entropy production (14) can be
written as

σ ¼ Πac=T þ
X
α

X
x

Fx
αJxα; ð16Þ

with x ¼ ρ, q. Upon recalling the expression (11) for the
average mechanical power, this result suggests that we
introduce the photon current,

Jω ≡ Πac=ℏω ¼ 1

h

Z
∞

0

dE
X
αβ

X
n

njSαβEn;Ej2fβE; ð17Þ

and the corresponding affinity Fω ≡ ℏω=T such that σ
assumes the canonical bilinear form:

σ ¼ JωFω þ
X
α

X
x

JxαFx
α ¼

X
A

JAFA: ð18Þ

Here, we use capital roman letters to denote compound
indices covering both thermochemical and mechanical
quantities, i.e., A ¼ fðx; αÞg;ω.
Two remarks are in order. First, the interpretation of Jω

as flux of photons derives from the fact that the carriers and
the driving fields exchange only discrete amounts of
energy. This phenomenon, which, on the technical level,
is a consequence of the Floquet theorem [8], is a mani-
festation of the laws of quantum mechanics and has no
counterpart in classical mechanics [57]. Second, to achieve
a thermodynamic unification of steady-state and periodic
driving, the driving frequency is treated as a thermody-
namic force in Eq. (18). This approach, which was
proposed in Ref. [32], is more suitable for coherent trans-
port than using the amplitude of the time-dependent fields
as an effective affinity, a scheme that has proved very useful
for systems obeying stochastic dynamics [58–62]. In
particular, as we show next, the frequency-based approach
enables a nontrivial linear-response theory, while a pertur-
bation theory in the driving strength leads only to a trivial
decoupling of thermochemical currents and mechanical
driving; see the Appendix A 2 for details.

B. Kinetic coefficients

The kinetic coefficients that govern the relation between
currents and affinities in the linear-response regime are
defined as

LAB ¼ ∂FB
JAjeq; ð19Þ

where the notation � � � jeq indicates the limit FA → 0. To
calculate the coefficients (19), we first observe that the
Fermi functions of the reservoirs are given by

fαE ≃ fE þ (Fρ
α þ ðE − μÞFq

α)f0E; ð20Þ

with fE ≡ fαEjeq and f0E ≡ f0αE jeq ¼ fEð1 − fEÞ, up to
second-order corrections in the thermochemical affinities.
Second, we recall that the Floquet scattering amplitudes
admit the low-frequency expansion [7,63]:

SαβEn;Em ≃
1

T

Z
T

0

dt

�
Sαβ
E;Vt þ ℏω

nþm
2

∂ES
αβ
E;Vt

þ ℏωAαβ
E;t

�
eiðn−mÞωt: ð21Þ

Here, the frozen scattering amplitudes Sαβ
E;V describe the

transmission of carriers with energy E at fixed parameters
V. The correction term Aαβ

E;t is required to ensure that the
right-hand side of Eq. (21) obeys the unitarity condition (8).
In general, the approximation (21) is applicable if the
driving fields vary only slightly during the average dwell
time τdw of carriers inside the sample. This timescale is
connected to the typical energy range δE over which the
frozen scattering amplitudes change by the relation
τdw ¼ ℏ=δE; for details, see Refs. [7,64,65].
Using Eqs. (20) and (21), the kinetic coefficients (19) can

be determined as

Lxy
αβ ¼

1

h

Z
∞

0

dEζxEζ
y
Eðδαβ − ⟪jSαβ

E;Vj2⟫Þf0E; ð22aÞ

Lxω
α ¼ 1

h

Z
∞

0

dEζxEζ
ω
X
β

Im½⟪ _Sαβ
E;VS

αβ�
E;V⟫�f0E; ð22bÞ

Lωx
α ¼ 1

h

Z
∞

0

dEζxEζ
ω
X
β

Im½⟪Sβα
E;V

_Sβα�
E;V⟫�f0E; ð22cÞ

Lωω ¼ 1

2h

Z
∞

0

dEðζωÞ2
X
αβ

⟪ _Sαβ
E;Vj2⟫f0E; ð22dÞ

with ζρE ≡ 1; ζqE ≡ E − μ; ζω ≡ 1=ω, dots indicating time
derivatives, and double brackets denoting the time average
over one period, ⟪ � � �⟫≡ 1=T

R
T
0 dt…; for details, see

Appendix A 1. Notably, the expressions (22) do not depend
on the corrections Aαβ

E;t as a result of the unitarity condition
(8). Instead, they involve only the frozen scattering ampli-
tudes Sαβ

E;V , which are generally much easier to obtain than
the full Floquet scattering amplitudes.
The linear response regime with respect to the affinities

Fρ
α, F

q
α, and Fω is defined by the three conditions,

Fρ
α ≪ μ=T; Fq

α ≪ 1=T; and Fω ≪ δE=T; ð23Þ

under which the currents obey the kinetic equations:

JA ¼
X
B

LABFB: ð24Þ
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This result extends the conventional framework of linear-
irreversible thermodynamics to periodically driven coher-
ent conductors. We note that, at low temperatures, the
function f0E in Eqs. (22) is sharply peaked around μ. The
transmission of carriers then occurs only at energies close
to the Fermi edge. It is therefore typically sufficient to
require that the slow-driving condition Fω ≪ δE=ℏ is
obeyed at E ≃ μ for the kinetic equations (24) to be valid.

C. Onsager-Casimir relations

The Onsager-Casimir, or reciprocal, relations between
linear-response coefficients follow from the symmetry of
microscopic dynamics under time reversal. This principle
enters stationary scattering theory through the property

Sαβ
E;V ¼ TBS

βα
E;V ð25Þ

of the frozen scattering amplitudes [8], which, together
with the formulas (22), implies the relations

TBL
xy
αβ ¼ Lyx

βα and TBLωx
α ¼ −Lxω

α ; ð26Þ

recall Sec. II B for the definition of TB and TV . Hence,
while the thermochemical coefficients obey the conven-
tional Onsager-Casimir symmetry, the cross-coefficients
that couple either to the mechanical affinity or the photon
current are antisymmetric. The original symmetry can,
however, be restored for all kinetic coefficients by reversing
both magnetic fields and driving protocols. That is, we have
the generalized Onsager-Casimir relations [66]

TBTVLAB ¼ LBA: ð27Þ

Notably, this result implies that, if the driving protocols
are symmetric, i.e., if Vt ¼ V−t, the mechanical and
thermochemical currents and affinities decouple, since
Lxω
α ¼ Lωx

α ¼ 0.

D. Fluctuation-dissipation theorem

The fluctuation-dissipation theorem provides a link
between kinetic coefficients and equilibrium current fluc-
tuations. For periodically driven coherent conductors, this
connection can be established as follows. First, we note
that, with respect to the fluctuations of matter and energy
currents Puv

αβ, which are spelled out in Eqs. (6) and (7), the
joint fluctuations of matter and heat currents are given by

Pxy
αβ ¼

X
uv

cxuα cyvβ Puv
αβ; ð28Þ

with cρuα ≡ δuρ and c
qu
α ≡ δuε − μαδuρ [8]. Next, we observe

that the shot noise Eq. (6b) vanishes in equilibrium,
Ruv
αβjeq ¼ 0. Therefore, we have

Pxy
αβjeq ¼

X
uv

ðcxuα cyvβ Duv
αβÞjeq ¼ Lxy

αβ þ Lyx
βα; ð29Þ

as can be easily verified by inspection. For systems without
magnetic fields, we thus recover the standard result Pxy

αβ ¼
2Lxy

αβ by using the symmetry (26).
To derive a fluctuation-dissipation relation for the

coefficients Lωx
α , Lxω

α , and Lωω, we have to consider the
fluctuations involving the photon current, which, due to
energy conservation, can be obtained from the sum rules:

Puω
α ¼−

X
β

Puε
αβ=ℏω and Pωω ¼

X
αβ

Pεε
αβ=ðℏωÞ2: ð30Þ

Inserting the expressions (6) and (7) for the thermal and the
shot noise and using the unitarity conditions (8) for the
Floquet scattering amplitudes yields the explicit results
Puω
α ¼ Duω

α þ Ruω
α and Pωω ¼ Dωω þ Rωω, with

Duω
α ¼ 1

h

Z
∞

0

dE
X
β

X
n

ðξuEAω1;βα
n;E − ξuEnA

ω1;αβ
n;E Þ; ð31aÞ

Dωω ¼ 1

h

Z
∞

0

dE
X
αβ

X
n

Aω2;αβ
n;E ; ð31bÞ

Ruω
α ¼ 1

2h

Z
∞

0

dE
X
γδ

X
n

Cuα;γδ
n;E Cω;γδ�

n;E ; ð31cÞ

Rωω ¼ 1

2h

Z
∞

0

dE
X
γδ

X
n

Cω;γδ
n;E Cω;γδ�

n;E ; ð31dÞ

and

Aωk;αβ
n;E ≡ nkjSαβEn;Ej2f0βE ; ð32aÞ

Cω;βγ
n;E ≡X

α

X
m

mSαγEm;EnS
αβ�
Em;EðfβE − fγEnÞ: ð32bÞ

The expression (32b) shows that Ruω
α jeq ¼ 0. After switch-

ing from energy to heat currents, we are therefore left
with [67]

Pxω
α jeq ¼

X
u

ðcxuα Duω
α Þjeq ¼ Lxω

α þ Lωx
α ; ð33aÞ

Pωωjeq ¼ Dωωjeq ¼ 2Lωω: ð33bÞ

Hence, quite remarkably, the mechanical kinetic coeffi-
cients and the equilibrium fluctuations of the photon
current obey the same relations as their thermochemical
counterparts. This result is summarized by the extended
fluctuation-dissipation theorem,

PABjeq ¼ LAB þ LBA; ð34Þ
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which completes our linear-response framework. Notably,
it implies, together with the symmetries (26) and (27), that
Pxω
α jeq ¼ 0 for systems without a magnetic field or with

symmetric driving protocols. That is, equilibrium correla-
tions between the photon current and the thermochemical
currents are ultimately a result of broken time-reversal
symmetry.

IV. NEW BOUNDS

According to the second law, the rate of entropy
production σ, which provides a measure for the thermo-
dynamic cost of irreversible transport, cannot be negative.
However, the laws of thermodynamics do not determine
how much entropy must be generated to sustain a given
current, as the following argument shows. In linear
response, the currents JA can be divided into an irreversible
and a reversible contributions given by [38]

JirrA ≡X
B

LABþLBA

2
FB; JrevA ≡X

B

LAB−LBA

2
FB: ð35Þ

Using these variables, the rate of entropy production (18)
can be expressed as

σ ¼
X
A

JirrA FA: ð36Þ

Hence, the reversible currents, which, due to the general-
ized Onsager-Casimir relation (27), exist only in systems
with broken time-reversal symmetry, do not contribute
to σ. As a result, transport without dissipation seems to be
possible in situations where JirrA ¼ 0 and at least one
reversible current is finite [37,68]. This a priori surprising
observation prompts the question of whether their might be
stronger bounds on thermal currents than the second law. In
the following, we first derive such bounds for coherent
transport and then prove their robustness against dephasing.

A. Coherent transport

Our new bounds follow from the unitarity conditions for
the frozen scattering amplitudes [7],X

α

Sαβ
E;VS

αγ�
E;V ¼

X
α

Sβα
E;VS

γα�
E;V ¼ δβγ; ð37Þ

which ensure probability conservation, and the sum ruleX
αβ

⟪ _Sαβ
E;VS

αβ�
E;V⟫ ¼ 0; ð38Þ

which plays the role of a gauge condition fixing the
global phase of the frozen scattering amplitudes; see
Lemma 3 of Appendix B. Together, they lead to the
sum rules

P
α L

xy
αβ ¼ 0 and

P
α L

xω
α ¼ 0 for the kinetic

coefficients (22), which imply the conservation laws:

X
α

Jρα ¼ 0 and
X
α

Jqα ¼ 0: ð39Þ

Note that the conservation law for the heat currents is
consistent with the first law (12) in linear response, since
the electrical and the mechanical power, Πel and Πac, are of
second order in the affinities.
As a technical tool, we now define the quadratic form,

Ξ≡ σ þ
X
α

X
x

JxαGx
α þ

X
α

X
xy

KxyGx
αG

y
α; ð40Þ

where the Gx
α are real but otherwise arbitrary variables and

the coefficients

Kxy ≡ 1

2h

Z
∞

0

dEζxEζ
y
Ef

0
E ð41Þ

have been chosen such that Ξ is positive semidefinite. To
verify this property, we expand the rate of entropy
production σ and the thermochemical currents Jxα in the
affinities using Eq. (18) and the kinetic equations (24).
Upon inserting the expressions (22) for the kinetic coef-
ficients, and applying the unitarity conditions (37), Eq. (40)
can thus be rewritten in the form

Ξ ¼ 1

2h

Z
∞

0

dE
X
αβ

⟪jXαβ
E Sαβ

E;V − iXω _Sαβ
E;Vj2⟫f0E; ð42Þ

with Xαβ
E ≡P

x ζ
x
EðFx

α − Fx
β þ Gx

αÞ and Xω ≡ ζwFω, which
proves that Ξ cannot be negative, since f0E ≥ 0.
This result leads to a whole family of bounds on σ, which

can be extracted as follows. We first set Gq
α ¼ 0 and

minimize the right-hand side of Eq. (40) with respect to
the variables Gρ

α. After repeating this step with the roles of
Gq

α and Gρ
α interchanged, we arrive at the cumulative

bound:

σ ≥
1

4Kxx

X
α

ðJxαÞ2: ð43Þ

To obtain bounds that involve only a single current, we
rewrite Eq. (43) as

σ ≥
ðJxαÞ2
4Kxx þMx

α; with Mx
α ≡ 1

4Kxx

X
β≠α

ðJxβÞ2: ð44Þ

MinimizingMx
α with respect to the currents Jxβ while taking

into account the conservation laws (39) as a constraint
yields Mx

α ≥ ðJxαÞ2=4KxxðN − 1Þ and, thus,

σ ≥
N

4KxxðN − 1Þ ðJ
x
αÞ2; ð45Þ
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where N is the number of terminals of the conductor and
the inequality holds for any pair of indices x and α.
This relation constitutes a key result of this paper. Going

beyond the second law, it shows that, regardless of the
behavior of the system under time reversal, any matter or
heat current comes at the price of a minimal rate of entropy
production that is proportional to the square of this current.
The positive coefficients Kxx thereby depend only on the
equilibrium properties of the reservoirs. Specifically, they
are given by

Kρρ ¼ Tφ
2hð1þ φÞ ≤

T
2h

; ð46aÞ

Kqq ¼ π2T3

6h
−
T3ðln½φ�Þ2
2hð1þ φÞ −

T3 ln½φ� ln½1þ 1=φ�
h

þ T3Li2½−1=φ�
h

≤
π2T3

6h
; ð46bÞ

where Li2 denotes the dilogarithm, φ≡ exp½μ=T� the
equilibrium fugacity of the reservoirs, and the inequalities
are saturated in the limit φ → ∞, which is practically
realized in mesoscopic conductors.

B. Dephasing

Coherent transport is characterized by a fixed phase
relation between incoming and outgoing carriers. Under
realistic conditions, however, phase-breaking mechanisms
such as carrier-carrier or carrier-phonon interactions can
hardly be completely suppressed. Probe terminals provide
an elegant way to account for such effects [69]. In this
approach, virtual reservoirs are attached to the conductor,
whose temperature and chemical potential are adjusted
such that they do not exchange matter or heat with the
remaining system on average, but rather act as a source of
dephasing.
On the technical level, the virtual reservoirs differ from

physical ones only in that their affinities are fixed by the
conditions of zero mean currents. The bounds (43), how-
ever, were derived without any assumptions on the affin-
ities. They therefore apply also to systems with arbitrary
many probe terminals, where only the currents between
physical reservoirs contribute to the sum on the right; those
currents flowing into the virtual reservoirs are zero by
construction. Since the conservation laws (39) are likewise
not affected by the probe terminals, also the bounds (45)
remain valid with N referring to the number of real
terminals. Hence, our new bounds are robust against
dephasing and hold even in the limit of fully incoherent
transmission [69].

V. APPLICATIONS

In this section, we discuss three different quantum
devices to explore the practical implications of our new

bounds on coherent transport and their potential as tools of
thermodynamic inference. As a first example, we consider
a basic model of a magnetic-flux driven quantum generator,
which was proposed in Ref. [36]. This case study serves as
a simple illustration of our general theory and shows that
our bounds are tight. We then move on to parametric
quantum pumps, which make it possible to move a well-
defined amount of carriers from one reservoir to another in
a given cycle time. Such devices can be realized, for
instance, with tunable-barrier quantum dots [70,71], and,
owing to their high accuracy, are promising candidates for
experimentally accessible quantum representations of the
ampere [20–22]. Here, we show that, in the slow-driving
regime, the energy that is required to move a given
amount of carriers is subject to a fundamental lower
bound, which depends only on the cycle time. We further
derive an explicit optimization principle for adiabatic
quantum pumps by connecting our theory with the geo-
metric approach to parametric pumping [72–78] and the
notion of thermodynamic length [79–83]. As a third
application of our theory, we derive a universal trade-
off relation between the efficiency and the power con-
sumption of adiabatic quantum motors, that is, devices
that convert an electric current into motive power of
mesoscopic mechanical objects like nanopaddle wheels or
conveyor belts [23–26].

A. Quantum generator

The setup of Fig. 2 provides a simple realization of a
quantum generator. The frozen scattering amplitudes for
this system are

FIG. 2. Quantum generator. A mesoscopic ring is connected to
two leads via a four-way beam splitter such that, without a
magnetic flux, all incoming carriers are reflected after passing
through the ring. The current Jρ is generated by changing the
magnetic flux Φ such that clockwise-moving carriers are decel-
erated by the emerging electromagnetic force around the ring. As
a result, incoming carriers from the left are reflected only if their
energy E is above the threshold ℏω, which is required to pass
through the entire loop; carriers with E < ℏω are flipped around
and transmitted to the right. At the same time, carriers coming
from the right are accelerated and thus reflected regardless of
their energy.
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S11
E;ϕ ¼ eiðχEþϕÞ; S12

E;ϕ ¼ S21
E;ϕ ¼ 0;

S22
E;ϕ ¼ eiðχE−ϕÞ; ð47Þ

where the irrelevant dynamical phase χE is determined by
the circumference of the loop and the Aharonov-Bohm
phase ϕ≡ eΦ=ℏc plays the role of an external control
parameter; here, Φ is the tunable magnetic flux through the
ring, e is the carrier charge, and c the speed of light [84].
We use the reservoir on the right as a reference. Hence, the
chemical affinity is Fρ

1 ≡ Fρ and the electric current Jρ1 ≡
Jρ flows from left to right. For a linearly increasing flux,
i.e., for ϕt ≡ ωt, the kinetic coefficients are

Lρρ ¼ 0; Lρω ¼ −Lωρ ¼ Tφ
hð1þ φÞ ;

Lωω ¼ Tφ
hð1þ φÞ ; ð48Þ

according to the formulas (22), where φ ¼ exp½μ=T� is the
fugacity of the reservoir on the right. The electric current
and the rate of entropy production are thus given by
Jρ ¼ LρωFω and σ ¼ LωωðFωÞ2. Upon recalling the
expressions (46) for the coefficient Kρρ, it is now straight-
forward to verify that the bound (45) is saturated; that is,
σ ¼ ðJρÞ2=2Kρρ for any Fρ and Fω. This result shows that
our bounds are tight.
On the microscopic level, the saturation of the bound

(45) is a consequence of the working mechanism of the
quantum generator, which is described in Fig. 2. Every
transmitted carrier leads to the net dissipation of one
quantum of energy ℏω. As a result, the irreversible part
of the photon current, Jωirr ¼ LωωFω, is equal to the electric
current Jρ and proportional to the rate of entropy produc-
tion σ ¼ FωJωirr.
By contrast, the reversible photon current, Jωrev ¼ LωρFρ,

is decoupled from the dissipation rate σ, which is inde-
pendent of the chemical affinity Fρ. In particular, for Fω ¼
0 and Fρ ≠ 0, we have σ ¼ 0 and Jω ¼ Jωrev ≠ 0. This
observation does not imply the occurrence of dissipation-
less transport, since the electric current vanishes for
Fω ¼ 0. It shows, however, that no general bound of the
form Eq. (45) exists for the photon current.

B. Parametric quantum pumps

1. Performance bound

A parametric quantum pump can be described as a two-
terminal conductor, whose potential landscape is changed
periodically to generate a flow of carriers between two
reservoirs with the same chemical potential and temper-
ature. One pumping cycle requires the energy input U≡
T Πac and moves the amount of carriers Q≡ T Jρ from the
first reservoir to the second; see Fig. 3. Our bound (45)
implies that, in the slow-driving regime, these two figures
are connected by the trade-off relation,

U ≥
TQ2

2T Kρρ ≥ ℏωQ2; ð49Þ

where we have used that U ¼ T Tσ and the second
inequality follows from Eq. (46a). This result is quite
remarkable as it puts a universal lower bound on the
energy that must be provided to generate a given pump
flux Q in a given cycle time T . Hence, Eq. (49) makes it
possible to estimate the energy consumption of a quan-
tum pump, even in situations, where only the flux Q can
be measured and the scattering amplitudes of the sample
are unknown.

FIG. 3. Parametric quantum pump. Top: sketch of a generic
setup. A narrow conductor connects two reservoirs with the same
chemical potential and temperature. Periodically changing the
gate voltages V1 and V2 creates two oscillating potential barriers
driving the pump current Jρ. Middle: the left plot shows the Berry
curvature BV for χμ ¼ π=4. Circles indicate the control path that
is determined by the protocols (61) for ρ ¼ 1=4; 1=2; 3=4; 1. As
the path expands into the positive peak of BV , the pump flux Q
first increases sharply and then approaches a limit value, which
depends on the parameter χμ. Bottom: the left-hand panel shows
the optimal driving speed _γ�t for χμ ¼ π=4 and ρ ¼ 1. The
horizontal line corresponds to constant speed. On the right,
the energy uptake is plotted against the pump flux for constant
and optimal driving speed U and U�, respectively, where χμ ¼
π=4 and ρ varies between 0 and 5. The shaded area indicates the
bound (49).
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2. Geometry and optimal driving speed

Finding optimal driving protocols for a quantum pump is
a difficult task, which typically requires the solution of
involved variational problems. In the slow-driving regime,
it is, however, possible to derive a universal optimization
principle for the parametrization γ of the closed path Γ that
is mapped out by the vector of control parameters Vt during
the cycle. To this end, we recall that, by using Eq. (22c), the
pump flux can be written as a line integral in the space of
control parameters [72],

Q ¼ T LρwFω ¼
I
Γ

X
j

Aj
VdVj; ð50Þ

which proves that Q is independent of the parametrization
of Γ. The objects

Aj
V ≡ 1

2πT

Z
∞

0

dE
X
β

Im½S1β�E;V∂Vj
S1βE;V�f0E ð51Þ

are thereby considered as the components of a vector field
AV , which, in analogy to the theory of geometric phases, is
called the Berry potential [85]. Second, the input U can be
expressed in the form

U ¼ TT LωωðFωÞ2 ¼ h
Z

T

0

dt
X
ij

gijVt
_Vi;t

_Vj;t; ð52Þ

where we have used Eq. (22d) and introduced the thermo-
dynamic metric [86],

gijV ≡ 1

8π2T

Z
∞

0

dE
X
αβ

Re½ð∂Vi
SαβE;VÞð∂Vj

Sαβ�E;VÞ�f0E: ð53Þ

The optimal parametrization γ�t of the path Γ, which
minimizes the input U, can be determined from the
objective functional,

O½ _̂γt�≡
Z

T

0

dt

�X
ij

gijVt
_Vi;t

_Vj;t= _̂γt − Λ _̂γt

�
; ð54Þ

where Λ is a Lagrange multiplier accounting for the
boundary condition γT − γ0 ¼ T and _̂γt is the derivative
of the inverse function γ̂t of γt [87]. Solving the Euler-
Lagrange equation for this functional yields the condition

t ¼ T
L

Z
γ�t

0

ds
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
ij

gijVs
_Vi;s

_Vj;s

s
; ð55Þ

where

L≡
I
Γ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
ij

gijVdVidVj

s
ð56Þ

denotes the thermodynamic length of Γ. Replacing the
protocols Vt with Vγ�t minimizes the energy consumption
of the pumpwithout changing its fluxQ, which depends only
on the path Γ. Inserting the minimal energy uptake U� ¼
ℏωL2 into Eq. (49) yields the remarkably simple relation,

L ≥ jQj; ð57Þ

between thermodynamic length and pump flux, which
connects our thermodynamic bounds with the geometric
theory of slowly driven quantum pumps.

3. Tunable-barrier pump

We now consider a simple model of a quantum pump,
where the potential inside the conductor consists of
two δ-barriers with dimensionless strengths V1 and V2.
The single-particle Hamiltonian of this system reads

HV ¼ p2

2M
þ ℏ2V1

Md
δr þ

ℏ2V2

Md
δr−d; ð58Þ

where V ≡ ðV1; V2Þ, p and r are the momentum and
position of the carrier, d denotes the distance between
the two barriers, and M the carrier mass; see Fig. 3. The
corresponding frozen scattering amplitudes are [6]

S12
E;V ¼ S21

E;V ¼ ZE;Vχ
2
Ee

iχE ; ð59aÞ

S11
E;V ¼ZE;V(V1ðV2− iχEÞ−V2ðV1þ iχEÞe2iχE); ð59bÞ

S22
E;V ¼ZE;V(V2ðV1− iχEÞ−V1ðV2þ iχEÞe2iχE); ð59cÞ

with ZE;V ≡ 1=(V1V2e2iχE − ðV1 − iχEÞðV2 − iχEÞ) and
χE ≡ d

ffiffiffiffiffiffiffiffiffiffi
2ME

p
=ℏ. In the following, we focus on the low-

temperature limit, where the function f0E is sharply peaked
around E ¼ μ and can therefore be replaced with TδE−μ in
Eqs. (50) and (53).
To find a suitable control path, we recall that the

expression (50) for the pump flux can be rewritten as an
area integral with the help of Stokes’ theorem [72],

Q ¼
Z
SΓ

dSBV; ð60Þ

where BV ≡ ∂V1
A2

V − ∂V2
A1

V is the Berry curvature cor-
responding to the potential AV and SΓ denotes the area
encircled by Γ. As shown in Fig. 3, the function BV features
two antisymmetric peaks. Hence, to generate a large flux
Q, the path Γ has to cover the positive peak while avoiding
the negative one. This condition is met by the circles with
the parametrization,
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V1;t ¼ V0 − ρ cos½ωt�; V2;t ¼ V0 − ρ sin½ωt�; ð61Þ

where V0 ≡ ρ=
ffiffiffi
2

p
− χμ cot½χμ�=2 and the radius ρ deter-

mines the amplitude of the driving.
Using the protocols (61), we numerically calculate the

flux Q, the input U, the optimal driving speed _γ�, and the
minimized input U�. The results of these calculations
are plotted in Fig. 3. Two observations stand out. First,
the energy consumption of the pump can indeed be
significantly reduced by optimizing the driving speed.
Second, our bound (49) underestimates the energy uptake
by at least a factor of 6 for constant and at least a factor of 4
for optimal driving speed. Microscopically, the deviations
arise from idle scattering events, where carriers pick up
energy from the external driving without contributing to the
pump flux. This effect becomes more and more dominant
as the amplitude ρ of the potential modulations increases.
Still, at least for moderate amplitudes, our bound (49)
predicts the correct order of magnitude for the energy
uptake of the device.

C. Adiabatic quantum motors

1. Bound on efficiency

A quantum motor can be described in terms of two
components: a mesoscopic conductor hosting an electric
current Jρ between two reservoirs with the same temper-
ature but different chemical potentials and a mechanical
rotor that couples to the dynamics of the carriers [24]; see
Fig. 4. Provided that the rotor is much heavier than the
carriers, it can be treated as a classical degree of freedom,
which creates a slowly and periodically changing potential
inside the conductor [88]. In this Born-Oppenheimer
picture, the motive power of the rotor, that is, the output
of the motor, is given by Πm ≡ −Πac ¼ −TFωJω. The
electric powerΠel ¼ TFρJρ is the input of the motor and its
efficiency is defined as

ηm ≡ Πm=Πel ≤ 1 ð62Þ

for Πm > 0. The upper bound 1 thereby follows from the
second law, which requires σ ¼ Πel=T − Πm=T ≥ 0.
Going beyond this trivial result, our bound (45) implies

that the efficiency and the input of the device are connected
by the universal relation,

ηm ≤ 1 −
Πel

2TKρρðFρÞ2 ≤ 1 −
hΠel

Δμ2
¼ 1 −

hJρ

Δμ
; ð63Þ

where the second inequality follows from Eq. (46a).
Depending only on the electric current Jρ and the chemical
potential bias Δμ ¼ μ1 − μ, both of which are generally
easy to access in experiments, the bound (63) has a key
practical implication: it makes it possible to put a nontrivial
upper limit on the efficiency of an adiabatic quantum motor

without measuring the motive power of the rotor or
invoking a specific model.

2. Paddle wheel motor

To test the accuracy of the bound (63), we consider a
simple quantum motor, which consists of a rotating nano-
paddle wheel creating a sliding δ-barrier inside a narrow
conductor; see Fig. 4. The single-particle Hamiltonian of
this model is

HV ¼ p2

2M
þ ℏ2V

Md
δr−da; ð64Þ

and the frozen scattering amplitudes are given by

S12
E;V ¼ S21

E;V ¼ iχEeiχE=ðiχE − VÞ; ð65aÞ

S11
E;V ¼ Ve2iaχE=ðiχE − VÞ; ð65bÞ

S22
E;V ¼ Ve2ið1−aÞχE=ðiχE − VÞ; ð65cÞ

with V ≡ ðV; aÞ and χE ≡ d
ffiffiffiffiffiffiffiffiffiffi
2ME

p
=ℏ. Here, d denotes the

length of the contact region between the conductor and the
paddle wheel and the dimensionless control parameters V
and a ∈ ½0; 1� correspond to the strength and the position of

FIG. 4. Quantum paddle wheel motor. Top: setup. A narrow
coherent conductor, which is placed between two isothermal
reservoirs with chemical potentials μ1 and μ < μ1, is in contact
with a mesoscopic wheel, the rotor, which carries negative
charges on its surface acting as electrostatic paddles. The electric
current Jρ pushes the potential barrier that is created by a passing
charge to the right, thus driving the rotation of the wheel. Bottom:
the left-hand plot shows the maximum efficiency (69) of the
motor as a function of the strength of the barrier V0 with the
shaded area corresponding to the bound (63). The inset shows the
generated motive power over the same range of V0 as in the main
panel. For comparison, the efficiency and the motive power are
plotted on the right-hand side for fixed bias v ¼ 10. For all plots,
we have set χμ ¼ 4π.
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the barrier. In the low-temperature limit, the electric and the
motive power are given by

Πel=ℏω2 ¼ L̄ρρv2 þ L̄ρωv; ð66aÞ

Πm=ℏω2 ¼ −L̄ωρv − L̄ωω; ð66bÞ

where v≡ Δμ=ℏω and we have introduced the rescaled
kinetic coefficients:

L̄ρρ ¼ 1

2π
⟪jS12

μ;Vj2⟫; ð67aÞ

L̄ρω ¼ −L̄ωρ ¼ 1

2πω

X
β

Im½⟪Sβ1
μ;V

_Sβ1�
μ;V⟫�; ð67bÞ

L̄ωω ¼ 1

4πω2

X
αβ

⟪j _Sαβ
μ;Vj2⟫: ð67cÞ

We now calculate Πel and Πm for the protocols

Vt ¼ V0sin2½ωt=2� and at ¼ t=T mod 1; ð68Þ

which mimic the motion of the paddle wheel, assuming that
its radius is much larger than d. The bias v is fixed by
maximizing the efficiency of the motor (62). That is, we set
v ¼ v� ≡ L̄ωωð1þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Zm þ 1
p Þ=L̄ρω, whereby the efficiency

becomes

η�m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zm þ 1

p
− 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Zm þ 1
p þ 1

; ð69Þ

with Zm ≡ ðL̄ρωÞ2=L̄ρρL̄ωω playing the role of a figure of
merit. Our results are plotted in Fig. 4. For V0 ≲ 10, the
bound (63) overestimates the efficiency of the paddle wheel
motor by about a factor of 2. As V0 increases, the deviation
decays to approximately a factor of 3=2, since fewer
carriers tunnel through the moving barrier without trans-
mitting energy to the paddle wheel. The same qualitative
behavior is observed if the bias v is fixed independently of
the kinetic coefficients.

VI. FAR FROM EQUILIBRIUM

Going beyond the first and the second law, our bounds
(43) and (45) provide strong universal constraints on
currents in periodically driven coherent conductors. They
were derived within the framework of linear response
theory, which describes the arguably most relevant regime
of operation of mesoscopic devices. Still, the question
remains whether similar bounds apply also far from
equilibrium. In this section, we show how such a gener-
alization of our theory can be achieved. We first derive a
family of new bounds on currents in coherent conductors
that hold for arbitrary driving frequencies and thermal

gradients. We then discuss the interpretation of these
bounds in the context of thermodynamic uncertainty
relations [89,90] and show how they can be used for
thermodynamic inference. To illustrate the general picture,
we revisit the quantum generator of Sec. VA, whose
Floquet scattering amplitudes can be calculated exactly
for arbitrary driving frequencies. We then put our results in
the context of recent developments and conclude this
section by summarizing the main implications of our
theory for systems without time-dependent driving.

A. Derivation

To extend the approach of Sec. IVA into the nonlinear
regime, we consider the quadratic form:

Ξψ ≡ σ þ ψ
X
α

X
x

JxαGx
α þ ψ

X
α

X
xy

K̂xy
α Gx

αG
y
α: ð70Þ

Here, ψ is a yet undetermined positive number and the
coefficients K̂xy

α are defined as

K̂xy
α ≡ 1

4h

Z
∞

0

dE
X
β

X
n

ζx;αEnζ
y;α
En jŜαβEn;Ej2

× (fαEnð1 − fβEÞ þ fβEð1 − fαEnÞ); ð71Þ

with ζρ;αE ≡ 1, ζq;αE ≡ E − μα, and the modified Floquet
scattering amplitudes,

ŜαβEn;E ≡ ð1 − δn0δαβÞSαβEn;E: ð72Þ

This ansatz is essentially found by inspection but can be
motivated a posteriori, as we shall see in Sec. VI B.
We now recall Eqs. (4), (13), and (14) and use the

unitarity conditions (8) to express the thermochemical
currents and the rate of entropy production as

Jxα ¼
1

h

Z
∞

0

dE
X
β

X
n

ζx;αEn jŜαβEn;Ej2ðfαEn − fβEÞ; ð73aÞ

σ ¼ 1

h

Z
∞

0

dE
X
αβ

X
n

jŜαβEn;Ej2 ð73bÞ

×(ðνβE − ναEnÞfβE − gβE þ gαEn);

with ναE ≡ ðμα − EÞ=Tα and gαE ≡ ναE − ln½fαE�. Inserting
these expressions and the definition (71) into Eq. (70) gives

Ξψ ¼ 1

h

Z
∞

0

dE
X
αβ

X
n

jŜαβEn;Ej2Ξαβ
ψ ;n;E; ð74Þ

where
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Ξαβ
ψ ;n;E ≡ ðνβE − ναEnÞfβE − gβE þ gαEn þ 2ψXα

EnðfαEn − fβEÞ
þ ψðXα

EnÞ2(fαEnð1 − fβEÞ þ fβEð1 − fαEnÞ) ð75Þ

is a quadratic form in the variables Xα
E ≡P

x ζ
x;α
E Gx

α=2. As
has been shown in Ref. [47], this quadratic form is positive
semidefinite if

ψ ≤ ψ� ≡min
z∈R

ð1 − ez þ zezÞðez þ 1Þ
ðez − 1Þ2 ≃ 0.89612: ð76Þ

Consequently, we have Ξψ� ≥ 0 for any choice of the
auxiliary variables Gx

α.
From here, we can proceed as in Sec. IVA. Minimizing

Ξψ� , first with respect to the fGρ
αg and then with respect to

the fGq
αg while setting the respectively remaining auxiliary

variables to zero, yields the cumulative bound,

σ ≥ ψ�X
α

ðJxαÞ2
4K̂xx

α

; ð77Þ

which can be regarded as the counterpart of Eq. (43). For
the individual matter and heat currents, we obtain the
bounds,

σ ≥
ψ�ð1þ θραÞ

4K̂ρρ
α

ðJραÞ2; ð78aÞ

σ ≥
ψ�

4K̂qq
α
ððJqαÞ2 þ ðJqα þ Πac þ ΠelÞ2θqαÞ; ð78bÞ

with θxα ≡ K̂xx
α =

P
β≠α K̂

xx
β ≥ 0, which can be derived from

Eq. (77) by repeating the steps that led from Eq. (43) to
Eq. (45); for the heat currents, the conservation lawP

α J
q
α ¼ 0, which holds only in linear response, must

thereby be replaced with the first law (12).
We note that, in linear response, the bounds (78) are

weaker than our previous bound (45) by a factor ψ�.
Specifically, upon neglecting third-order corrections in the
affinities, Eqs. (78) imply

σ ≥
ψ�ð1þ θxαjeqÞ

4K̂xx
α jeq

ðJxαÞ2 ≥
ψ�N

4KxxðN − 1Þ ðJ
x
αÞ2; ð79Þ

where the second inequality follows by noting that

K̂xx
α jeq ¼ Kxx −

1

2h

Z
∞

0

dEðζxEÞ2j⟪Sαα
E;V⟫j2f0E ≤ Kxx; ð80Þ

and, therefore,

1þ θxαjeq
K̂xx

α jeq
¼ 1

K̂xx
α jeq

þ 1P
β≠α K̂

xx
β jeq

≥
N

KxxðN − 1Þ : ð81Þ

This observation shows that the bounds (78) cannot be
saturated close to equilibrium.

B. Thermodynamic uncertainty relations

A thermodynamic uncertainty relation describes the
trade-off between precision and entropy production in a
given class of thermodynamic processes [89,90]. For
classical matter transport in multiterminal systems without
time-dependent driving, for example, the relation

σðϵραÞ2 ≥ ψ� ð82Þ

has been derived in Ref. [47]. The reduced zero-frequency
noise, or squared relative uncertainty, ðϵραÞ2 ≡ Pρρ

αα=ðJραÞ2,
thereby provides a measure for the accuracy at which a
given amount of particles is extracted from the reservoir α
in a given time. As we show in the following, our bounds
(78) make it possible to extend this relation into the
quantum regime and to include heat currents as well as
periodic driving.
We first recall that, according to the formulas (6) and (7),

the diagonal thermal and the shot noise of the thermo-
chemical currents are given by

Dxx
αα ¼

X
uv

cxuα cxvα Duv
αα

¼ 1

h

Z
∞

0

dE
X
β

X
n

(ðζx;αEn Þ2jSαβEn;Ej2ðf0αEn þ f0βE Þ

− 2δαβζ
x;α
Enζ

x;α
E jSααEn;Ej2f0αE ); ð83aÞ

Rxx
αα ¼

X
uv

cxuα cxvα Ruv
αα

¼ 1

2h

Z
∞

0

dE
X
γδ

X
n

����X
u

cxuα Cuα;γδ
n;E

����2; ð83bÞ

with cρuα ≡ δuρ, c
qu
α ≡ δuε − μαδuρ, and f0αE ≡ fαEð1 − fαEÞ.

Next, comparing Eq. (83a) with Eq. (71) shows that the
coefficients K̂xx

α can be decomposed as

4K̂xx
α ¼ Dxx

αα þ Ψxx
α þ Ωxx

α : ð84Þ

The Fermi correction,

Ψxx
α ≡ 1

h

Z
∞

0

dE
X
β

X
n

ðζx;αEn Þ2jŜαβEn;Ej2ðfαEn − fβEÞ2; ð85Þ

thereby accounts for Pauli blocking between incoming
and outgoing carriers; it vanishes in equilibrium and
in the quasiclassical limit, where second-order terms in
the fugacities φα ≡ exp½μα=Tα� can be neglected and the
exclusion principle becomes irrelevant [29]. The second
correction in Eq. (84),
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Ωxx
α ≡ 2

h

Z
∞

0

dE
X
n

ζx;αEnζ
x;α
E jŜααEn;Ej2f0αE ; ð86Þ

arises from inelastic reflections of carriers at the sample
and vanishes if the external driving is turned off, i.e., if
SααEn;E ¼ δn0SααE and thus ŜααEn;E ¼ 0. Finally, since the
shot noise (83b) is non-negative, Eq. (84) implies that
K̂xx

α ≤ Pxx
αα þ Ψxx

α þ Ωxx
α , where Pxx

αα ¼ Dxx
αα þ Rxx

αα is the
zero-frequency noise of the thermochemical currents.
Inserting this bound into Eqs. (78) and setting θxα ¼ 0
yields the thermodynamic uncertainty relation,

σðϵxαÞ2 ≥
ψ�

1þΨxx
α =Pxx

αα þ Ωxx
α =Pxx

αα
; ð87Þ

where ðϵxαÞ2 ≡ Pxx
αα=ðJxαÞ2.

This result can be interpreted as follows. The corrections
Ψρρ

α and Ωρρ
α are non-negative. Therefore, the relation (87)

shows that Pauli blocking and periodic driving are both
sources of precision, which reduce the minimal amount of
entropy that must be produced to generate an arbitrary
matter current Jρα with given uncertainty ϵρα. These two
mechanisms of reducing the thermodynamic cost of pre-
cision have been described separately before for different
classes of systems; see, for instance, Refs. [47,91,92] and
Refs. [48,93–100], respectively. Our uncertainty relation
(87) now accounts for both of them in a unified manner
through additive corrections.
For heat currents, the situation is slightly different. The

corresponding Pauli corrections Ψqq
α are non-negative and

therefore universally suppress the lower bound on the
product σðϵqαÞ2 compared to the quasiclassical limit, where
Ψqq

α ¼ 0; this observation is in line with earlier results; see
Ref. [101]. The sign of the driving corrections Ωqq

α ,
however, depends on the structure of the Floquet scattering
amplitudes of the sample. Periodic driving can thus either
reduce or increase the minimal thermodynamic cost of heat
transport at given precision.
We note that the bound (82), to which the relation (87)

reduces in the quasiclassical limit and without periodic
driving, can be asymptotically saturated in systems with
infinitely many terminals and strong biases [47]. Hence, for
matter currents, also the uncertainty relation (87) and the
stronger bound (78a) can be regarded as tight. Whether these
bounds are also tight for heat currents is an open question.

C. Thermodynamic inference

Although the corrections Ψxx
α and Ωxx

α admit a trans-
parent physical interpretation, it is not clear how they can
be measured. Before the generalized uncertainty relation
(87) can be used for thermodynamic inference, it is there-
fore necessary to link these quantities to experimentally
accessible observables. For matter currents, such a con-
nection is provided by the bounds,

Ψρρ
α ≤ σ=2 and Ωρρ

α ≤ 2Tα=h; ð88Þ

which ultimately follow from the unitarity conditions (8),
see Lemmas 4 and 5 of Appendix B for details. Inserting
these bounds into Eq. (87) yields

σðPρρ
αα þ σ=2þ 2Tα=hÞ

ðJραÞ2 ≥ ψ�: ð89Þ

This relation provides a powerful tool for thermody-
namic inference. Specifically, upon measuring an arbitrary
matter current Jρα, its zero-frequency noise Pρρ

αα, and the
temperature Tα of the corresponding reservoir, one obtains
the lower bound,

σ ≥ σ�α ≡ jJραjð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϕ2
α þ 2ψ�

q
− jϕαjÞ; ð90Þ

on the dissipation rate σ, where ϕα ≡ ðhPρρ
αα þ 2TαÞ=hJρα is

a modified Fano factor. This bound holds, within the limits
of the scattering approach to quantum transport, for any
sample and driving protocols, arbitrary driving frequencies,
arbitrary voltage and temperature biases, and in the
presence of magnetic fields. It therefore makes it possible
to derive universal constraints on otherwise unaccessible
figures of merit of coherent transport devices. For instance,
upon recalling the setups of Secs. V C and V B, the energy
uptake U of a parametric quantum pump and the efficiency
of a quantum motor ηm can be bounded as

U ≥ TT jJρj
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ϕ2 þ 2ψ�
q

− jϕj
�
; ð91aÞ

ηm ≤ 1 −
T
Δμ

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ϕ2 þ 2ψ�

q
− jϕj

�
; ð91bÞ

where the parameterϕ≡ ðhPρρ
11 þ 2TÞ=Jρ is experimentally

accessible. These relations can be regarded as far-from-
equilibrium counterparts of our linear-response bounds (49)
and (63).

D. Quantum generator revisited

To illustrate our far-from-equilibrium theory, we now
return to the quantum generator of Sec. VA. The Floquet
scattering amplitudes for this system can be found exactly
by solving the corresponding Schrödinger equation; see
Appendix D. It is thus straightforward to numerically
calculate the quantities,

Qð1Þ ≡ 4σK̂ρρ
1

ð1þ θρ1ÞðJρ1Þ2
; ð92aÞ

Qð2Þ ≡ σðϵρ1Þ2ð1þΨρρ
1 =Pρρ

11 þ Ωρρ
1 =Pρρ

11Þ; ð92bÞ
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Qð3Þ ≡ σðPρρ
11 þ σ=2þ 2T=hÞ

ðJρ1Þ2
; ð92cÞ

σ�1 ¼ jJρ1j
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ϕ2
1 þ 2ψ�

q
− ϕ1

�
; ð92dÞ

which are plotted in Fig. 5.
According to the relations (78), (87), and (89), the

dimensionless coefficientsQð1Þ,Qð2Þ, andQð3Þ are bounded
from below by ψ�. The coefficient Qð1Þ indeed comes close
to this bound for small biases and driving frequencies. In
fact, we have Qð1Þ → 1 for Δμ, ω → 0, which confirms our
previous observation that the linear-response counterpart
(45) of the bound (78) is saturated for the quantum
generator. After passing through its minimum, Qð1Þ grows
monotonically with the driving frequency. Hence, the
bound (78) becomes less and less tight when the system
is driven faster. The coefficients Qð2Þ and Qð3Þ show a
qualitatively similar dependence on the driving frequency.
However, their minimums do not become smaller than 2
and 4, respectively. Finally, we find that the figure σ�1, at
best, underestimates the actual dissipation rate by about a
factor of 4. This result proves that the bound (89) is
generally strong enough to predict the correct order of
magnitude for σ.

E. Comparison with earlier results

Thermodynamic uncertainty relations are currently a
subject of active research in stochastic thermodynamics;
see Refs. [89,90] for recent reviews. To put our bounds in
context with these developments, we compare them with
the four relations,

Qρ;α
cl ≡ σPρρ

αα

ψ�ðJραÞ2 ≥ 1; ð93aÞ

Qx;α
ω ≡ σPxx

αα

2ðJxα − ω∂ωJxαÞ2
≥ 1; ð93bÞ

Qx;α
FT ≡ ðexp½T σ� − 1ÞPxx

αα

2T ðJxαÞ2
≥ 1; ð93cÞ

Qx;α
hys ≡ ðexp½T ðσ þ σ̃Þ=2� − 1ÞðPxx

αα þ P̃xx
ααÞ

ðJxα þ J̃xαÞ2
≥ 1; ð93dÞ

which were derived earlier for different classes of systems
[47,98,102–105]. For concreteness, we focus again on the
quantum generator of Sec. VA, for which the coefficients
Qρ;1

cl , Q
ρ;1
ω , Qρ;1

FT , and Qρ;1
hys can be easily calculated. The

results of this analysis, which are summarized in Fig. 6,
lead to the following conclusions.
First, the bound (93a), which was derived for classical

ballistic transport without periodic driving [47], is violated
at low frequencies. In fact, the coefficient Qρ1

cl goes to zero

FIG. 5. Quantum generator far from equilibrium. The first three
plots from top left to bottom left show the quantities (92a)–(92c)
as functions of the driving frequency for different biases. Here,
E ≡ ℏ2=2Ml2 denotes the natural energy scale of the device with
M being the carrier mass and l the circumference of the loop,
cf. Fig. 2. The shaded areas indicate the bounds (78a), (87), and
(89), respectively, for Qð1Þ, Qð2Þ, Qð3Þ. The last plot shows the
lower bound on entropy production (92d) in units of the actual
dissipation rate σ. For all plots, we have set μ ¼ 0, μ1=E ¼
Δμ=E ¼ 0; 1;…; 4 and T=E ¼ 1=2.

FIG. 6. Quantum generator in perspective. The four plots from
top left to bottom right show the coefficients (93a)–(93d) for
x ¼ ρ and α ¼ 1 as functions of the driving frequency for
T=E ¼ 1=2, μ ¼ 0 and different biases Δμ=E ¼ 0; 1;…; 4, where
E was defined in Fig. 5. In each plot, the shaded area indicates the
putative lower bound 1 on the corresponding coefficient.
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for Δμ, ω → 0. This behavior can be understood by
observing that the driving corrections (86) do, in contrast
to the Pauli corrections (85), not vanish in adiabatic
equilibrium. Instead, we have

Ωxx
α jeq ¼

2

h

Z
∞

0

dEðζxEÞ2ð⟪jSαα
E;Vj2⟫− j⟪Sαα

E;V⟫j2Þf0E; ð94Þ

and thus Ωρρ
1 jeq ¼ 2Tφ=hð1þ φÞ > 0, with φ ¼ exp½μ=T�

the quantum generator. We recall that the notation � � � jeq
indicates the limit Fx

α, ω → 0. In general, the corrections
Ωxx

α vanish only if the driving fields are switched off, that is,
if their amplitudes rather than their frequency go to zero. In
this limit, the quantum generator does not produce any
current and the bound (93a) becomes trivial.
The second relation (93b) was originally derived for

periodically modulated Markov jump processes [98]. In
linear response, it holds also for coherent transport,
provided that the frozen scattering amplitudes obey the
symmetry Sαβ

E;V ¼ Sβα
E;V, as is the case for the quantum

generator, cf. Eq. (47); for details, see Appendix C. Far
from equilibrium, however, the bound (93b) can be
violated, as the second plot in Fig. 6 proves.
The fluctuation theorem uncertainty relation (93c) fol-

lows from a general symmetry argument. Specifically, it
holds if the joint probability distribution of the entropy
production per cycle T σ and the accumulated current T Jxα
obeys a strong detailed fluctuation theorem [102]. In
general, such a relation holds only if no magnetic fields
are applied to the system and the driving protocols are
symmetric under time reversal. These conditions do not
apply to the quantum generator. As a result, the third plot in
Fig. 6 shows clear violations of the bound (93c) at low
frequencies.
The hysteretic uncertainty relation (93d) provides a

generalization of Eq. (93c). The restriction to systems
without magnetic fields and symmetric driving protocols is
thereby removed by considering the actual thermodynamic
process together with its time-reversed counterpart, which
is denoted by a tilde [103,104]; in coherent transport,
quantities with a tilde are obtained from original ones by
replacing SαβEn;E with TBTVS

αβ
En;E ¼ SβαE;En. The last plot in

Fig. 6 shows that the hysteretic uncertainty relation (93d) is
not violated for the quantum generator. Whether or not it
holds for coherent transport in general remains an open
question at this point. In any case, the relation (93d) has
only limited predictive power in practice. First, it is
inapplicable if the time-reversed process cannot be realized.
Second, since it involves only the symmeterized variable
σ þ σ̃, it cannot be used to bound the entropy production σ
of the actual transport process. Third, if J̃xα ¼ −Jxα, as is the
case for Jρ in the setup of the quantum generator for
Δμ ¼ 0, Eq. (93d) reduces to the trivial bound σ þ σ̃ ≥ 0.
By contrast, our relation (90) still yields a nontrivial lower
bound on σ in this situation.

In summary, our case study shows that the new bounds
(78), (87), and (89), which fully incorporate quantum
effects and do not rely on special symmetries, go beyond
the earlier results (93). In particular, Eq. (89) provides a
universal bound on entropy production that depends only
on parameters that can be measured in a given setup
without having to realize the time-reversed transport
process.

F. Autonomous systems

In the previous section, we considered our far-from-
equilibrium bounds on coherent transport in the context of
earlier results for periodically driven thermodynamic proc-
esses. However, our theory also has profound implications
for autonomous systems, which can be established as
follows. If no time-dependent fields are applied to the
sample, the driving correction (86) is zero. The bounds (87)
and (88) then imply the new relation:

σðPρρ
αα þ σ=2Þ
ðJραÞ2 ¼ σðϵραÞ2 þ σ2

2ðJραÞ2 ≥ ψ�: ð95Þ

This result shows that Pauli blocking as a source of
precision can be incorporated into the classical uncertainty
relation (82), which otherwise can be violated in the
quantum regime [47,91,92], through the universal correc-
tion σ2=2ðJραÞ2. Quite remarkably, this quantum shift does
not depend on any additional parameters. As a result, the
relation (95) leads to a bound on entropy production,

σ ≥ jJραj
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

F2α þ 2ψ�
q

− jFαj
�
; ð96Þ

that involves only the current Jρα and the standard zero-
frequency Fano factor Fα ≡ Pρρ

αα=J
ρ
α. Like the relation (90),

this bound holds for any coherent multiterminal conductor,
arbitrary electric and thermal biases, and in presence of
external magnetic fields.
Finally, we note that, because the bound (88) on the

driving corrections Ωρρ
α is independent of the driving

strength, the relations (95) and (96) cannot be recovered
from their more general counterparts Eqs. (89) and (90).
This observation may indicate that the bounds (89) and (90)
can be further optimized. We leave it to future research to
probe whether such refined bounds exist. Furthermore, it
remains yet an open problem whether operationally acces-
sible bounds on entropy production, similar to the ones
given in Eqs. (90) and (96), can be formulated in terms of
individual heat currents.

VII. SUMMARY

Starting from the scattering approach to quantum
transport, we have developed a universal thermodynamic
framework for coherent conductors that are driven by
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thermochemical gradients and periodically changing
electromagnetic fields, whose frequency plays the role of
an additional thermodynamic force. Focusing on the linear-
response regime, we have shown that this framework can be
equipped with consistent generalizations of the Onsager-
Casimir relations and the fluctuation-dissipation theorem.
As our first key result, we have derived a family of
thermodynamic bounds on matter and heat currents, which
go beyond the second law, hold for arbitrary samples and
driving protocols, and involve only experimentally acces-
sible quantities.
From a conceptual point of view, these bounds prove that

transport without dissipation is impossible in conventional
coherent conductors, even in the presence of reversible
currents, which generically occur in systems with broken
time-reversal symmetry and do not contribute to the
average entropy production. From a practical perspective,
they provide powerful tools of thermodynamic inference. In
particular, they make it possible to determine model-
independent lower bounds on the total dissipation rate,
which is generally difficult to access experimentally, by
measuring the electric currents in the individual terminals
of the conductor.
When applied to mesoscopic devices, our bounds lead to

nontrivial relations between key figures of merit, which
provide both universal benchmarks for theoretical models
and a new avenue to estimate the performance of exper-
imental realizations of nanomachines, whose output or input
cannot bemeasured directly.We have illustrated thismethod
for parametric quantum pumps and adiabatic quantum
motors, where in both cases a mechanical quantity was
bounded in terms of an easy-to-measure electric current.
Beyond these examples, our results are applicable to any
system that can be described as a coherent multiterminal
conductor, including thermoelectric heat engines and refrig-
erators, which have gained much attention in recent years
[36–49]. Our work thus provides a versatile toolbox for both
theoretical and experimental studies seeking to develop
powerful and efficient quantum transport devices.
Going beyond the linear-response regime, in the second

part of this article, we have derived a family of thermo-
dynamic bounds on matter and heat currents that hold for
arbitrary thermochemical gradients and driving frequen-
cies. These relations imply a thermodynamic uncertainty
relation for coherent transport, which accounts for quantum
effects and periodic driving in a unified manner, and a fully
universal bound on entropy production that depends only
on experimentally accessible parameters. This bound,
which is our second key result, can be directly used for
thermodynamic inference far from equilibrium. In fact, it
can be determined by measuring a single electric current, its
zero-frequency noise, and, for systems with periodic
driving, the temperature of the corresponding reservoir.
Thus, we are now able to pass the baton to the experimen-
talists to test our theoretical results and to utilize their

wide-ranging applicability to further explore the quantum
thermodynamics of coherent transport devices.
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APPENDIX A: KINETIC COEFFICIENTS

In this Appendix, we derive the formulas (22) for the
linear-response coefficients in the frequency picture, that is,
with the driving frequency playing the role of an additional
affinity. We then compare this approach with the amplitude
picture, where the mechanical affinity corresponds to the
strength of the applied periodic fields.

1. Frequency picture

We first recall that the thermochemical currents and the
photon current are given by

Jxα ¼
1

h

Z
∞

0

dE
X
β

X
n

ðζx;αE δαβδn0 − ζx;αEn jSαβEn;Ej2ÞfβE with

ζx;αE ¼ ζxE − δxqTF
ρ
α; ðA1aÞ

ζx;αE ¼ ζxE − δxqTðFρ
α − nFωÞ; and

Jω ¼ 1

h

Z
∞

0

dE
X
αβ

X
n

njSαβEn;Ej2fβE; ðA1bÞ

where ζρE ≡ 1, ζqE ≡ E − μ, and ζω ¼ 1=ω. Inserting the
expansion of the Fermi function (20) and the expansions

X
n

jSαβEn;Ej2 ¼ X0 þ
TFω

2
X 1; ðA2aÞ

X
n

njSαβEn;Ej2 ¼ Y0 þ
TFω

2
Y1; ðA2bÞ
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and collecting first-order contributions in the affinities then
yields Fx

α and Fω yields

Lxy
αβ ¼

1

h

Z
∞

0

dEζxEζ
y
Eðδαβ − X0Þf0E; ðA3aÞ

Lxω
α ¼ −

T
2h

Z
∞

0

dE
X
β

ð2Y0δxq þ ζxEX1ÞfE; ðA3bÞ

Lωx
β ¼ 1

h

Z
∞

0

dEζxE
X
α

Y0f0E; ðA3cÞ

Lωω ¼ T
2h

Z
∞

0

dE
X
αβ

Y1fE: ðA3dÞ

Note that the zeroth-order terms vanish, as can be shown
with the help of the unitarity conditions (37) for the frozen
scattering amplitudes.
Upon inserting the expressions (B2a)–(B2d) for X0, X 1,

Y0, and Y1 in Eqs. (A3), we arrive at

Lxy
αβ ¼

1

h

Z
∞

0

dEζxEζ
y
Eðδαβ − ⟪jSαβ

E;Vj2⟫Þf0E; ðA4aÞ

Lωx
α ¼ T

2h

Z
∞

0

dE
X
β

ð2ζωIm½⟪ _Sαβ
E;VS

αβ�
E;V⟫�δxq

− 4ζxERe½⟪Sαβ�
E;VA

αβ
E ⟫� þ ζxEζ

ω∂EIm½⟪ _Sαβ
E;VS

αβ�
E;V⟫�ÞfE

¼ T
h

Z
∞

0

dE
X
β

ðζωIm½⟪ _Sαβ
E;VS

αβ�
E;V⟫�δxq

þ ζxEζ
ω∂EIm½⟪ _Sαβ

E;VS
αβ�
E;V⟫�ÞfE

¼ 1

h

Z
∞

0

dEζxEζ
ω
X
β

Im½⟪ _Sαβ
E;VS

αβ�
E;V⟫�f0E; ðA4bÞ

Lxω
α ¼ 1

h

Z
∞

0

dEζxEζ
ω
X
β

Im½⟪ _Sβα�
E;VS

βα
E;V⟫�; ðA4cÞ

Lωω ¼ T
2h

Z
∞

0

dEζω
X
αβ

ð4Im½⟪ _Sαβ�
E;VA

αβ
E ⟫�

þ ζω∂E⟪j _Sαβ
E;Vj2⟫ÞfE

¼ 1

2h

Z
∞

0

dEðζωÞ2
X
αβ

⟪j _Sαβ
E;Vj2⟫f0E: ðA4dÞ

Here, we have used the sum rule,

4
X
β

Re½⟪Sαβ�
E;VA

αβ
E ⟫�¼−iζω

X
β

∂E⟪ _Sαβ�
E;VS

αβ
E;V⟫

¼−ζω
X
β

∂EIm½⟪ _Sαβ
E;VS

αβ�
E;V⟫�; ðA5Þ

which follows from Eq. (B4b), in the first step of Eq. (A4b);
in the second step, we have applied an integration
by parts with respect to E noting that ∂Eζ

x
E ¼ δxq and

∂EfE ¼ −f0E=T. In Eq. (A4d), we have used thatX
αβ

Im½⟪ _Sαβ�
E;VA

αβ
E ⟫� ¼ 0; ðA6Þ

as a consequence of the sum rule (B4c) and the fact that
the period average is a linear operation; finally, we have
integrated the remaining term by parts.

2. Amplitude picture

The amplitude picture provides an alternative way of
extending the framework of irreversible thermodynamics to
periodically driven coherent conductors. This theory, which
is complementary to the one discussed in Sec. III, can be
developed along the same lines as for stochastic systems;
see Refs. [58–61]. We first divide the single-carrier
Hamiltonian that describes the dynamics inside the con-
ductor into two contributions,

Ht ≡H0 þ ΔUt; ðA7Þ

where the free Hamiltonian H0 is time independent, the
dynamical scattering potential Ut ¼ UtþT accounts for
the periodic driving, and the parameter Δ denotes to the
amplitude of this perturbation. The Floquet scattering
amplitudes can thus be decomposed as

SαβEn;E ¼ δn0S
αβ
E þ ΔZαβ

En;E; ðA8Þ

with the first contribution describing elastic scattering
events and the second one accounting for inelastic events,
which are induced by the time-dependent driving. We now
introduce the affinity Fw ≡ Δ=T and the work flux,

Jw ≡ Πac=Δ ¼ Δ
T

Z
∞

0

dE
X
αβ

X
n

njZαβ
En;Ej2fβE; ðA9Þ

where the second expression is obtained by inserting
Eq. (A8) into Eq. (11). With these definitions, the total
rate of entropy production (16) assumes the canonical
bilinear form:

σ ¼ JwFw þ
X
α

X
x

JxαFx
α: ðA10Þ

The frequency and the amplitude picture are equivalent
on the general level. Their corresponding linear-response
theories, however, describe two physically different
regimes, where either the speed or the strength of the
periodic driving is small. This difference becomes particu-
larly clear from the kinetic coefficients in the amplitude
picture, which are given by [106]
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Gxy
αβ≡∂Fy

β
Jxαjeq¼

1

h

Z
∞

0

dEζxEζ
y
Eðδαβ− jSαβE j2Þf0E; ðA11aÞ

Gwx
α ≡ ∂FwJxαjeq ¼ 0; ðA11bÞ

Gxw
α ≡ ∂Fx

α
Jwjeq ¼ 0; ðA11cÞ

Gww≡∂FwJwjeq ¼
T
T

Z
∞

0

dE
X
αβ

njZαβ
En;Ej2fE; ðA11dÞ

with Zαβ
En;E ≡ Zαβ

En;EjΔ¼0. Hence, the thermochemical var-
iables, Fx

α and Jxα, decouple from the mechanical ones, Fw

and Jw, in the weak-driving regime. By contrast, this
coupling persists in slow-driving regime, provided that
the driving protocols are not symmetric under time reversal,
cf. Sec. III C.

APPENDIX B: SOME USEFUL LEMMAS

In this Appendix, we collect a series of sum rules for the
Floquet scattering amplitudes in the slow-driving regime
along with sketches of their proofs. Further details on the
derivations may be found in Refs. [7,32].
Lemma 1.—Let SαβEn;E be the Floquet scattering ampli-

tudes of a multiterminal conductor that is subject to the
periodic driving fields V with frequency ω≡ 2π=T , then

X
n

jSαβEn;Ej2 ¼ X 0 þ
ℏω
2

X1;

X
n

njSαβEn;Ej2 ¼ Y0 þ
ℏω
2

Y1; ðB1Þ

up to second-order corrections in ℏω, with

X0 ¼ ⟪jSαβ
E;Vj2⟫; ðB2aÞ

X1 ¼ 4Re½⟪Sαβ�
E;VA

αβ
E ⟫� − 1

ω
∂EIm½⟪ _Sαβ

E;VS
αβ�
E;V⟫�; ðB2bÞ

Y0 ¼ −
1

ω
Im½⟪ _Sαβ

E;VS
αβ�
E;V⟫�; ðB2cÞ

Y1 ¼
4

ω
Im½⟪ _Sαβ�

E;VA
αβ
E ⟫� þ 1

ω2
∂E⟪j _Sαβ

E;Vj2⟫: ðB2dÞ

Here, Sαβ
E;V denotes the frozen scattering amplitudes, Aαβ

E

the nonadiabatic corrections defined in Eq. (21), and h� � �i
indicates the time average over one period T .
Proof.—Insert the low-frequency expansion (21) for

SαβEn;E and collect all zeroth- and first-order terms in ℏω.
Perform the sum over all integers n by using the symbolic
identity,

X
n

nkeinωðt−t0Þ ¼ T
ðiωÞk ∂

k
t δt−t0 ; ðB3Þ

where k ¼ 0; 1;… and t; t0 ∈ ½0; T Þ. Integrate by parts with
respect to t as needed. ▪
Lemma 2.—The frozen scattering amplitudes and the

nonadiabatic corrections obey the joint sum rules,

2iω
X
α

ðSαβ
E;VtA

αγ�
E;t þ Sαγ�

E;t A
αβ
E;VtÞ

¼
X
α

ð _Sαβ
E;Vt∂ES

αγ�
E;Vt − _Sαγ�

E;Vt∂ES
αβ
E;VtÞ; ðB4aÞ

2iω
X
α

ðSβα
E;VtA

γα�
E;t þ Sγα�

E;VtA
βα
E;tÞ

¼
X
α

ð _Sγα�
E;Vt∂ES

βα
E;Vt − _Sβα

E;Vt∂ES
γα�
E;VtÞ; ðB4bÞ

X
αβ

Im½ _Sαβ�
E;VtA

αβ
E;t� ¼ 0; ðB4cÞ

for any t ∈ ½0; T Þ.
Proof.—We begin with the sum rule (B4a). Inserting the

expansion (21) into the unitarity condition (8a), collecting
first-order terms in ℏω, and carrying out the sum over n
using Eq. (B3) shows that

Z
T

0

dt

�X
α

(2 _Sαβ
E;Vt∂ES

αγ�
E;VtþSαβ

E;Vt∂E
_Sαγ�
E;VtþSαγ�

E;Vt∂E
_Sαβ
E;Vt

−2iωðSαβ
E;VtA

αγ�
E;t þSαγ�

E;VtA
αβ
E;tÞ)

	
eimωt¼ 0; ðB5Þ

for every integer m and any indices β and γ. This condition
can be met only if the expression inside the curly brackets
vanishes for every t ∈ ½0; T Þ, that is, if

2iωðA†Sþ AS†Þ ¼ 2S0† _Sþ _S0†Sþ S† _S0; ðB6Þ

where we introduced the matrices S and A with elements
ðSÞαβ ≡ Sαβ

E;Vt and ðAÞαβ ≡Aαβ
E;t to simplify the notation

and primes indicate derivatives with respect to E. Next,
we note that the matrix S is unitary, i.e., S†S ¼ SS† ¼ 1,
owing to the conditions (37). Therefore, we have
∂t∂ES†S ¼ 0, and writing out the derivatives gives

_S0†Sþ S† _S0 ¼ −S0† _S − _S†S0: ðB7Þ

Inserting this relation into Eq. (B6) yields the result

2iωðA†Sþ AS†Þ ¼ S0† _S − _S†S0; ðB8Þ

which is equivalent to the first sum rule (B4a). The second
sum rule (B4b) can be derived along the same lines starting
with the unitarity condition (8b).
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To derive the third sum rule (B4c), we first note that

2i
X
αβ

Im½ _Sαβ�
E;VtA

αβ
E;t� ¼ trf _S†A −A† _Sg

¼ trfA _S†SS† −A† _SS†Sg
¼ trfðS†AþA†SÞ _S†Sg; ðB9Þ

where we have used that _SS† ¼ −S _S†, since S is unitary.
Second, eliminating the matrix A with the help of the
relation (B8) gives

−4ω
X
αβ

Im½ _Sαβ�
E;VtA

αβ
E;t� ¼ trfðS0† _S − _S†S0Þ _S†Sg

¼ trfðS†S0 _S†S − _S†S0Þ _S†Sg
¼ 0; ðB10Þ

where the second line follows by noting that SS0† ¼ −S0S†

and _SS† ¼ −S _S†. ▪
Lemma 3.—The frozen scattering amplitudes can be

chosen such that they obey the sum rule,

X
αβ

⟪ _Sαβ
E;VS

αβ�
E;V⟫ ¼ 0: ðB11Þ

Proof.—The frozen scattering matrix admits the spectral
decomposition S ¼ P

k jϕkihϕkjeiϕk , where the ϕk are real
and the jϕki are normalized orthogonal eigenvectors. Since
S is a T -periodic function of time, the phases ϕk further
have to obey the condition ⟪ _ϕk⟫ ¼ ωMk withMk being an
integer. It follows that

X
αβ

⟪ _Sαβ
E;VS

αβ�
E;V⟫ ¼ ⟪trf _SS†g⟫

¼
X
k

⟪i _ϕk þ ∂thϕkjϕki⟫

¼ iω
X
k

Mk ≡ iωM: ðB12Þ

Thus, the sum rules (B11) can be enforced by applying the
gauge transformation Sαβ

E;V → Sαβ
E;Ve

−iMωt to the frozen
scattering amplitudes. ▪
Lemma 4.—Let SαβEn;E be a set of Floquet scattering

amplitudes that obey the unitarity conditions (8) and fαE the
Fermi function (5), then

σ ≡ 1

h

Z
∞

0

dE
X
αβ

X
n

�
En − μα

Tα
−
E − μβ
Tβ

�
jSαβEn;Ej2fβE

≥
2

h

Z
∞

0

dE
X
αβ

X
n

jSαβEn;Ej2ðfαEn − fβEÞ2: ðB13Þ

Proof.—We first observe that, using the conditions (8), σ
can be expressed as [8]

σ ¼ 1

h

Z
∞

0

dE
X
αβ

X
n

jSαβEn;Ej2Hαβ
En;E; ðB14Þ

with

Hαβ
En;E ≡ η½fαEn� − η½fβE� − η0½fαEn�ðfαEn − fβEÞ; ðB15Þ

η½x�≡ −x ln½x� − ð1 − xÞ ln½1 − x�, and primes indicating
derivatives. Next, we note that, by Taylor’s theorem, there
exists a g between fαEn and fβE, such that

Hαβ
En;E ¼ −

η00½g�
2

ðfαEn − fβEÞ2: ðB16Þ

Since the Fermi function (5) takes only values between
0 and 1, it follows that g ∈ ½0; 1�. Therefore, we have
−η00½g� ¼ 1=gþ 1=ð1 − gÞ ≥ 4 and Hαβ

En;E ≥ 2ðfαEn − fβEÞ2.
Inserting this bound into Eq. (B14) completes the proof.▪
Lemma 5.—Let SαβEn;E be a set of Floquet scattering

amplitudes that obey the unitarity conditions (8) and fαE the
Fermi function (5). Then, for ŜαβEn;E ≡ ð1 − δn0δαβÞSαβEn;E
and f0αE ≡ fαEð1 − fαEÞ, we have

Ψρρ
α ≡ 1

h

Z
∞

0

dE
X
β

X
n

jŜαβEn;Ej2ðfαEn − fβEÞ2 ≤
σ

2
ðB17Þ

and

Ωρρ
α ≡ 2

h

Z
∞

0

dE
X
n

jŜααEn;Ej2f0αE ≤
2Tα

h
; ðB18Þ

where σ is defined in Eq. (B13).
Proof.—For Eq. (B17), observe that

2Ψρρ
α ≤

2

h

Z
∞

0

dE
X
αβ

X
n

jŜαβEn;Ej2ðfαEn − fβEÞ2

¼ 2

h

Z
∞

0

dE
X
αβ

X
n

jSαβEn;Ej2ðfαEn − fβEÞ2 ðB19Þ

and use Lemma 4. For Eq. (B18), note that f0αE ≥ 0

and, by the unitarity conditions (8),
P

n jŜααEn;Ej2 ≤P
β

P
n jSβαEn;Ej2 ¼ 1, such that

Ωρρ
α ≤

2

h

Z
∞

0

dEf0E ¼ 2Tα

h
φα

1þ φα
≤
2Tα

h
; ðB20Þ

where φα ≡ exp½μα=Tα�. ▪
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APPENDIX C: THERMODYNAMIC
UNCERTAINTY RELATION IN

LINEAR RESPONSE

In this Appendix, we show that the thermodynamic
uncertainty relation,

σPxx
αα

ðJxα − ω∂ωJxαÞ2
≥ 2; ðC1Þ

which was derived in Ref. [98] for periodically driven
Markov jump processes, holds for coherent transport in
linear response if the frozen scattering amplitudes obey the
symmetry

Sαβ
E;V ¼ Sβα

E;V: ðC2Þ

We first recall Sec. III B and note that the symmetry (C2)
implies Lxω

α ¼ −Lωx
α . As a result, the total rate of entropy

production (18) can be divided into two contributions,
σ ¼ σth þ σac, with

σth ≡
X
αβ

X
xy

Lxy
αβF

x
αF

y
β

¼ 1

2h

Z
∞

0

dE
X
αβ

⟪jŜαβ
E;Vj2⟫ðYαβ

E Þ2f0E ≥ 0; ðC3aÞ

σac ≡ LωωðFωÞ2 ≥ 0; ðC3bÞ

where Ŝαβ
E;V ≡ ð1 − δαβÞSαβ

E;V , Y
αβ
E ≡P

x ζ
x
EðFx

α − Fx
βÞ, and

the second line in Eq. (C3a) follows by using the unitarity
conditions (37). We now consider the quadratic form,

Ξx
α ≡ σth þ 2G

X
β

X
y

Lxy
αβF

y
β þ G2Lxx

αα

¼ 1

2h

Z
∞

0

dE
X
β≠α

�X
γ≠α

⟪jŜβγ
E;Vj2⟫ðYαβ

E Þ2

þ 2⟪jŜαβ
E;Vj2⟫ðζxEGþ Yαβ

E Þ2
	
f0E; ðC4Þ

where G is real and otherwise arbitrary. The second
expression in Eq. (C4), which follows from the unitarity
conditions (37) and the symmetry (C2), proves that Ξx

α is
positive semidefinite. Next, recalling the kinetic equa-
tions (24) and the fluctuation-dissipation theorem (34),
yieldsX

β

X
y

Lxy
αβF

y
β ¼ Jxα−ω∂ωJxα; Lxx

αα ¼Pxx
ααjeq=2: ðC5Þ

Inserting these identities into the definition of Ξx
α and

noting that σth ≤ σ since σac ≥ 0 shows that

σ þ 2GðJxα − ω∂ωJxαÞ þ G2Pxx
ααjeq=2 ≥ Ξx

α ≥ 0 ðC6Þ

for any G. Minimizing the left-hand side of this inequality
with respect to G finally gives the thermodynamic uncer-
tainty relation (C1).

APPENDIX D: QUANTUM GENERATOR

In this Appendix, we derive the exact Floquet scattering
amplitudes for the quantum generator discussed in
Secs. VA and VI D by solving the corresponding Floquet-
Schrödinger equation in position representation [8]. We
further provide explicit formulas for the quantities entering
the relations (93) and (92).

1. Scattering amplitudes

The system is parametrized according to Fig. 7. An
incoming carrier with energy E > 0 in the terminal α is
described by the scattering state jϕα

E;ti. On the leads, the
wave function of this state is given by

ϕα
E;t½r1� ¼ δα1w−

E½r1� þ
X
n

C1α
En;Ew

þ
En½r1�e−inωt; ðD1aÞ

ϕα
E;t½r2� ¼ δα2w−

E½r2� þ
X
n

C2α
En;Ew

þ
En½r2�e−inωt; ðD1bÞ

where the summations run over all integers, the Cαβ
En;E are

yet undetermined complex coefficients, and

w�
E ½r�≡ wE exp½�ikEr� ðD2Þ

denotes a normalized incoming (−) or outgoing (þ) plane
wave with wE ≡ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

M=2πkEℏ2
p

and kE ≡ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ME=ℏ2

p
[8];

we recall that M denotes the carrier mass. On the loop, the
scattering wave function obeys the Floquet-Schrödinger
equation,

FIG. 7. Scattering theory of a quantum generator. The system
consists of two leads, an ideal beam splitter, and a loop with
length l, which is subject to the magnetic flux Φ. The leads and
the loop are parametrized in terms of the coordinates r1; r2 ∈
½0;∞Þ and ρ ∈ ½0; l�. Incoming waves on the leads 1 and 2
enter the loop at the positions ρ ¼ 0 and ρ ¼ l, respectively;
clockwise and counterclockwise propagating waves on the loop
exit at the positions ρ ¼ l and ρ ¼ 0 and become outgoing waves
on the leads 1 and 2, respectively. The plot shows how the
transmission function (D16b) depends on the driving frequency
ω, i.e., the rate at which the magnetic flux Φ changes, for E=E ¼
20=10;…; 25=10 from top to bottom.
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Eϕα
E;t½ρ� ¼ −

ℏ2

2M
ð∂ρ − iωt=lÞ2ϕα

E;t½ρ� − iℏ∂tϕ
α
E;t½ρ�; ðD3Þ

with respect to the boundary conditions,

ϕ1
E;t½ρ�jρ¼0 ¼ wE þ

X
n

C21
En;EwEne−inωt; ðD4aÞ

ϕ1
E;t½ρ�jρ¼l ¼

X
n

C11
En;EwEne−inωt; ðD4bÞ

P̂tϕ
1
E;t½ρ�jρ¼0 ¼ w0

E −
X
n

C21
En;Ew

0
Ene

−inωt; ðD4cÞ

P̂tϕ
1
E;t½ρ�jρ¼l ¼

X
n

C11
En;Ew

0
Ene

−inωt; ðD4dÞ

and

ϕ2
E;t½ρ�jρ¼0 ¼

X
n

C22
En;EwEne−inωt; ðD5aÞ

ϕ2
E;t½ρ�jρ¼l ¼ wE þ

X
n

C12
En;EwEne−inωt; ðD5bÞ

P̂tϕ
2
E;t½ρ�jρ¼0 ¼ −

X
n

C22
En;Ew

0
Ene

−inωt; ðD5cÞ

P̂tϕ
2
E;t½ρ�jρ¼l ¼ −w0

E þ
X
n

C12
En;Ew

0
Ene

−inωt; ðD5dÞ

where w0
E ≡ wEkE and P̂t ≡ −i∂ρ − ωt=l. Here, we assume

that the magnetic flux Φ increases linearly in time; that is,
Φt ¼ ℏωct=e, where c denotes the speed of light and e the
carrier charge. The parameter E corresponds to the Floquet
energy on the loop. The boundary conditions (D4) and (D5)
are determined by the beam splitter that connects the loop
with the leads [107].
A general solution of Eq. (D3) that is compatible with the

boundary conditions (D4) and (D5) is given by

ϕα
E;t½ρ� ¼

X
n

ðaαnAiEn½ρ� þ bαnBiEn½ρ�Þeiðρ=l−nÞωt; ðD6Þ

where aαn and bαn are arbitrary complex coefficients. The
modified Airy functions are thereby defined as

XiE½ρ�≡ Xi½ðℏω=EÞ1=3ðρ=l − E=ℏωÞ� ðD7Þ

in terms of the standard Airy functions Xi≡ Ai;Bi [108].
The parameter E ≡ ℏ2=2Ml2 sets the natural energy scale
of the system. Inserting the solution (D6) into the boundary
conditions (D4) and (D5) and collecting Fourier compo-
nents yields two sets of linear equations, which can be
written compactly as

AEna1n ¼ δn01þ C21
En;E1̂; ðD8aÞ

AEn−1a1n ¼ C11
En−1;E1; ðD8bÞ

and

AEna2n ¼ C22
En;E1̂; ðD9aÞ

AEn−1a2n ¼ δn11̂þ C12
En−1;E1: ðD9bÞ

Here, we have used the relation XiEn½l�¼XiEn−1½0�.
Furthermore, we have introduced the vectors aαn≡ðaαn;bαnÞt,
1≡ ð1; 1Þt, 1̂≡ ð1;−1Þt and the matrix

AE ≡ 1

wE

�
AiE½0� BiE½0�
−iAi0E½0� −iBi0E½0�

�
; ðD10Þ

where

Xi0E½ρ�≡ ∂ρXiE½ρ�=kE
¼ ðℏω=EÞ1=3ðE=EÞ1=2Xi0½ðℏω=EÞ1=3ðρ=l − E=ℏωÞ�;

ðD11Þ
with Xi0 ≡ Ai0;Bi0 denoting the derivatives of the standard
Airy functions [108].
Solving the linear systems (D8) and (D9) yields

C11
En;E ¼ δnð−1Þ

2

1tAEA−1
E−11

; ðD12aÞ

C21
En;E ¼ δn0

1̂tAEA−1
E−11

1tAEA−1
E−11

; ðD12bÞ

C22
En;E ¼ δn1

2

1̂tAEA−1
E11̂

; ðD12cÞ

C12
En;E ¼ δn0

1tAEA−1
E11̂

1̂tAEA−1
E11̂

: ðD12dÞ

The Floquet scattering amplitudes can now be determined
by inserting these expressions into the ansatz (D1) and
comparing the result with the asymptotic boundary con-
ditions for the Floquet scattering wave functions [8], which
are given by

ϕα
E;t½r1�jr1→∞ ¼ δα1w−

E½r1� þ
X
n

S1αEn;Ew
þ
En½r1�e−inωt;

ðD13aÞ

ϕα
E;t½r2�jr2→∞ ¼ δα2w−

E½r2� þ
X
n

S2αEn;Ew
þ
En½r2�e−inωt:

ðD13bÞ

Upon observing that the outgoing plane waves become
decaying exponentials for negative energies, that is,
wþ
E ½r� ∝ exp½−kjEjr� for E ≤ 0, we thus arrive at
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S11En;E ¼ 0; S21En;E ¼ C21
En;E ðE ≤ ℏωÞ; ðD14aÞ

S11En;E¼C11
En;E; S21En;E ¼C21

En;E ðE>ℏωÞ; ðD14bÞ
S22En;E ¼C22

En;E; S12En;E¼C12
En;E ðE> 0Þ: ðD14cÞ

This result leads to the compact expressions,

jS11En;Ej2 ¼ δnð−1ÞΘE−1RE−1; ðD15aÞ
jS21En;Ej2 ¼ δn0 þ δn0ΘE−1ðTE−1 − 1Þ; ðD15bÞ

jS22En;Ej2 ¼ δn1RE; ðD15cÞ
jS12En;Ej2 ¼ δn0TE; ðD15dÞ

for the reflection and transmission probabilities, which
were used in Sec. VI D. Here, Θ denotes the Heaviside step
function, and the reflection and transmission functions are
given by

RE ≡ 4

j1tAE1A−1
E 1j2 ¼

4

j1̂tAEA−1
E11̂j2

; ðD16aÞ

TE ≡ j1̂tAE1A−1
E 1j2

j1tAE1A−1
E 1j2 ¼

j1tAEA−1
E11̂j2

j1̂tAEA−1
E11̂j2

; ðD16bÞ

and obey the sum rule TE þ RE ¼ 1. Using this relation, it
is straightforward to verify that the Floquet scattering
amplitudes (D14) obey the unitarity conditions (8). For
illustration, the transmission function TE is plotted in Fig. 7
for different energies.

2. Thermodynamic quantities

Upon inserting the scattering amplitudes (D14) into the
general expressions (4), it is now straightforward to
determine the mean values of the matter currents Jρα and
the heat currents Jqα ¼ Jεα − μαJ

ρ
E, which are given by

Jρ1 ¼ −Jρ2 ¼
1

h

Z
∞

0

dEff1E − REf1E1 − TEf2Eg; ðD17aÞ

Jq1 ¼
1

h

Z
∞

0

dEζq;1E ff1E − REf1E1 − TEf2Eg; ðD17bÞ

Jq2 ¼
1

h

Z
∞

0

dEfζq;2E ðf2E − f1EÞ þ ζq;2E1REðf1E1 − f2EÞg:

ðD17cÞ

Analogously, the expressions (6a) yields the thermal
fluctuations of the matter and heat currents, Dρρ

αα and
Dqq

αα ¼
P

uvðδuε − μαδuρÞðδvε − μαδvρÞDuv
αα,

Dρρ
11 ¼ Dρρ

22 ¼
1

h

Z
∞

0

dEff01E þ TEf02E − REf01E1g; ðD18aÞ

Dqq
11 ¼ 1

h

Z
∞

0

dEζq;1E fζq;1E ðf01E þ TEf02E − REf01E1Þ

− 2ℏωREf01E1g; ðD18bÞ

Dqq
22 ¼ 1

h

Z
∞

0

dEfðℏωÞ2REf02E − ðζq;2E1 Þ2REf01E1

þ ðζq;2E Þ2ðf01E þ TEf02E Þg: ðD18cÞ

Finally, the shot-noise contributions to the current fluctua-
tions, Rρρ

αα and Rqq
αα ¼

P
uvðδuε − μαδuρÞðδvε − μαδvρÞRuv

αα,
are obtained from Eq. (6b) as

Rρρ
11 ¼ Rρρ

22 ¼
1

h

Z
∞

0

dETEREðf1E1 − f2EÞ2; ðD19aÞ

Rqq
11 ¼ 1

h

Z
∞

0

dEðζq;1E Þ2TEREðf1E1 − f2EÞ2; ðD19bÞ

Rqq
22 ¼ 1

h

Z
∞

0

dEðζq;2E1 Þ2TEREðf1E1 − f2EÞ2: ðD19cÞ

In order to evaluate the coefficient (93d) for x ¼ ρ and
α ¼ 1, we further need the mean currents J̃xα as well as the
thermal and shot-noise fluctuations D̃ρρ

11 and R̃ρρ
11 for the

time-reversed system. These quantities, which are found by
replacing SαβEn;E with TBTVS

αβ
En;E ¼ SβαE;En in Eqs. (4) and

(6), are given by

J̃ρ1 ¼ −J̃ρ2 ¼
1

h

Z
∞

0

dEfTEf1E þ REf2E1 − f2Eg; ðD20aÞ

J̃q1 ¼
1

h

Z
∞

0

dEfζq;1E ðf1E − f2EÞ þ ζq;1E1REðf2E1 − f1EÞg;

ðD20bÞ

J̃q2 ¼
1

h

Z
∞

0

dEζq;2E ff2E − REf2E1 − TEf1Eg; ðD20cÞ

and

D̃ρρ
11 ¼

1

h

Z
∞

0

dEff02E þ TEf01E − REf02E1g; ðD21aÞ

R̃ρρ
11 ¼

1

h

Z
∞

0

dETEREðf1E − f2E1Þ2: ðD21bÞ
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